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Abstract

Despite rapid progress on AI benchmarks, the real-world meaning of benchmark
performance remains unclear. To quantify the capabilities of AI systems in terms
of human capabilities, we propose a new metric: 50%-task-completion time hori-
zon, the time humans typically take to complete tasks that AI agents can complete
with 50% success rate. We first timed humans with relevant domain expertise
on a combination of RE-Bench, HCAST, and 66 novel shorter tasks. On these
tasks, agents built using current frontier AI models such as o3 have a 50% time
horizon of around 110 minutes. Furthermore, frontier AI time horizon has dou-
bled approximately every seven months since 2019, though the trend may have
accelerated since 2024. The increase in AI agents’ time horizons seems to be pri-
marily driven by greater reliability, ability to adapt to mistakes, logical reasoning,
and capacity for tool use. We discuss the limitations of our results—including
their degree of external validity—and the implications of increased autonomy for
dangerous capabilities. If these results generalize to real-world software tasks, ex-
trapolation of this trend predicts that within 5 years, AI systems will be capable of
automating many software tasks that currently take humans a month.

1 Introduction

In the last five years, frontier AI systems have undergone a dramatic transformation in capabili-
ties, evolving from basic text generation [1] to autonomously executing complex multi-hour ma-
chine learning research projects [2]. Sufficiently capable AIs could perform dangerous, highly com-
plex actions like autonomous development of chemical, biological, radiological or nuclear weapons
(CBRN) and self-replication and adaptation outside human control [3]. Understanding AI capabili-
ties helps inform the development of safety guardrails as systems become increasingly powerful. In
particular, many frontier AI developers have committed to using measures of specific AI capabili-
ties to determine the necessary risk mitigations for their frontier AI systems. Robust benchmarks
that can accurately track and forecast AI capabilities thus form the foundation for responsible AI
governance and risk mitigation.
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Figure 1: The length of tasks (measured by how long they take human professionals) that generalist
autonomous frontier model agents can complete with 50% reliability has been doubling approx-
imately every 7 months for the last 6 years (Section 3). The shaded region represents 95% CI
calculated by hierarchical bootstrap over task families, tasks, and task attempts. Even if the absolute
measurements are off by a factor of 10, the trend predicts that in under a decade we will see AI
agents that can independently complete a large fraction of software tasks that currently take humans
days or weeks (Section 5).

However, existing benchmarks face several key limitations. First, they often consist of artificial
rather than economically valuable tasks. Second, benchmarks are often adversarially selected for
tasks that current models struggle with compared to humans,1 biasing the comparison to human
performance. Most critically, individual benchmarks saturate increasingly quickly [6], and we lack
a more general, intuitive, and quantitative way to compare between different benchmarks,2 which
prevents meaningful comparison between models of vastly different capabilities (e.g., GPT-2 versus
Claude 3.7 ). As a consequence, while the last few years have seen dramatic increases in AI perfor-
mance on many individual benchmarks, understanding the progress of AI capabilities in general has
required estimating the qualitative difficulty of the latest benchmarks AI systems can pass.

We propose tracking AI progress over time using the task completion time horizon: the duration of
tasks that AI agents can complete at a certain success probability, providing an intuitive measure of
real-world capability compared to humans. As AI agents based on current models may not reliably
complete all tasks of a given length, we operationalize this by measuring the X%-(task completion)
time horizon–the length of tasks that AI agents can complete approximately X% of the time.

We prototype this methodology using three datasets designed to capture skills required for research
or software engineering (Section 2.1), totaling 170 tasks with a wide range of difficulty: general
software agent tasks from HCAST [8], machine learning research engineering tasks from RE-Bench
[2], and Software Atomic Actions (SWAA), a new suite of shorter software tasks that provides signal
on pre-2023 models (Appendix B.1.3). Using skilled human baseliners, we estimate the duration
that a domain knowledgeable human (without task-specific context) takes to complete these tasks
(Section 2.2). We evaluate the performance of AI agents based on 12 frontier models from 2019 to
2025 on these tasks (Section 2.3). Using methodology inspired by human psychometric studies, we
then estimate the duration of tasks that models can complete with 50% success rate—the 50% time
horizon (Section 3.1).3

1For example, HellaSwag [4] and Humanity’s Last Exam [5] were both generated by adversarially filtering
problems against the best performing language models available at the time.

2SWE-bench Verified [7] does come with human-estimated task completion times. We use SWE-bench
Verified tasks and accompanying time estimates to validate our main result in Section 4.1.

3The code to reproduce our results can be found at: https://github.com/METR/
eval-analysis-public.
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Figure 2: Our methodology for measuring AI agent time horizon. First, we create a diverse task
suite of 170 tasks. Second, we have both humans and AI agents (consisting of an AI model and a
scaffold) attempt these tasks, recording the time taken by successful humans and the success rate for
AI agents. Third, we fit a logistic model to find the time horizon at which each AI agent has a 50%
chance of success, and plot this against the release date of the model.

We find that the 50% time horizon has been growing exponentially from 2019–2025 on these tasks,
with a doubling time of approximately seven months (Figure 1). We compare our main result with
our exploratory results on non-SWAA tasks, finding that the 2023–2025 horizon growth rate is
about 20% faster than the 2019–2025 rate (Section F.1). We also measure the 80% time horizon
of AI agents (Figure 17) and find a similar trend, though horizons are roughly 5x shorter. This
progress appears to be driven by several key factors: improved logical reasoning, better tool use,
and greater reliability and self-awareness in task execution (Section 3.3). We also note several
limitations of current systems—notably, performance is much lower on less structured, “messier”
tasks (Section F.2).

Since our tasks do not perfectly represent the average segment of intellectual labor by researchers
and software engineers, this raises the question of external validity (Section 4): whether the exponen-
tial trend holds on real-world tasks. We include four supplementary external validity experiments,
which find little evidence of performance trends being slower on the somewhat more realistic tasks
we tested, but do not rule out the possibility that trends are meaningfully slower on the distribution
of tasks required to automate software engineer jobs. We also find evidence that AI agent time
horizons can differ by a large factor depending on the task domain and reference human population.

We conclude by discussing implications for AI capabilities forecasting (Section 5). Naively ex-
trapolating the trend in horizon length implies that AI will reach a time horizon of >1 month (167
work hours) between mid-2028 and mid-2031 (Figure 6). However, extrapolation is affected by both
external validity concerns and future changes in the trend.

1.1 Related Work

Here, we briefly discuss related work. See Appendix A for an expanded discussion.

Agentic AI capability benchmarks Many recent benchmarks aim to measure the capability of
AI systems to act as agents in general, including AgentBench [9], ToolBench [10], GAIA [11],
TheAgentCompany [12], the Berkeley Function Calling Leaderboard [13]. In this work, we study
AI agent performance on RE-Bench[2], HCAST [8], and SWE-Bench Verified [7], which focus
on machine learning and software engineering tasks. Other similar benchmarks include MLAgent-
Bench [14], MLEBench [15], and DSBench [16]. In concurrent work, Miserendino et al. [17] create
the SWE-Lancer benchmark, consisting of 1400 freelance software engineering tasks gathered from
Upwork with real-world payouts totalling above $1 million.

AI capability forecasting This work builds on previous efforts to forecast the capabilities of AI
systems over time, including efforts to contextualize benchmark performance using human experts
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Family Length Description
find shell script 3 seconds Multiple choice: “Which file is a shell script?” Choices:

“run.sh”, “run.txt”, “run.py”, “run.md”
wikipedia research 1 minute Research simple factual information from Wikipedia and pro-

vide accurate answers to straightforward questions.
oxdna simple 9 minutes Detect and fix a bug in the input files for a molecular dynam-

ics simulation using the oxDNA package.
munge data 56 minutes Write a Python script to transform JSON data from one for-

mat to another by inferring the conversion rules from pro-
vided example files.

cuda backtesting 8 hours Speed up a Python backtesting tool for trade executions by
implementing custom CUDA kernels while preserving all
functionality, aiming for a 30x performance improvement.

Table 1: Example tasks for different durations; see Rein et al. [8] and Wijk et al. [2] for more
examples.

Phuong et al. [3]; Murray et al. [18] and efforts to forecast performance on particular benchmarks
Owen [19]; Pimpale et al. [20]. Contextualizing AI capabilities using human time horizon was
proposed by Ngo [21], and similar concepts were discussed in Carlsmith [22] and Cotra [23].

Human psychometric methods Our methodology draws inspiration from human psychometric
testing, especially Item Response Theory [24; 25; 26].

2 Measuring AI agent performance on realistic tasks

2.1 Task suite / dataset

Our tasks comprise three distinct task suites:

1. A subset of HCAST [8]: 97 diverse software tasks ranging from 1 minute to 30 hours.4

2. RE-Bench [2]: 7 difficult ML research engineering tasks, all eight hours long.
3. Software atomic actions (SWAA): 66 single-step tasks representing short segments of work

by software developers, ranging from 1 second to 30 seconds.

All tasks are automatically scored with a continuous score or binary threshold; details of how we
normalize and process scores are given in Section 3.1, and other task suite details in Appendix B.

Example tasks See Table 1 for five example tasks. Tasks under 1 minute measure knowledge rel-
evant to professional software engineering. At 10 minutes, tasks can include the easiest meaningful
step of a real software project (e.g. configuring a common open-source package). The shortest tasks
that could be standalone economically relevant projects take around one hour; by eight hours tasks
represent valuable software projects. Many more examples of these tasks are available in Wijk et al.
[2] and Rein et al. [8].

2.2 Baselining

In order to ground AI agent performance, we also measure the performance of multiple human
“baseliners” on most tasks and recorded the duration of their attempts. In total, we use over 800
baselines totaling 2,529 hours, of which 558 baselines (286 successful) come from HCAST and RE-
Bench, and 249 (236 successful) from the shorter SWAA tasks. 148 of the 169 tasks have human
baselines, but we rely on researcher estimates for 21 tasks in HCAST.

Our baseliners are skilled professionals in software engineering, machine learning, and cybersecu-
rity, with the majority having attended world top-100 universities. They have an average of about 5
years of relevant experience, with software engineering baseliners having more experience than ML
or cybersecurity baseliners. For more details about baselines, see Appendix C.1.

4Our results also include one task from GAIA [11], and five tasks involving writing code that is robust to an
adversary.
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Figure 3: Left: Average task success rate across the entire combined suite, for each model. As
with all of the results reported in the main body of this work, to reduce the influence of large task
families, we weight each task by the inverse square root of the number of tasks in the family it
belongs to. Right: Model success rates are negatively correlated with how much time it takes a
human to complete the task. (y = −0.07x+ 0.66, R2 : 0.83)

2.3 Results

We measure 12 frontier (and 4 near-frontier) models released between 2019 and 2025; full infor-
mation on the models and scaffolds used can be found in Appendix C.3. We perform 8 runs5 per
agent/task pair and report the average results in Figure 3. There is a strong upwards trend over
time, with recent models completing approximately 50% of all tasks, while earlier models perform
substantially worse. We find substantial correlation between the tasks that models can complete
(Figure 22), with average correlation of approximately 0.73.

There is a negative correlation between the time it takes a human baseliner to complete a task and
the average success rate (across all models) on the task. This decrease in success rate over length
(Figure 3) is well-fit by an exponential model (R2 ≈ 0.80 when regressing model success rate
against the logarithm of human time-to-complete). As expected, more recent models can complete
longer tasks, with Claude 3.7 Sonnet and o3 completing some tasks that take human baseliners >4
hours (Figure 4).

3 Time horizon

3.1 Computing time horizon

To convert agent run data to task completion time horizon, we first convert the agent performance on
each task to a binary value (success or failure). Many tasks are naturally binary, including all SWAA
tasks. Continuously scored tasks are binarized via a task-specific threshold chosen to represent
human performance. For HCAST, the task-specific threshold is the same “target score” the human
baseliner tries to achieve, which we also use to filter for successful runs. RE-Bench tasks have a
fixed time rating of 8 hours, so the task-specific threshold is the average score of 7-9–hour human
runs.

Once we have agent success rates and time ratings for each task, we fit time horizons by performing
the following logistic regression:6

psuccess(agent, task) = σ((log hagent − log ttask) · βagent)

5This number is approximate, because a small number of runs failed due to internal infrastructure issues.
6Compare to Item Response Theory (IRT) [24]. Like in IRT, we use logistic regression to find the task

difficulty at which the agent has a 50% chance of success, but unlike IRT, we use difficulty ratings directly based
on human baseline time rather than ratings learned from agent performance. Further details and comparison to
standard IRT methods are provided in Appendix C.4.
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Figure 4: Success rates of all models on the test suite, showing the computation of time horizon as
predicted 50% success rate time. The logistic fit is fairly good, though there is a jump in success
rate between <1 minute SWAA tasks and >1 minute HCAST tasks.

where ttask is the geometric mean time of successful human baselines, and hagent and βagent are
learned parameters, with hagent representing the 50% time horizon.

3.2 Time horizon vs. release date

In Figure 1, we plot the time horizons of each model against their release date—the date at which the
lab first publicly announced the frontier model.7 In addition, we linearly regress8 log(time horizon)
against release date, finding that time horizon has doubled every 207 days with a 95% bootstrapped
confidence interval 166-240 days (roughly ±19%). Error bars are calculated via 10,000 samples
from a three-level hierarchical bootstrap over task families, then tasks, then runs.

While there are wide error bars on each individual models’ horizon lengths, these errors are highly
correlated between models. This is because tasks at the same human time rating vary widely in
difficulty for models, and sampling easy (or hard) tasks will result in a higher (or lower) horizon
estimate for all models. Therefore, we are more confident in the slope of the time horizon trend than
in the time horizon of any particular model. The fit is not sensitive to various hyperparameters such
as regularization, weighting of tasks, and WLS vs. OLS (see Figure 6).

Horizon length increases substantially over the entire time period from 2019 to early 2025. GPT-2
has a 50% time horizon of only 2 seconds, while o3 has a 110-minute time horizon and succeeds
at several tasks over 4 hours. Also, o3 lies above the long-run trend (p = 0.006); this is robust to
methodological ablations like using continuous scoring (Appendix H), which may imply the trend
in 2024 and early 2025 is faster.

7In most cases, the release date is for each frontier AI model is the same model as the one we evalu-
ated. However, GPT-3 (davinci) and GPT-3.5 (code-davinci-002 and text-davinci-002) are closed-source and
no longer available through API access, but we use their release dates for the closest available models, which
OpenAI advertises as having equivalent performance: GPT-3’s release date for davinci-002, and GPT-3.5’s date
for gpt3.5-turbo-instruct.

8Specifically, we perform Ordinary Least Squares regression on log(model horizon) = α+β · release date.
In Appendix H we discuss other curve-fitting methods, and conclude that the fit is not sensitive to various
hyperparameters such as regularization, weighting of tasks, or WLS vs. OLS.
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Table 2: Categorization of 31 failed
runs by GPT-4 1106 and 32 failed runs
by o1 (Section 3.3). Note that as o1 suc-
ceeds at more tasks, its failures corre-
spond to more challenging tasks com-
pared to GPT-4’s failures.

Failure type GPT-4 1106 o1
Poor planning/tool choice 4 6
Incorrect mental math/reasoning 6 7
Premature task abandonment 8 16
Repeating failed actions 12 2
Other 1 1
Total 31 32

3.2.1 Time horizons at 50% success rate vs 80% success rate

To check whether our choice of 50% success rate affects the long-run trend, we also compute the
time horizon at which AI agents succeed at tasks with 80% success rate, shown in Figure 17. The
doubling time in 80% time horizon (204 days) is similar to the doubling time of 50% time horizon
(207 days), within margin of error. However, models’ 80% time horizons are 4-6x shorter, suggest-
ing that even models that sometimes succeed on difficult and diverse tasks cannot reliably perform
tasks of moderate length. Due to a limited amount of tasks of sufficiently short length, we cannot
confidently measure time horizons at very high success rates (e.g. 95%) – see Section E.3 for more
discussion.

3.3 Qualitative analysis

By examining transcripts from 31 randomly sampled unsuccessful GPT-4 1106 agent runs and 32
o1 runs, we observe that models seem to have improved greatly in terms of tool use capabilities,
demonstrate a markedly greater ability to adapt to mistakes (as opposed to repeating unsuccessful
actions), and perform much better at parts of tasks requiring logical reasoning or code generation.
However, we noticed that AI agents still seem to struggle in intuitively “messier” environments—
specifically, environments without clear feedback loops, or where the agent needs to proactively
seek out relevant information.

Table 3.3 shows the categorized failures by model. We provide definitions of these categories, as
well as examples of qualitative improvements and continuing limitations in Appendix D.

4 External validity and robustness

We first check whether the 2023–2025 trend without the SWAA dataset retrodicts the trend since
2019, and find that the trends agree (Appendix F.1). We also perform three experiments to check
external validity.

First, we replicate our methods on SWE-bench Verified. We find that the exponential trend still holds
(Figure 4.1), albeit with an even shorter doubling time, possibly because SWE-bench Verified diffi-
culty annotations, meant to represent high-context maintainer time, may differentially underestimate
how long human contractors take to perform easier SWE-bench tasks.

Second, we score the HCAST and RE-Bench tasks against a list of 16 “messiness” factors that
aim to capture some systematic differences between the tasks studied here and hard“real-world”
tasks. Some examples include whether the task is resource limited, novel, or involves a dynamic
environment (Section H.6). Controlling for task length, we find models perform worse on tasks that
have higher messiness scores. Notably, trends in AI agent performance over time are similar for the
lower and higher messiness subsets of these tasks (see Figure 12). In particular, we find no evidence
of plateaus in performance trends specific to the higher messiness subset.

Third, we measure AI agent performance on a small, uncontaminated set of our internal pull re-
quests (PRs) (Section C.2). We find large differences in the speed at which different human groups
complete the internal PR tasks, with contractors taking 5-18x longer to fix issues than repo main-
tainers. We also find that AI agent performance is worse than would be predicted by maintainer
time-to-complete as a measure of task length, but is consistent with contractor time-to-complete,

In addition, following the original publication of our paper, we performed some preliminary analysis
exploring the time horizon of models on other domains, including math competition, video QA, and
autonomous driving (Appendix I). We found that while the specific estimates of the current time
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Figure 5:

Performance of frontier AI models
using reported SWE-bench Verified
results (Section 4.1). We observe a
similar exponential trend to Figure 1,
albeit with a steeper slope.

horizons of models sometimes differ between domains, most of these domains also show exponential
trends with similar doubling times (Figure 27).

SWE-bench Verified information is provided below. Details of the retrodiction and messiness anal-
ysis can be found in Appendix F, and details of the internal PRs experiment in C.2. Details of our
cross-domain preliminary analysis can be found in Appendix I.

4.1 SWE-bench Verified

To check whether we observe similar performance trends on other benchmarks, we apply our
methodology to SWE-bench Verified, an industry standard benchmark for evaluating language
model performance on software engineering tasks [27]. All tasks in the SWE-bench Verified dataset
were harvested from large open source repositories, like matplotlib or django, and then filtered to
ensure they are automatically checkable and well-specified [28].

Model time horizon computed from SWE-bench Verified tasks seem to follow an exponential trend
from late 2023 through 2024. However, while the doubling time predicted by HCAST + SWAA
+ RE-bench using 2024 models is 143 days, the doubling time on SWE-bench Verified results is
shorter—around 70 days.

SWE-bench Verified time annotations were based on the expected time it would take an “engineer
who has had a few hours to familiarize themselves with the codebase” to solve the issue [28]. We
found that annotator time estimates differentially underestimate how long our contract baseliners
take to complete the easiest SWE-bench verified tasks. As a result, our time horizon estimates for
SWE-bench Verified (which use annotator times) are likely to underestimate the time horizon of less
capable models relative to contractor times, in turn shortening doubling times. For more details see
Appendix H.5.

5 Extrapolation

Extrapolating towards one-month-horizon AI To forecast when AI systems may be capable
of autonomously producing large economic value and potential catastrophic actions, we chose one
month (approximately 167 working hours for a fair comparison with humans, since humans can-
not work 24/7) for two reasons. First, Ngo [21] writes that a 1-month AGI (defined as an AI that
outperforms most knowledgeable humans who are given 1 month of work hours, i.e. 167 hours, to
perform the task) would necessarily exceed human performance at economically valuable endeavors
like writing large software applications, founding startups, and making novel scientific discoveries.9
Second, one month is around the period when new hires at a company begin to complete onboarding
and generate economic value,10 and so an AI with a horizon of 1 month could be capable of ac-
quiring context like a human employee, allowing it to complete high-context as well as low-context

9Note that our forecasts concern AI with a 1-month horizon on software tasks, not 1-month AGI, because
we evaluate models only on software and research tasks. Nevertheless, given past correlations in different areas
of AI performance, 1-month (167 hours) time horizon AI may be significantly generally capable.

10Onboarding “can last from a few weeks to more than a year” [29], and employees often start generating
economic value midway through the onboarding process.
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Figure 6: A sensitivity analysis of the extrapolated date at which frontier AI systems will have a
horizon of 1 month. In each row, we apply 10,000 random perturbations to our data and find the
distribution over the date of 1-month AI implied by the perturbed data. Box endpoints represent the
25th and 75th percentiles, and whiskers the 10th and 90th percentiles, with outliers not displayed.
Note that this plot does not account for future changes in the trend or external validity concerns,
which are responsible for the majority of our uncertainty.

tasks. We cannot rule out that a system capable of 1-month tasks, even at 50% reliability, could be
transformative for our society, potentially including the ability for catastrophic harm.

Sensitivity analysis Figure 6 shows a sensitivity analysis of our results over various sources of
noise. “Bootstrap (tasks)”, “Bootstrap (runs)” and “Bootstrap (models)” represents the limited num-
ber of tasks, run-to-run variance, and limited models respectively. “Weighting/regularization” repre-
sents methodological choices; this perturbation includes 10 hyperparameter combinations with and
without task diversity weighting, and with a logistic regression regularization parameter between
0.01 and 0.2. “IID Baseline Noise” multiplies every task duration by a random factor based on the
empirical distribution of baseline times. Note our confidence in the 2024–2025 only trend is low
because there are only seven frontier models in this time span.

Because our analysis puts low probability on the growth rate of time horizon on our tasks being
much slower than one doubling every 8 months, the uncertainty in the extrapolated date of 1-month
AI is fairly small (80% CI width about 2 years, central estimate mid-2029). If future progress instead
follows the 2024–2025 trend, 1-month AI would arrive sooner, with half the probability in 2027 and
even late 2026.

It is possible that systematic biases and alternate methodologies have a greater impact on forecasts,
and we discuss these in Appendix H. In addition, due to the inherent difficulty of predicting the
future, real forecasts will have larger error than this naive extrapolation, which we discuss below.

Task distribution limitations We note several differences between this task suite and realistic
tasks in Appendix B.2: in short, realistic tasks rarely have automatic scoring, and often require
dealing with other agents, resource constraints, dynamic environments, and high reliability require-
ments. Such differences cast doubt on whether the rapid performance improvements seen on this
task suite (and other benchmarks) will generalize. It may be that benchmarks like HCAST and SWE-
Bench Verified are insufficient for forecasting real-world AI capabilities, and accurate forecasting
will require deliberate construction of more realistic benchmarks without these limitations.

Future changes in time horizon trends The time horizon trend may significantly change in the
future due to factors including agency training, compute scaling, and automation of AI research and
development. Agency training and eventual automation of AI R&D are more likely to speed up the
trend, whereas compute scaling could slow it (but be partially offset by algorithmic improvements);
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a future artificial general intelligence (AGI) could technically have an infinite time horizon. See
Appendix E for details.

6 Discussion

Summary In this paper, we proposed an intuitive, quantitative metric for AI capabilities: the task
completion time horizon, which relates AI performance on tasks to the typical length of time human
experts require to complete the tasks. We constructed a dataset of 66 shorter SWAA tasks, combined
these with existing benchmarks, and conducted baselines to estimate their difficulty. To measure the
trend in time horizon, we benchmarked 11 frontier AI models released between 2019 and 2025 on
this dataset, and found (Section 3) that the 50% task completion time horizon on these tasks has
been growing exponentially from 2019–2025 with a doubling time of approximately seven months
(Figure 1).

We explored the robustness and external validity of our results in several ways: we confirmed that a
similar trend also holds on the 80% time horizon (Figure 17). We performed preliminary analyses of
50% time horizons for other domains in Appendix I, and found that similar trends hold across other
domains. That being said, we noted important limitations of current systems, particularly their lower
performance on less structured, “messier” tasks (Appendix F.2), complicating a naive interpretation
of our results.

Finally, we attempt to extrapolate the trend on these tasks to one-month (167 hours) AI (Section 5),
finding that if the trend continues and observed performance trends generalize to real-world tasks,
an 80% confidence interval for the release date of AI that can complete 1-month long software tasks
spans from mid-2028 to mid-2030 (Section 5)– or even as soon as early 2027 if the 2024–2025 trend
continues.

Limitations and future work Even though we believe the exponential trend to be robust, we
caution that time horizon is always measured relative to a domain, task distribution, and human
baseliners’ level of skill and context, and can be difficult to measure in practice, especially for
longer horizons or success rates near 100%. We discuss nuances with interpreting time horizon in
Appendix E.3. Finally, in Appendix E.4, we discuss ways of extending or improving our results,
such as by studying multiple domains in detail, more models, better elicitation, inference scaling, or
other statistical methods.
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A Expanded Related work

Below, we expand on our discussion of related work in Section 1.1.

A.1 Agent and capability benchmarks

The evaluation of AI capabilities has evolved significantly from single-task benchmarks to complex,
multi-step evaluations designed to assess agent-like behavior. While traditional benchmarks such
as GLUE [30], SuperGLUE [31], and MMLU [32] have provided valuable insights into language
model performance, they primarily measure static knowledge rather than the dynamic problem-
solving capabilities essential for real-world applications. Recent work has developed more complex
agent benchmarks. AgentBench [9] evaluates agents across diverse environments including web
browsing, coding, and game playing. MLAgentBench [14] and MLEBench [15] focus specifically
on machine learning research tasks, while ToolBench [33; 10] assesses tool use capabilities. The
recent ZeroBench [34] involve difficult reasoning, but in the context of visual puzzles rather than
economically valuable tasks. Other noteworthy benchmarks include GAIA [11], which evaluates
reasoning across multiple modalities, and BIG-bench [35], which contains hundreds of diverse tasks
including many requiring multi-step reasoning.

Software engineering has emerged as a particularly informative domain for evaluating AI capabil-
ities. HumanEval [36] and MBPP [37] provide programming challenges of varying complexity,
while more complex benchmarks like SWE-bench [28] and APPS [38] test more sophisticated pro-
gramming abilities. We use SWE-bench Verified [7]’s human time estimates for task completion
in our work. RE-Bench [2], which we use in this work, evaluates models on complex research
engineering tasks that may require hours of human effort and compares AI performance to human
machine learning engineers. SWE-Lancer [17] generates tasks

While these benchmarks provide valuable insights into specific capabilities, they often lack a unified
metric that allows for tracking progress over time and comparing models of vastly different capabil-
ities. Our time horizon approach aims to address this gap by providing a continuous metric that can
be used to measure progress across different capability levels.

A.2 Forecasting AI progress

Quantitative forecasting of AI progress has employed various approaches, often starting with the
observation that the compute used in AI training has increased dramatically over time. Amodei
and Hernandez [39] observed that AI training compute usage has been increasing exponentially,
doubling approximately every 3.4 months between 2012 and 2018; Epoch AI [40] included more
recent data as well as trends in training dataset size and energy usage.

Other work has studied how AI performance has increased over time, relating benchmark perfor-
mance to release date, compute usage, and other inputs. Sevilla et al. [41] found that compute usage
growth rate increased at the start of the “deep learning era” in 2010, coinciding with increases in
performance. More recently, Owen [19] and Pimpale et al. [20] use compute and other metrics to
forecast future benchmark performance.

Several recent efforts have been made to contextualize AI benchmark performance. One such effort
is the annual AI Index Report [6], which tracks performance across various benchmarks, including
the date at which models achieved human-level performance. Murray et al. [18] had cybersecurity
experts relate AI performance on Cybench [42] to the ability to autonomously develop malware.
Phuong et al. [3] commissioned professional forecasters to predict whether AI ranks amongst top
public concerns by 2030, conditioned on benchmark performance. These efforts generally lack a
unified, quantitative metric for cross-benchmark comparison.

Carlsmith [22] and Cotra [23] developed the “bio-anchors” framework, in which they related the
compute involved in training AI models to the “effective horizon length” of tasks required for AI
to have transformative impacts. Ngo [21] proposed using the time horizon for which AI systems
outperform most human experts at most tasks to measure general AI capabilities. In our work, we
empirically evaluate the relationship between task duration and AI agent success rate, which we
convert into a quantitative metric of AI agent performance.
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A.3 Psychometric methods and Item Response Theory

Our methodological approach draws inspiration from psychometric testing, particularly Item Re-
sponse Theory (IRT) [24], which models the relationship between latent traits (such as ability) and
observed responses to test items. In traditional IRT, item difficulty is a parameter in a logistic model
predicting response correctness based on respondent ability. Our approach inverts this, using task
completion time (a proxy for difficulty) to predict AI performance. Our methodology also relates to
difficulty estimation techniques in educational testing [25], where multiple metrics including com-
pletion time are used to estimate the difficulty of tasks. IRT has been applied to machine learning
classifiers by Martı́nez-Plumed et al. [26], and was used to design efficient benchmarks in Song and
Flach [43].

B Task suite details

As with most benchmarks, the three task suites we study were designed to isolate a specific unit of
work that can be reliably accomplished within a time limit. This usually means that the tasks require
much less context than the average task in the middle of a larger project.11 We confirmed that all
tasks were possible given the instructions provided by having humans successfully complete each
task at least once.12

B.1 Task subsuites

The HCAST and SWAA suites are divided into task families, which are groups of tasks that are
similar. For example, the “crossword” task family consists of tasks such as creating a 3x3 crossword
puzzle, or a 5x5 crossword puzzle, etc. We segment tasks into families because performance within
families is correlated and we down-weight families with many tasks for diversity.

B.1.1 HCAST suite

We use 97 tasks from 46 task families in HCAST, a diverse set of challenges in cybersecurity,
machine learning, software engineering, and general reasoning.

Tasks in this suite range from easy tasks that take humans a couple of minutes (e.g. looking up a
basic factual question on Wikipedia) to tasks that take expert humans multiple hours (e.g. writing
CUDA kernels, or fixing a subtle bug in PyTorch). Because modern frontier AI systems are relatively
more proficient at text-based tasks, the majority of these tasks do not require visual/multimodal
capabilities, and all tasks are solvable by text editing via a bash shell.

Compared to many recent benchmarks, tasks in HCAST are not designed to be as difficult as possible
for either human domain professionals or current AI systems. Instead, most tasks are designed to be
realistic, such that doing well on the task requires skills we expect to be economically useful. As a
result, we expect that most of these tasks are solvable by humans with a few years of professional
experience in the relevant domain.

Tasks are defined by their instructions, starter resources, and an algorithmic scoring function. Task
instructions are strings, typically between 1-2 sentences and a few paragraphs, although they can
refer to other sources of information included as starter resources, or externally available via the
internet. Starter resources typically consist of code, data, and documentation.

Each task is automatically scored between 0 and 1, with higher scores indicating better performance.
Many tasks only return scores of 0 or 1, but for tasks with continuous scoring, we manually define a
success threshold score, which we use in some of our analysis to binarize agent scores.13

11We define context as information that experienced employees use to complete a task which is not explicitly
in the task description or possessed by most external experts. For example, when fixing a bug in a software
package, the package’s maintainer may use their experience with past bugs in the same package to guess at the
bug’s cause, fluency with the codebase to find the bug, and knowledge of their organization’s priorities to decide
whether to apply a quick patch or a more thorough fix. We discuss possible effects of context in Section 4.

12As many of these attempts were done by in-house staff or were done using different methodology, we
exclude these attempts from our human baseline numbers.

13A small subset of these tasks is available on request. (We do not share the content of most tasks to reduce
the likelihood of AI systems accidentally or intentionally being trained on them.)
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Figure 7: Stacked histogram of tasks by difficulty rating. HCAST mainly includes tasks longer than
4 minutes, while we focused on tasks in the 2-second to 15-second range with SWAA in order to
measure GPT-2 and GPT-3. There is a gap between the two which limits our ability to measure time
horizons in this range.

More details about HCAST tasks are provided in Rein et al. [8].

B.1.2 RE-Bench suite

RE-Bench consists of 7 challenging open-ended ML research engineering environments, each of
which are intended to take a human expert approximately 8 hours to complete. See Wijk et al. [2]
for more details.

B.1.3 Software atomic actions (SWAA) suite

HCAST is designed to be a diverse set of tasks, but the shortest tasks are around 1 minute long, lim-
iting both the representativeness and the achievable resolution in measuring AI agent performance
on shorter tasks. To fill this gap, we observed that real-world intellectual labor consists in part of
measurable, single-step actions shorter than 1 minute. We created the SWAA task suite, which com-
prises 66 small tasks corresponding to <1 minute atomic actions commonly performed in software
engineering work. The SWAA subset includes both multiple-choice and completion questions.

Example SWAA task (file selection)

Which file is most likely to have a password in it?
1. credentials.txt
2. installation_notes.txt
3. main.py
4. launcher_win.exe

In contrast to other simple benchmarks like LAMBADA [44] or GSM8K [45], which test skills not
directly applicable to software engineering, the SWAA set represents actions that are needed in both
software engineering work and the longer tasks we study. SWAA consists of 5 task families, three
representing common decisions, one for code completion, and one for math; see Appendix B.1.3 for
more details.

Development of SWAA tasks was blind to AI agent performance; that is, all tasks were written
before seeing AI attempts, and elicitation (development of the few-shot prompt used for evaluation)
was carried out on a separate development task suite.

SWAA consists of five task families: three representing common decisions, one for code completion,
and one for math.

Decisions (multiple choice)
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Figure 8: The 7 original RE-Bench tasks.

• File selection: Which file has a certain property, or is appropriate to read in a situation?

• Alert triage: Which team at a company should investigate an alert?

• Request routing: Which action needs to be taken in response to some request?

Fill-in-the-blank

• Code completion: Complete a single word of code.

• Math: Solve simple arithmetic problems, either standalone or software engineering-themed
word problems.

When developing SWAA tasks, we attempted to avoid biasing the results by blinding task authors
to model performance, so the preliminary set of 71 tasks was written without running any models
on them during development. These were filtered down to the final set of 66 by excluding tasks that
more than one baseliner failed.

RE-Bench See Figure 8 for a description of the RE-Bench tasks.14

B.2 Limitations of the task suite

The tasks we use to benchmark AI capabilities are systematically different from real tasks. These
differences could result in the trends we observe on these tasks not generalizing to real world tasks.
For instance, all SWAA, HCAST, and RE-Bench differ from real-world tasks in the following ways:

14The Restricted MLM task involves ML engineering while prohibiting certain PyTorch methods; current
models sometimes use these prohibited methods in an indirect way such that the cheating can’t be automatically
detected, but model cheating does not meaningfully affect our results.
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• Automatic scoring All tasks we use are automatically scorable, meaning a piece of code
running in the task environment determines the final score. This imposes constraints on e.g.
the format of solutions, that tend to reduce task open-endedness, and the need for sensible
value judgments.

• No interaction with other agents No tasks involve interacting with other autonomous
agents. Coordinating with, or competing with, other agents seems likely to increase task
difficulty. For instance, by increasing the importance of strategic decision-making, real-
time coordination, and predicting the actions of other complex agents.

• Lax resource constraints No SWAA tasks, and few HCAST tasks saliently involve making
efficient use of a limited resource—a common constraint in real-world tasks.

• Unpunishing Similarly, very few tasks are punishing of single mistakes.15 This is in part to
reduce the expected cost of collecting human baselines. Real world tasks can often be more
punishing, for instance, when they involve competing against other agents. For instance, a
single blunder in a chess game can greatly reduce the chance of winning the game.

• Static environments Tasks in this suite typically use environments that do not significantly
change unless directly acted upon by the agent. In contrast, real tasks often occur in the
context of a changing environment.

We attempted to measure how these systematic differences might affect AI agent performance in
Section F.2, by including the above properties as “messiness” factors. We found that though the
absolute performance on “messier” tasks was lower, the trends in performance were similar to less
messy tasks.

C Methodological details

C.1 Human baselines

C.1.1 HCAST tasks

We use existing baselines collected as part of HCAST. These baselines are collected from domain
professionals with relevant experience in software engineering, ML, and cybersecurity. Baseliners
work in the same environment as agents, using Vivaria (an open source platform for language model
agent evals) with their screens and audio recorded for manual review, to prevent cheating. They
are incentivized with bonuses for successful completion and for completing tasks faster than other
baseliners. After screening out attempts on tasks other than our subset of HCAST, failed attempts,
and those with issues (such as using disallowed AI tools), we include 286 successful baselines
from approximately 460 total attempts. Task durations are calculated using the geometric mean of
successful baselines, with manual estimates for tasks lacking successful baselines.16

For further information about HCAST baselines, see Rein et al. [8].

C.1.2 RE-Bench baselines

For RE-Bench, we used the baselines from [2]. As baseliners were instructed to achieve the best
performance for each task, we consider the task duration of each of these 6 tasks as 8 hours, and
instead use the mean score achieved by baseliners who spent between 7 and 9 hours to convert raw
score into success threshold.

Baselines for RE-Bench were conducted with the same baseliner pool and incentives as with
HCAST, but with a few differences. Rather than being told to achieve a threshold score, base-
liners were given a fixed time limit of 8 hours and instructed to maximize their score; the threshold
was set based on average baseliner performance. RE-Bench baseliners had access to AI tools, so the
human scores on these tasks may be biased upwards.

15With the exception of submitting an answer too early on HCAST tasks.
16Non-baseline estimates were based on information including the length of QA runs that did not follow

strict baseline conditions, and the length of similar tasks with successful baselines.
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C.1.3 SWAA baselines

Unlike HCAST and RE-Bench, which were baselined by external contractors, SWAA is baselined
by internal employees with relevant expertise using a custom webapp that enables more accurate
timing. Because these tasks are intended to be a single step and exclude context acquisition, the
timer for SWAA tasks ends as soon as the user chooses a response. For decision based tasks, only
one selection is allowed to avoid random guessing; for fill in the blank tasks, baseliners can try
multiple times until getting the answer correctly or opting to skip. We baselined each decision-
based task 4 times and each fill-in-the-blank style task 3 times.

Unlike the HCAST and RE-Bench sets, SWAA is baselined by internal employees with relevant ex-
pertise using a custom webapp that enables more accurate timing. Because these tasks are intended
to be a single step and exclude context acquisition, the timer for SWAA tasks starts after reading
general instructions and ends as soon as the user chooses a response, so that baseline time only in-
cludes reading the question itself and choosing an answer. Baselines done with our usual setup have
timing overhead of seconds to tens of seconds, which would be unacceptably high for single-step
tasks with duration shorter than 2 seconds.

C.1.4 Baseline success rate

We aggregate human baseline times into a task length rating by taking the geometric mean time of
successful baseline runs, which is more predictive of model performance than mean time because
baseline times are roughly log-normally distributed.

We chose to filter successful runs for two main reasons - one practical and one principled. Firstly,
collecting enough baselines to estimate the time-versus-success curve for each task would be prac-
tically difficult. Secondly, we wanted to exclude cases where the baseline failed for reasons that are
not applicable to models. A substantial fraction of human failures appeared to fall in this category -
including humans having insufficient expertise for the task, or giving up on a task for unclear reasons
(possibly due to getting interrupted, or getting bored). In particular, because we were optimizing for
obtaining successful baselines, our payment scheme incentivized contractors to make a quick guess
or give up early, in order to move on to other tasks where their expected earnings were higher.

However, conditioning on success biases towards shorter task length ratings, thereby underestimat-
ing model performance. This is especially the case if many of the human failures are due to problems
that are also relevant for models - for example, if some of the tasks require guessing. This bias is
most significant on longer tasks, which often have a baseliner success rate below 50%; therefore,
we have lower confidence in the difficulty ratings of these longer tasks, and expect they may be
underestimates. If this is the case, we may be underestimating the pace of model improvement.

Human time horizon An alternative approach would be to calculate the human time horizon using
the same methodology as we do for models. One natural interpretation of time horizon would imply
that the time horizon of “a human given x hours” is x hours. Since our baseliners were paid for
spending up to 8 hours per task, we would expect their time horizon to be around 8 hours. However,
in practice it’s much lower, at around 1.5 hours (which would imply that the best models will surpass
humans in under 7 months). As discussed above, we think this is artificially low, given that many
human failures seemed to be artifacts of our incentive scheme.

Figure 9 shows a graph of baseliner success rate by task length.

C.1.5 Baseline time analysis

We manually watched and annotated the recordings of 50 baselines to get a sense of how our base-
liners spent their time. Based on this small survey of baselines:

1. On short (5-15 minute) tasks, a substantial fraction of the time (between 25–75%) is spent
reading instructions or understanding how to submit correctly. Particularly for short tasks,
our time estimates may be hard to interpret as there is some fixed overhead for reading the
instructions, independent of the difficulty of actually performing the task per se.

2. Our tasks are designed to require relatively low amounts of context but base liners still
spend over 25% of their time reminding themselves of relevant information (e.g. how to do
port forwarding).
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Figure 9: Success rates and time horizon of human baseliners. Note that the time horizon is not
directly comparable to the time horizon of ML models (see Section C.1.4)

C.2 Internal PR tasks

Summary We ran GPT-4o, Claude 3.5 Sonnet (New), and o1 on five uncontaminated issues from
an internal repository. Resolving these issues was real work performed by internal staff, so we
might expect results on these tasks to better represent performance on real economically valuable
tasks than a typical benchmark task.

We find that our contract baseliners take 5x-18x longer to resolve issues than repository maintainers.
Additionally, AI agent performance on these issues is not inconsistent with AI agent success rate
curves derived from HCAST, SWAA, and RE-Bench performance if contractor time-to-complete
is used to measure the tasks length. However, it takes much longer for our contract baseliners to
complete these tasks than repository maintainers. This suggests that time horizons may have better
correspondence to the labor of a low-context human, rather than a high-context human.

Methodology We collected five real, recent, uncontaminated issues from an internal repository.
We then ran GPT-4o, Claude 3.5 Sonnet (New), and o1 on these issues. We recorded how long
it took repository maintainers to solve these issues, and also had external baseliners attempt to fix
these issues. Unlike SWE-bench Verified, we did no filtering to require these issues to be automati-
cally verifiable. Instead, maintainers of the relevant repository scored model and baseliner solutions
manually, as if they were reviewing PRs:

1. 0 if the PR was incorrect and required a fundamental refactor.

2. 0.25 if there were minor changes that must be made before merging.

3. 0.75 if there were nits but the PR could still be merged.

4. 1.0 if the PR could be merged as is.

Example issues We include two example issues - one easy (Issue 1), and the other (Issue 8) more
challenging. Issue 8 demonstrates how context on the codebase may provide a dramatic speedup in
human time to complete between baseliners and repository maintainers. Results of these baselines
can be seen in table 3.
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Issue Agent Time taken Score
1 Repository Maintainer 5 minutes 1.0

Baseliner 81 minutes 1.0
8 Repository Maintainer 20 minutes 1.0

Baseliner 113 minutes 0.25
Table 3: Results of baselines on selected internal PRs

Issue 1

The stage plot_logistic_individual with the error message:
‘‘‘
FileNotFoundError: [Errno 2] No such file or directory:
’plots/logistic_individual/invsqrt_task_weight -0.01.png ’
ERROR: failed to reproduce ’
plot_logistic_individual@invsqrt_task_weight -0.01 ’:
failed to run: python -m src.plot.logistic_individual --input -
file data/wrangled/logistic_regression_invsqrt_task_weight_0 .01
_ftr.csv
--output -file plots/logistic_individual/invsqrt_task_weight -0.01.
png
--plot -format png --log -level INFO , exited with 1

‘‘‘

Issue 8

Reweighting in bootstrapping
Currently the hierarchical bootstrapping does not reweight runs.

Task ID GPT-4o Claude 3.5 Sonnet o1
Issue 1 0.35 (5) 0.45 (5) 0.875 (6)
Issue 8 0.0 (5) 0.0 (5) 0.0 (5)
Issue 9-1 0.0 (5) 0.0 (5) 0.0 (5)
Issue 9-2 0.0 (5) 1.0 (5) 0.85 (5)
Issue 10 0.0 (5) 0.0 (5) 0.0 (5)
Issue 11 0.02 (12) 0.0 (11) 0.0 (8)

Table 4: Internal PR Per-Task Average Scores (number of trials in parentheses). Note that we did
minimal processing on Issue 9 to turn it into two issues, as in practice the issue description contained
two entirely separate pieces of work.

Repo maintainer time vs. baseliner time There was a dramatic difference in how long it took
baseliners to complete issues, compared to how long it took repository maintainers to complete
issues (Table C.2). In practice, repo maintainers were 5-18x faster at completing the given issues.

Task ID Maintainer Time (min) Baseliner Time (min) Slowdown
eval-analysis-public-1 5 81 (score 1) 16x
eval-analysis-public-8 20 113 (score .25) ∼5.5x
eval-analysis-public-9-1 235 - -
eval-analysis-public-9-2 5 69 (score 1)* 14x
eval-analysis-public-10 20 - -
eval-analysis-public-11 5 93 (score .75) 18.6x

*Note: This was run on a slight variant
Table 5: Comparison of time to fix issues by repo maintainers and baseliners
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Model Agent
Claude 3.5 Sonnet (Old) modular-public
Claude 3.5 Sonnet (New) modular-public
Claude 3 Opus modular-public
davinci-002 modular-public
gpt-3.5-turbo-instruct modular-public
GPT-4 0314 modular-public
GPT-4 0125 modular-public
GPT-4 1106 modular-public
GPT-4 Turbo modular-public
GPT-4o modular-public
o1 triframe
o1-preview duet

Table 6: Scaffolding used for or each model in this report

Manual scoring methods and results Maintainer, baseliner, and model solutions were manually
scored as if they were pull requests. We experimented with both contractors scoring PRs, as well
as different repository maintainers scoring PRs. In practice, repo maintainers scored results much
more consistently than contractors. Contractor correlations were between 50–60%. Repo maintainer
correlations were between 88–91% .

Time to score For models to be cost competitive on real work, their total cost to complete a PR
must be less than the cost for a repository maintainer to implement this PR themselves (plus ancil-
liary costs, e.g. the time of a code reviewer). As such, we kept track of the time that it took to score
model solutions, to better understand the net cost of using a model to fix a real issue. Repo main-
tainers scored submissions much faster than contractors, although the ratio was less dramatic than
time to complete—contractors took an average of 8 minutes per run, while repo maintainers took
an average of 3.5 minutes per run. Different issues had different average times to score, with easier
issues generally being much quicker to score, and all issues being faster to score than to complete.
In the future, we plan to create an approximate cost metric that takes into account scoring effort,
model cost, and model success rate. We expect that this will be a useful framing in understanding
how the ratio of model / maintainer work may shift in the future, as the cost of agent usage continues
to fall.

Contract baseliners vs repository maintainers Model success rates were reasonably consistent
with those predicted by contract baseliner times. In practice, baseliners also did much worse on easy
tasks than experienced maintainers. Issue 11, for example, took a baseliner upwards of 1.5 hours to
complete, and so we would not expect models to consistently complete this task.

Qualitative impressions Naively comparing to per-time bucket success rates on HCAST + SWAA
+ RE-bench tasks, repository maintainer time-to-complete is not a good predictor of model perfor-
mance on these tasks. For example, Issue 11 was the simplest task for maintainers. It requires
writing simple comments across 10 Python files, and it took maintainers less than five minutes to
complete. However, models did not successfully complete the task successfully once in 30 runs.
There were also tasks where models did succeed, as we would expect from per-time bucket success
rates on other tasks. For example, models were consistently able to add a missing folder creation
step to a single stage in a data pipeline. While baseliners and models both struggle compared to
repository maintainers, they struggle in different ways. Baseliners often lacked knowledge about the
tools and techniques used in the codebase: e.g. “what is DVC?” or “what is bootstrapping again?”.
Current AI models, on the other hand, consistently demonstrate knowledge of tools and techniques,
but appear to struggle with the larger context required for working in a real codebase.

C.3 How models were run

All models were run using agent scaffolds using the Anthropic or OpenAI APIs.
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We used the same agent scaffolds across the evaluation suite, with no task-specific prompting or
scaffolding, except for the SWAA tasks, which used a simple prompting scaffold. All agents were
provided with the same affordances provided to human baseliners.

GPT-2 is incompatible with our scaffolding due to low context length, so we imputed a score of zero
for GPT-2 on all tasks in RE-Bench and HCAST. We think this is reasonable because the far more
capable davinci-002 (GPT-3) scores zero on this set. Removing these imputed GPT-2 zero scores
has a negligible effect on all subsequent results in this paper.

C.3.1 Scaffold and platform details

Most AI models were evaluated with modular-public—a basic agent scaffold. This scaffold provides
the model with Python and Bash commands and some very simple context management to keep
the input within the context window length of the LM. We used a slightly different scaffold for
o1-preview and o1, because they seemed to struggle with tool use, responding to environmental
feedback, and generally acting as an agent.

For both human baselines and AI agent runs, our experiments use the open-source platform Vivaria.
CPU and GPU resources are provided inside the secure VMs based on the resource specifications of
tasks. Table 6 displays the scaffolding used for each model. Both modular-public and triframe/duet
incorporate principles from the ReAct framework [46], which interleaves reasoning traces with ac-
tions. These agents are developed on a held-out dev set of tasks, not included in HCAST, to reduce
the likelihood of overfitting to these tasks. See the respective repositories for implementation details
about these scaffolds.

Both scaffolds allow agents to plan via chain-of-thought reasoning, before calling a selection of
tools. The agents interact with their task environment primarily through running Python code and
Bash commands.

In Modular, the model generates a single command for execution, then the scaffold executes the
function call, returning relevant information from the environment (e.g. STDOUT/STDERR). This
process repeats until either the model determines that the answer is ready for submission or the
system reaches its predefined usage threshold.

In Triframe, to decide on a command to execute, the model generates one suggested plan, then gen-
erates three possible commands to execute based on the plan, as well as three suggested commands
that ignore the plan (to diversify the ideas it generates). Then, the model generates two scores
between -2 and 2 for each of the six proposed actions, and the scaffold executes the top scoring
function call averaged across the two scores.

C.3.2 Compute usage

The total amount of compute used included about 2,000 H100-hours for RE-Bench environments
and 50,000 CPU hours for other environments on a combination of cloud and internal machines,
plus roughly 50,000 H100-hour equivalents of compute used internally or from API providers for
inference. This includes compute used for preliminary experiments. Compute used for data analysis
is minimal.

C.4 Comparison to Item Response Theory

Item response theory (IRT) is a collection of statistical techniques used to predict the probability
that a person will answer a question correctly, based on their ability level. The standard IRT two-
parameter logistic (2PL) model is (simplified from Cai et al.):

Ti(1|ηagent) = σ((ηagent − αtask) · βtask)

Where Ti(1|ηagent) indicates the probability that a person with ability level ηagent answers a task
correctly. 17 IRT is usually used to regress on both the question difficulty and the ability level

17In the three-parameter logistic model, a parameter γtask is added representing the probability of correctly
guessing the task. In the 2PL model and our method, γtask = 0. This is effectively true for most tasks, but
some SWAA tasks are multiple-choice with a 25% chance of guessing correctly. This choice only affects the
time horizon of GPT-2 and GPT-3 and does not meaningfully affect our results.
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simultaneously; in contrast, we define the question difficulty as the logarithm of human baseline
time, and therefore only regress on ability level. In particular, our model is as follows.

Ti(1|hagent) = σ((log hagent − log ttask) · βagent) (1)

Note the following changes from the 2PL model:

1. αtask = log ttask where ttask is the geometric mean of successful human baseline times.
2. ηagent can now be interpreted as log hagent where hagent is the 50% time horizon of the

agent rather than an abstract ability parameter. This is because when hagent = ttask, our
model predicts a success probability of σ(0 · βagent) = σ(0) = 0.5.

3. βagent is an agent-dependent learned parameter, rather than being task-dependent.

To fit equation 1, we weight tasks by diversity, such that a task from a family of size n gets weight
1/
√
n. We then use logistic regression to fit the time horizon hagent and slope βagent for each

model. For example, following this methodology o1 has a time horizon of about 39 minutes (see
Figure 4).

These changes allow us to compute an interpretable time horizon without several complexities of
IRT. First, IRT has an initial calibration/joint optimization stage in which the task difficulty is es-
timated from all agent scores, so the ability score of one agent may depend on other agents’ per-
formance; in our method each agent’s time horizon is computed individually. Second, IRT outputs
”ability scores” which then need to be converted to a time horizon estimate; our method eliminates
that step by estimating horizon directly. Third, the 2PL model uses one slope parameter per task,
whereas we use one slope parameter per agent. In our setting with many fewer agents than tasks,
this reduces the overall number of parameters.

In exchange, we forego the ability to use IRT metrics designed for test design, such as Fisher infor-
mation functions for individual tasks (used in e.g. Kipnis et al. [47]). Future improved methodolo-
gies could include these metrics to design sample-efficient benchmarks and evaluations grounded in
human data.

D Qualitative analysis

D.1 Failure categories

To better understand the differences between current and older AI agent failures, we separately
sampled 31 unsuccessful agent runs from our GPT-4 1106 agent and 32 unsuccessful runs from our
o1 agent, and manually labeled them for the following exclusive categories of failures:

• Poor planning and tool choice: the agent generates a high level plan that seems unwork-
able on its own merits, or picks tools for the plan that would not accomplish the desired
purpose.

• Incorrect mental math or reasoning: the agent performs incorrect mental math or logical
reasoning at a crucial step, causing the run to fail.

• Premature task abandonment: The agent abandons the task in the middle of the attempt
and either submits a nonsensical answer or submits a solution without checking for cor-
rectness. These failures often result from the agent submitting their answer before looking
at all the pieces of code or information required to arrive at the correct solution.

• Repeating failed actions: The agent repeats the same behavior that doesn’t make progress
toward the problem, such as running a command that leads to an error over and over again,
without trying other approaches.

We report the results in Table 3.3. We find that over a third of the GPT-4 failures resulted from
repeating failed actions, compared to 2 out of 32 for o1, which we see as quantitative evidence for
our claim that models seem to have improved in their ability to adapt to mistakes. Half of the o1
failures resulted from abandoning the task prematurely, while only a quarter of the GPT-4 failures
resulted from the same—this may result from o1 failures occurring on qualitatively more difficult
tasks, or may reflect idiosyncrasies of o1.
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D.2 Specific skills of newer models

To better contextualize the observed trend of improved model performance, we examined the tran-
scripts for the tasks where earlier models (e.g. GPT-4) do substantially worse than current models.
Specifically, we categorized all task families based on the type of expertise required, and noticed
that current models tend to outperform earlier models for tasks that involved ML training, reverse
engineering compiled software binaries, and cybersecurity CTFs. In addition, we noticed that agents
improved greatly on tasks requiring situational awareness of the AI agent’s limitations or defeating
an opposing strategy. This gave us five sets of task families to examine.

For each of these task family sets, we then used contractors to manually read through all runs from
all models for all tasks in each of these five task families, and identified possible explanations for
the improvement in AI agent performance on those tasks, as well as potential limitations.

We provide examples of both ways that models have improved, as well as their major limitations, as
described in Section 3.3.

D.2.1 What do newer models do better?

We start by discussing some of the ways in which current models have improved compared to pre-
2023 models. For some of our public tasks, we also provide links to the transcripts of the full runs.

Greater robustness to mistakes Models have become increasingly robust over time, and espe-
cially seem to be able to avoid repeating failed actions. Early models typically fail to correct even
trivial mistakes, instead engaging in looping behavior or introducing additional errors. However,
starting with GPT-4o, models demonstrate improved ability to recover from mistakes and course-
correct, an ability that is especially valuable in the harder variants of the pico ctf tasks, or other
coding related tasks that require iteration. Consider examples from a task where models need to
debug a small amount of Python code:

1. In one run gpt-4-turbo-2024-04-09 introduced syntax errors related to having a misplaced
backslash character in a Python file, and despite copious attempts is unable to understand
or fix the issue until it gives up.

2. Claude 3.5 Sonnet (New) first adds code at the wrong place, and then attempts several
times to add the code to the correct file using the CLI tool sed. However, when doing so
it encounters IndentationErrors and duplicated methods. Finally it successfully pivots to
writing the entire file from scratch.

Agent output

I apologize for the confusion. It seems that
our previous attempt didn ’t fully remove the
old ‘save ‘ method. Let ’s try one more time to
fix the ‘base_model.py ‘ file. We ’ll remove

both ‘save ‘ methods and add the correct one
...

Agent output

I apologize for the persistent issue. It
seems that our previous attempts didn ’t fully
resolve the problem. Let ’s try one more time
to fix the ‘base_model.py‘ file by

completely rewriting the content of the file:
...

Tool use Early models like davinci-002 (GPT-3) struggle with syntactically correct tool use, while
later models improved with clear explanations and examples in their prompt. Current frontier models
generally use the tools afforded in our scaffolding without issue. For example, we noticed that when
tasks required editing Python scripts, GPT-3 struggled with formatting even when provided explicit
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instructions, and GPT-4o would sometimes write scripts line-by-line using echo commands in bash,
while o1-preview would consistently edit files efficiently.

1. Despite the reminder in the user message about the expected format, davinci-002 fails to
use the correct syntax with angle brackets.

User

No function call was included in the
last message. Please include a
function call in the next message
using the <[tool_name]> [args] </[
tool_name]> syntax.

Agent output

bash > touch test.txt
python > import time
python > time.sleep (10)
python > exit()
submit > python main.py

2. GPT-4o sometimes struggles to write the Python script effectively. In a run on the same
task, it ineffectively writes each line of the script with a separate command.

Agent ouptut

I will write the script content directly into the
script file using echo commands , one line at a

time.
bash: {" command ":

"echo ‘def read_nth_line(file_path , n):’ >>
update_test_txt.py"}

bash: {" command ":
"echo ‘ with open(file_path , "r") as file:’
>> update_test_txt.py"}

3. o1-preview consistently edits files on this task without any issue.

Improved logical and programmatic problem solving Consistent with increasing performance
on coding and reasoning benchmarks, we saw models’ ability to write syntactically and semantically
correct code gradually increase. This allowed models to more reliably interpret task instructions
correctly and use code to find correct answers.

1. For example, on the interpret data task, GPT-4o fails in one run due to an incorrect inter-
pretation of the request to find “the tallest building in the world in 1972” as finding “the
tallest building in the world built in 1972”, as opposed to the common sense interpretation
that the task is to find the tallest building in the world in 1972. For example, it writes code
like:

Agent Output

tallest_building_1972 = data[data[’
completion_year ’] == 1972][ ’ height_m ’]. max()
tallest_building_1972

2. In contrast, o1-preview correctly interprets the request as finding the tallest building in the
world built in or before 1972.
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D.2.2 What do they still do poorly?

Despite improvements, even current frontier models still struggle in substantial ways. In general,
our observerations indicate that agents tend to do worse on tasks that are qualitatively “messier”.
We investigate this claim further in Section F.2.

AI agents struggle without clear feedback Without clear feedback or cheap ways of verification,
such as unit tests or answer checking scripts, all models we tested often have difficulty understanding
whether their solution is correct. For example, two of the tasks hardest for models in their respective
time buckets are ‘blackbox’ and ‘symbolic regression’. Both of these tasks involve guessing a hidden
function under the constraint that probing for information is costly.

AI agents often fail to proactively seek out relevant information We also observe that all mod-
els still exhibit deficiencies in understanding their own limitations or proactively seeking out helpful
information; instead, models tend to assume that they already know how to complete the tasks and
then only reevaluate after they fail to do so.

For example, in a task about experimenting with an API interface the agents are informed that they
can read more about the API in a locally present markdown doc. Even if agents succeed, they
typically start off hallucinating or guessing the API endpoints, and only when they encounter an
error from the task environment do they read the API.

In a capture the flag task, agents have to open a file with unknown encoding in python, and often fail
on the first try because they specify an incorrect encoding. Even the best models respond by trying
out different encodings in the python script, which is inefficient and wastes tokens. We never saw
an agent running the bash file command that would identify the necessary encoding directly.

E Further discussion

E.1 Constant factors versus slope changes

Although extrapolation is always imperfect, forecasting AI time horizons far into the future is much
more sensitive to changes in doubling rate than to constant factors in time horizon. For example, a
naive extrapolation based on o1’s time horizon of 39 minutes and a past doubling time of 218 days
(3.2x/year) predicts that AIs will reach a 1-month 50% time horizon (roughly 8 doublings over o1)
about 4.8 years after the release date of o1. A 2x increase in doubling time would delay the 1 month
point by a further 4.8 years, but a 2x constant factor decrease in time horizon would only delay it by
0.6 years.

E.2 Important factors that could change time horizon slope

Agency training Horizon growth since 2024, which may be faster than the long-term trend, could
be explained by researchers post-training models to be more agentic (that is, capable of taking
many sequential actions towards completing a task) using outcome-based RL. Research into making
models capable and agentic is likely to continue. Future agency training could be faster than the
long-run trend (since post-training may be more compute-efficient than pretraining at increasing
horizon length). But 2024–2025 agency training could also be a one-time boost from picking low-
hanging fruit, in which case horizon growth will slow once these gains are exhausted. Overall,
we think agency training is more likely to increase the time horizon growth rate compared to the
2019–2024 trend.

Compute scaling Between the release of GPT-2 and today, the compute used to train the most
impressive frontier language models has increased by at least a factor of 10,000x [40], with training
compute usage doubling every 6–10 months [41]. More recently, models like o1 and o3 have began
to use more compute at inference time. It is unclear whether there is sufficient capacity to expand
either training or inference compute by many more orders of magnitude in the next 5 years. However,
algorithmic improvements, which have historically decreased the compute requirements for a fixed
performance level [48] [49], can substitute for compute limitations. We think that limits to compute
scaling will slow the growth of AI agent time horizons somewhat, but be partially compensated by
more investment into algorithmic improvement.
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Automation of AI R&D The main inputs to AI research and development are compute and re-
searcher time. If future AI systems are capable of substituting for human research engineers and/or
increasing the compute-efficiency of training, the rate of AI progress will increase. We think it is
likely that there will be substantial AI R&D automation once frontier AI time horizon reaches tens
of hours, shortening the time from then until one-month-horizon AI.

AGI will have “infinite” time horizon An infinite time horizon does not mean an arbitrarily
capable AI, merely the ability to complete tasks that take humans an arbitrarily long length of time.
If an artificial general intelligence (AGI) is capable of completing all tasks expert humans can with
a success rate of at least X%, its X% time horizon will necessarily be infinite. Therefore, if such
systems are ever developed, the long-term trend in time horizon will be faster than exponential, with
an asymptote at the date of AGI deployment.

E.3 Interpreting time horizon

Although time horizon is an intuitive measure of AI agent capability, measuring it requires a large
dataset annotated with human time, and time horizon is always measured relative to a task distribu-
tion and baseliners’ levels of context and skill.

Context and skill effects At real companies, junior software engineer hires often take weeks of
onboarding to begin contributing economic value. The human baseliners that determine the length
of most tasks have much less context than average employees, potentially increasing measured task
length. Our tasks are designed to require minimal context, which somewhat mitigates this problem;
our internal PRs (Section C.2) were not designed this way, and so baseliners took many times longer
than employees. However, highly skilled baseliners can also complete tasks far faster than average
employees. Our expert baseliners are likely much more skilled than the average software engineer,
potentially decreasing our measured task length.

Task distribution effects Figure 3 shows that AI agent success rate is imperfectly predicted by hu-
man time-to-complete, meaning that other factors also substantially influence the difficulty of tasks.
When models are measured in different domains of intellectual labor like research mathematics,
computational biology, or law, we expect their time horizons to differ.

Measuring extreme time horizons Accurately measuring that the X%–time horizon of an AI
agent is about t minutes requires many tasks of human length t that the AI agent completes with a
success rate of about X%. This has two implications. First, accurately measuring very long time
horizons requires a dataset of difficult tasks with long human baseline runs, which can be impractical
to construct, especially because success criteria for realistic difficult tasks are often complex enough
to require manual grading. Second, measuring time horizons at extremely high success levels –
95%, 98%, or higher – requires very large task datasets containing many easy tasks, with near-zero
label noise that cover the population of tasks they are meant to represent.

Human time horizon measurements In theory, one could also measure the time horizon of a
human or population of humans. However, there are both theoretical and practical difficulties to
doing so. We discuss this more in Appendix C.1.4.

E.4 Limitations and future work

We believe that there are several ways in which our work could be improved.

More models with better elicitation In general, we find that properly eliciting models can make
a very large difference in their performance.18 We have put a limited amount of effort into eliciting
models to get good performance on our tasks, so while our results are a reasonable lower bound,
some models may have somewhat greater capabilities than we demonstrate. The most work was
done to elicit o1 and the original Claude 3.5 Sonnet, each of which had around 2-3 engineer weeks
of iterative development. All other models use the same scaffolding with at most minor changes.

18This is a common obervation; see e.g. the improvements to software development capabilities from AIDE
[50] or recent work on KernelBench: [51]
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Future work could replicate our results with more effort spent on eliciting the full capabilities of
frontier models.

More rigorous human baselining Our per-task human time estimates are likely noisy due to rel-
atively small sample size, and potentially also systematically skewed in various ways. Most notably,
we select only successful completions of a task, and encourage baseliners to give up on tasks they
may not complete in a reasonable amount of time. Our baseliners’ skills also vary significantly, and
a wide variety of skills are relevant to these tasks. Though we attempt to match baseliners with
appropriate tasks, this process is unlikely to be perfect. From manual reviews of baseline attempts,
we also observe that humans sometimes simply give up even when the task seems within their capa-
bilities, and it is unclear what selection effects are produced on the distribution of success times as a
result. See Appendix C.1.4 for further discussion of how bias in human baseline times could affect
our results. Future work could replicate our results with more rigorous human baseliner selection or
explore how sensitive the results are to methodological choices around human baselining.

More natural, varied tasks There are reasons to believe that our task distribution is systematically
different from the distribution of economically valuable work (and perhaps systematically different
than the distribution of risk-model relevant tasks). We explored some of these reasons in Sections 4,
but there remain many differences that we did not explore. For example, the modality of interaction
in these tasks is also relatively narrow—for example, no tasks require the use of a mouse. No tasks
require cooperating or competing with humans or other agents,19 while real software engineering
or ML research involves communicating and coordinating with managers and other engineers or
researchers. Many real-world tasks require very high reliability, and these are underrepresented in
our dataset due to the difficulty of measuring models on these tasks. Most importantly, the tasks we
study are heavily skewed toward software engineering and ML research. Future work could explore
how the capabilities of AI agents are progressing in other domains.

More use of inference compute Our scaffolds made relatively limited use of inference-time com-
pute. When assuming that the human expert is compensated at $143.61/hour (average L4 Engineer
salary at Google divided by 2,000 hours), more than 80% of successful runs cost less than 10% of
what it would cost for a human to perform the same task. (Figure 14). This implies that if inference-
time computation could be used to improve performance, there is substantial room to do so while
still remaining economically competitive with human experts. Previous research has found that tech-
niques such as best-of-k can substantially improve performance on a subset of these tasks,[2] and
better use of inference-time compute may lead to substantially different scores.

Data analysis The 2024–2025 trend appears faster than the 2019–2025 trend, but due to the small
number of models it is unclear if this is noise. Future work should include hypothesis testing to
detect a possible 2024 slope change, and more sophisticated statistical methods to create credible in-
tervals for an overall forecast. We also lose some information in the multiple stages of estimation—
conversion of baseline data to task difficulty ratings, time horizon computation, and linear regression
to find the trend—and end-to-end methods could be more data-efficient.

F External validity details

F.1 Retrodiction from 2023–2025 data

As part of exploratory work for this paper, we measured the time horizon of 9 frontier and near-
frontier models released in 2023 and 2024, using only our HCAST and RE-Bench suites. This trend
(with Claude 3.7 Sonnet and o3 added) is shown in Figure 10: time horizon doubles about every
six months. Since we only had two 2023 models (GPT-4 0314 and GPT-4 1106) and a small data
range (release date spanning 2 years and time horizon spanning 5 doublings), error bars were very
wide. In addition, restricting our data further to 2024-only models produced a different trend with
time horizon doubling about every three months, so any extrapolation into the future would not be
robust.

19See Xu et al. [12] for an example of a recent benchmark that requires multi-agent interaction in a relatively
realistic setting.
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To address these issues, we collected more data to extend the trendline into the past, developing
the Software Atomic Actions (SWAA) suite to decrease the minimum human time of the task suite
from 1 minute to under 2 seconds, and enabling us to measure GPT-2, davinci-002 (GPT-3) and
GPT-3.5-turbo-instruct on the combined suite.

The 2023–2025 trend may be faster than the longer-term trend (Figure 11). The measured doubling
time over the whole 6 year period 2019–2025 inclusive was 207 days, which is less steep than
the 172-day trend based on data from non-SWAA tasks and 2023–2025 models. However, this
difference is still within margin of error.

F.2 Messiness factors

Real-world intellectual labor often involves messy details that benchmarks usually don’t include,
such as being under-specified or poorly scoped, having unclear feedback loops or success criteria,
or requiring coordination between multiple streams of work in real-time. We generally observed
that agents struggle more on tasks that have these “messy” details (Section 3.3). A natural question
is therefore whether agents showed similar rates of improvement on “less messy” and “more messy”
tasks.

We rated HCAST and RE-Bench tasks on 16 properties that we expected to be 1) representative
of how real world tasks might be systematically harder than tasks we study and 2) relevant to AI
agent performance. Some example factors include whether the task involved a novel situation, was
constrained by a finite resource, involved real-time coordination, or was sourced from a real-world
context. We labeled RE-bench and HCAST tasks on the presence or absence of these 16 messiness
factors, then summed these to obtain a “messiness score” ranging from 0 to 16. Factor definitions
can be found in Appendix H.6.

The mean messiness score amongst HCAST and RE-Bench tasks is 3.2/16. None of these tasks have
a messiness score above 8/16. For comparison, a task like ’write a good research paper’ would score
between 9/16 and 15/16, depending on the specifics of the task.

On HCAST tasks, AI agents do perform worse on messier tasks than would be predicted from the
task’s length alone (b=-0.081, R2 = 0.251), see Figure 13. An increase in task messiness by 1 point
reduces mean success rates by roughly 8.1%20.

However, trends in AI agent performance over time are similar for lower and higher messiness
subsets of the task suite. For example, on sub hour tasks, success rates increased by 40 percentage
points between Jan. 2023 and May 2025 in both high and low messiness splits (Figure 12). In
particular, we find no evidence of either much slower performance trends, or a plateau, specific to
our higher messiness subset.

G Miscellaneous tables and figures

The following are several figures not included in the main body, from external validity and other
sections.

H More ablations and robustness checks

There are many ways to measure “time to complete” a “well-defined task”, so our analysis involved
many somewhat arbitrary choices. To ensure our results are robust, we’ve reproduced our results
with alterations to our methodology and find the results are largely robust to these changes.

Because we used these analyses to inform our methodology choices, these ablations were performed
relative to a slightly different version of the pipeline than the one in the final report. In particular,
they include a slightly different set of baselines and different filtering for task success.

1. Alternative curve-fits (H.1)
2. Re-normalizing the task suite to other distributions than log-uniform

20A linear approximation of this relationship is used for the purpose of roughly quantifying the size of this
effect in an intuitive way.
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Figure 10: Time horizons on HCAST + RE-bench, for models starting with GPT-4 0314.

Figure 11: The full time series for the time horizon of models, by release date. We plot in blue the
regression from only 2023+ data on HCAST + RE-Bench tasks, extended into the past, and in gray
the regression with all tasks (including SWAA) on the whole 6 year period. Points on the graph are
models’ time horizons on all data including SWAA.
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Table 7: Average Success Rate by Model and Task Source

Task Source HCAST RE-Bench SWAA

Claude 3 Opus 0.25 0.00 0.98
Claude 3.5 Sonnet (New) 0.46 0.11 0.99
Claude 3.5 Sonnet (Old) 0.38 0.05 1.00
Claude 3.7 Sonnet 0.58 0.04 1.00
GPT-2 - - 0.40
GPT-4 0314 0.23 0.00 0.98
GPT-4 1106 0.30 0.02 0.97
GPT-4 Turbo 0.23 0.00 1.00
GPT-4o 0.30 0.00 0.98
davinci-002 (GPT-3) 0.00 0.00 0.65
gpt-3.5-turbo-instruct 0.01 0.00 0.95
o1 0.54 0.07 1.00
o1-preview 0.44 0.02 1.00
o3 0.65 0.40 -
o4-mini 0.61 0.27 -

Figure 12: Performance trends over time for HCAST and RE-Bench tasks by length and messiness
(Section F.2). The data spans only 2023–2025 as pre-2023 models score 0 on non-SWAA tasks.
Whilst our messier tasks have lower average success rates, trends in model performance improve-
ments are not obviously slower on the high messiness split.
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Figure 13: We plot the excess success rate (the observed empirical task success rate, minus success
rate we would predict using the task’s length, see Section 3.1) against messiness score for each
task. As discussed in Section F.2, there is a negative relationship between excess success rates and
messiness.

Figure 14: Cost of a successful run using an LLM agent as a fraction of the cost of the salary of a
human expert performing the same task.
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Figure 15: Linear, hyperbolic, and exponential fits for model time horizon since 2019.

3. Alternative means of estimating task difficulty
4. Sensitivity to baseliner ability:

• Baseliners whose abilities we are subjectively very confident in
• Restricting the task suite to tasks with at least 2 baselines and using the best baseline

time on each task as our difficulty estimate
• Restricting the task suite to tasks with at least 2 baselines and using the worst baseline

time on each task as our difficulty estimate
• Adding noise to baseline times (included in Figure 6)

5. Task choice: Removing RE-Bench tasks
6. Different weightings of task families: 1√

family size
vs uniform (included in Figure 6); also

1
family size

7. Estimated training date vs estimates of release date
8. Continuous scoring: Figure 16

H.1 Alternative curve fits

In our main result, we fit an exponential curve (linear with a log y axis) because the fit is very
good (R2 ≥ 0.96, depending on the exact data and methodology). Linear and hyperbolic curves
have poor fits (Figure 15). Because there are only 12 frontier models in the time span we studied,
and the exponential fit has such high R2 with only two parameters, we think applying fits with
more parameters would be more likely to overfit than to give accurate predictions. In particular, we
considered:

• A double exponential function log(horizon) ∼ a+ b exp(c · (release date+ d)) is strictly
more expressive than an exponential (because exp(x) ≈ x for small x, they are equivalent
when c is small)

• Likewise, the initial part of any saturating logistic function horizon ∼ a ·σ(release date+
d) looks very similar to an exponential, and without any evidence that AI horizon is leveling
off (on our metric), it is essentially impossible to predict when or if it will plateau, or for
how long.

• Sophisticated stochastic models that asymptote to infinity often have large uncertainties;
see Roodman [52], which applied a superexponential diffusion model to economic data.
As we discuss in Section 5, large uncertainty may be appropriate when constructing a
prediction interval for a long-term forecast, but quantitatively modeling the potential impact
of the factors we mentioned is out of scope of this paper, so we prefer to discuss these
qualitatively.
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Figure 16: Time horizon with continuous (non-binarized) scoring. Claude 3.7 Sonnet has a 50%
time horizon of nearly 2 hours. We think this methodology captures more signal from 8-hour RE-
Bench tasks, but overstates the time horizon of recent models, since it is easier to achieve an average
score of 0.5 on most tasks than to match human performance 50% of the time. The slope is also
likely an overestimate, because longer tasks tend to be continuously scored.

Figure 17: Trend in 80% success rate time horizon. The doubling time is similar to the 50% plot,
but horizons are substantially lower. 50% horizon trend shown in grey.

H.2 Horizons at 80% success rate

In Figure 17, we show the trend for the 80% time horizon for models over time. The doubling time
is similar to the 50% plot, but horizons are substantially lower.

H.3 Success rate versus inference cost

In Figure 18, we plot the success rate of models across our tasks as a function of token costs. All of
the models studied perform better with larger token budgets, but the majority of models show clear
evidence of plateaus far below the maximum number of tokens allocated to each model.
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Figure 18: Success rate by cost. Models were given sufficiently high token limits to reach a plateau
in success rate. Cost information is not included for o3 and o4-mini.

Figure 19: 2024–2025 and 2019–2025 exponential fits for 50% time horizon.

H.4 2024–2025 Horizon growth trend

If the 2024–2025 horizon growth trend continues to exceed the 2019–2023 slope, future work should
apply change point analysis to determine whether the difference in slope is statistically significant.

H.5 SWE-bench Verified

Data Collection We collected per-model, per-task results from the official SWE-bench evaluation
results repository for frontier models: Claude 3 Opus, Claude 3.5 Sonnet (Old), Claude 3.5 Sonnet
(New), GPT-4 1106, GPT-4o, and o1. Note that this is only 6 of the 11 models we include in the
main result.

Time estimates SWE-bench Verified contains time estimates created by contractors that split tasks
into four buckets: < 15 min fix, 15 minutes–1 hour, 1 hour–4 hours, or > 4 hours. These estimates
were based on the expected time it would take an “engineer who has had a few hours to familiarize
themselves with the codebase” to solve the issue.

We verified annotator time buckets by running seven baselines across 6 SWE-bench Verified tasks.
We baselined four tasks in the “< 15 min fix” bucket, and found that they took our baseliners 8, 26,
67, and 84 minutes respectively. We baselined two tasks in the “1 hour–4 hours” bucket, and both
baseliners took between 2–3 hours.
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Task Time Bucket Task Time Estimate Average Baseline Time
< 15 min fix 3.9 min 32.9 min
15 min–1 hour 30.0 min –
1–4 hours 120.0 min 131.6 min
> 4 hours 480.0 min –

Table 8: We convert the SWE-bench Verified time annotations into task estimates, by taking the
geometric mean of the time annotation. We caution that this likely underestimates the time each
issue takes to resolve by a human baseliner without context—notably, we observe that the geometric
mean of baseliner time for four randomly sampled tasks in the “< 15 minute fix” bucket is 32.9
minutes.

Model
Model Time

Horizon
(Our Tasks)

Model Time
Horizon

(SWE-bench Verified)

Model
Time Horizon Ratio

Claude 3 Opus 6.42 min 0.83 min 7.8x
GPT-4 1106 8.56 min 1.18 min 7.2x
GPT-4o 9.17 min 5.96 min 1.5x
Claude 3.5 Sonnet (Old) 18.22 min 5.91 min 3.1x
Claude 3.5 Sonnet (New) 28.98 min 16.88 min 1.7x
o1 39.21 min 51.21 min 0.8x

Table 9: The time horizon of less capable models is substantially longer on our tasks than on SWE-
bench Verified.

Analysis methodology We converted annotator time range estimates into per-task time estimates.
We do this by taking the geometric mean of the starting and ending times of the time buckets. We
select 16 hours as the upper limit for SWE-bench Verified tasks, but there are only 3 tasks in this
time bucket, and they do not meaningfully affect the results. We then applied the same methods as
used in Section 3 to convert per-model, per-task results and task time estimates into a model time
horizon. To reduce the influence of similar tasks, we consider tasks that involve issues belonging to
the same repository as part of the same task family, and down-weight the contribution of tasks by
the square-root of the number of tasks in the same family.

Annotator vs contract baseliner times As shown in Table 8, we found that annotator time esti-
mates are likely more inaccurate on the “<15 min fix” time bucket, as in practice baseliners often
take much longer than this to complete tasks. This results in easier tasks’ difficulty being under-
estimated, meaning that the SWE-bench Verified time horizon estimates likely underestimate true
model performance for less capable models, which in turn leads to a steeper exponential trend.

H.6 Messiness factors

Messiness factor labels were collected from 2 internal contractors and one researcher.

The full list of messiness factors and definitions used are shown in Tables 10 and 11.

In Figure 20, we plot the messiness scores of HCAST tasks against log human time-to-complete.
We find that messiness is correlated with task length, and that we have very few short tasks with a
high messiness score. We also color each point by the performance of the model. Tasks with high
messiness and which take humans a long time to complete tend to have low success rates, and vice
versa for shorter, lower messiness tasks.

A limitation of our messiness factors is that they are at least somewhat adversarially selected against
current models. This is due to the combination of selecting for perceiving the factor to be relevant
to model performance, and all of these factors being expected to make tasks more difficult. As a
result, we might expect model performance to be more negatively correlated with our task messiness
measure than it ought to be—and for predictive adjustments based on messiness to work less well
for models released long before, or after, the time of this analysis.
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Table 10: Messiness Factor Definitions 1-8

Factor Definition
Real life source Is this task: EITHER 1. Intended to be representative of some real world end-to-end task (if

uncertain, is more likely than not) OR 2. Sourced from a real-life problem
AND
3. Has NOT been intentionally simplified to an easier and smaller subtask.

Resource
limited

Does this task:
Require the use of a limited and one-time consumable resource where BOTH
1. Using the resource wisely is more relevant to task failure / success than using the default
resource limits wisely (time, tokens, cost)
2. The resource is not easily replenishable within the task (e.g. limited number of queries to a
verifier, or a permanent counter on guesses made that counts against the agent’s score)

Not easily reset-
table

Is it difficult for the agent to reset the (task success relevant) state back to the initial starting
state if desired, given no very obvious poor actions were taken? (e.g. rm -rf ing the env is too
obviously poor) To be easily resettable, this should be able to be done without prior planning,
but can involve back tracking based on the history of actions up to that point.

Irreversible
mistake
availability

Do you think it would be somewhat likely (>20%) that a 20th percentile human (from the
distribution of people with background in the domain of the task but not prior context on this
specific task) would make a mistake during the first 50% of their time spent on the task that
would permanently and irreversibly reduce the score they could achieve?

Dynamic
environment

Does the task involve interacting with a changing environment in ways significant to task
success, even if the agent takes no actions? This is true if this is the case for a significant part
of the task, even if it isn’t true over the whole duration of the task.

Difficult
counterfactuals

Are there significant success-relevant parts of the task where it is difficult for the agent to
figure out whether a given effect should be attributed to its own actions (or lack of actions), or
to something else?
An example might be a task where the agent was optimizing a distributed computing system’s
performance. In this task the system occasionally experiences cascading slowdown and failures
but this isn’t mentioned in the task prompt. If the agent is making some seemingly unrelated
optimization it might be difficult to determine if the cause of these failures is downstream of
the agent’s direct changes, differences in load over time, random variation e.t.c
Another example might be a case where adding debugging behavior like logging would change
the behavior of the system being logged, which would make it harder to observe the system
and tease apart the causal effects of different interventions.

Not purely auto-
matic scoring

Does this task NOT have an entirely automatic scoring function?
Specifically, for tasks implemented in the task standard:
1. There are no branches in which the scoring function returns None AND 2. The task provides
manual scoring instructions in those cases AND 3. There are no clauses about obeying rules
that are not actually checked in the automatic scoring. (e.g A family which had the instruction
”you may not attempt to reverse engineer X’” but this is not checked in the automatic scoring
function)

Implicit
generalizability
required

Is it saliently possible to satisfy the stated success conditions in the prompt in such a way that
the spirit of task is not actually fulfilled, or the product would not be useful for the implied
purpose?
For example, a task asking the agent to train a good small model may have various explicitly
stated conditions for scoring well, like loss achieved, or accuracy. But meeting the word of
these requirements may not actually be enough for a solution to be useful for the implied
purpose (in this case, something like ’make a good model). For example, a model that takes
a minute to produce a single token doesn’t seem very useful. This could be thought of as an
implicit requirement that the solution generalizes to the implied use case.
The spirit of this column is basically ’does the agent have to make sensible judgement calls on
soft constraints that are not necessarily explicitly stated by the task prompt in order to produce
an output that would be useful for the implied purpose of the task’?
For toy tasks where there is not a strong reason to think that there is an implied purpose, this
is false.
AND
Are these implicit generalizability requirements checked during scoring, either by the scoring
function or by manual judgement / review?
(For example, some tasks have an additional manual review stage to check for exploit solutions,
this counts. Other tasks use manual scorer judgement to check that the output is useful.)
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Table 11: Messiness Factor Definitions 9-16

Factor Definition
Non explicit
scoring
description

Both must be true:
Firstly: a. The constraints on which the agent is scored are NOT all explicitly stated OR b.
the scoring is described in a way such that there remains significant hidden information in the
scoring)
AND secondly:
This lack of information about scoring produces task-relevant uncertainty about the best course
of action within the task. (For example, managing tradeoffs between two different factors being
optimize, but whose exact weightings in scoring are uncertain)
For example, a task that just says to return the number of days there were in March 2022 would
not count as having non explicit scoring. This is because there is no task-relevant uncertainty
introduced by this lack of information.

Is suboptimal
behavior
exploited

Does this task involve competing against other agents or programs that will actively exploit
weakness or suboptimal behavior of the agent (or outputs of the agent)? Tasks which have
some adversary type program or behavior are typical examples.

No provided
verification
mechanisms

The task does not provide a way for the agent to check its answer or score midrun. Requires
the agent to do some non-trivial amount of work to check its answer.

Real-time
coordination

Does this task require real-time coordination with other agents, or services, or require compe-
tently orchestrating multiple real-time processes in parallel? For this, monitoring an ongoing
training run would NOT count unless it was expected / required by the task that the agent per-
form multiple training runs (or similar) in parallel.

Self
modification
required

Does this task require the agent to modify a portion of itself, or the code that is being used to
interact with the environment, or to create a new tool for itself, or to create data that could be
used to do this?

Self
improvement
required

Does this task require the agent to improve itself in some that permanently increase its per-
formance on a wide distribution of tasks? For example, for AI agents, this could be creating
finetuning data that works to improve the agents own general agency performance would sat-
isfy this. However, creating finetuning data that improves performance on some narrow task
would not satisfy this (and would instead satisfy self modification).

Information
seeking required

The task requires gathering information that the agent would not be expected to know ahead
of time. For example, probing the behavior of a novel system.

Novel situation The task has some kind of unusual constraint, or unusual property, without which the task
would be significantly easier or more rote, and which is a significant source of the tasks diffi-
culty.

H.7 Randomizing file names

To better understand the effect of messiness on agent and human performance, we modified an
existing HCAST task, which involved looking through local LaTeX and PDF files to find a specific
piece of information, by randomizing file names, folder names, and providing less information on
what to search for.

H.7.1 Methods

The specific HCAST task modified is called Local Research TeX. The unmodified version of this
task initializes the agent environment to have a collection of nested folders and content, and then
prompts the user to find some specific information, for example, with the prompt “According to the
AR report, how many tasks did the best-performing agent complete?” Agents (or humans) must then
search the local folders and content to find the specific answer to this question (in this case, “four”).
We modified this task in a variety of ways, but the most notable variant involved:

1. Modifying the prompt from “According to the AR report” to “Find the answer to the fol-
lowing question in one of the resources in /home/agent/resources/”:

2. Modifying the all folder names to random integers, and all file names to meaningless names
like “final” or “my file.”

We then ran agents for about a hundred runs across the original variant of this task and the modified
version of this task, and compared the respective success rates. We also calculated the human time
to complete using our standard baseline methodology.
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Figure 20: Messier tasks tend to be longer.

H.7.2 Results

Surprisingly, o1’s performance is on average better on the messier variant of the report, and human
baseliners performed much worse. Qualitatively, o1 appears to do much better on the scrambled-

Task Variant Success Rate Baseliner Time
local research tex/ar report 34% 24 minutes
local research tex/ar report scrambled files 50% 53 minutes

filename variant of this task because it is not given the term “AR report” in its prompt. In practice, o1
often decides to grep for the term “AR report” and fails to find it (as the actual report is named “ARA
report”), and then makes a guess. On the other hand, when told to look in one of the resources, o1
performs a more general search, and finds the report it’s looking for (more often). While this is only
one limited example, we believe this further illustrates the challenges of quantifying and predicting
how aspects of any task may effect agent performance - indeed, factors that make humans worse at
some tasks may indeed improve agent performance.

H.8 Correlation in performance between agents

In Figure 22, we report the correlation matrix of per-task success rates between each pair of models.

Excess success rates Excess success rates (Sobserved−Spredicted

Spredicted
) are a metric for how much better

(or worse) an AI agent performed compared to what we would expect, given a task’s length and that
model’s ability (expected success can be seen in Figure 4).

In Figure 23, we report the correlation matrix for the excess success rate
(Sobserved − Spredicted)/Spredicted (where Spredicted is the success rate predicted from the
model’s time horizon). While the correlations for excess success rate are lower than the correlation
of raw task success rate (0.38 instead of 0.71), the fact that it is positive suggests additional factors
that explain model success rates across tasks which are common across models.
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Figure 21: Model success rates on HCAST + RE-Bench tasks, split by task messiness rating. Models
have higher success rates on the less messy tasks, but the rate of improvement over time is similar
for both subsets. Both davinci-002 and gpt-3.5-turbo instruct score 0 on the subset of HCAST +
RE-Bench with higher messiness.

I Time Horizons of Benchmarks in Other Domains

In Figure 27 we show derived time horizons on nine other benchmarks across a wide range of
domains, including software, GUI usage, driving, and video understanding. When subset-level per-
formance data were available we used maximum likelihood estimation to fit the 50% time horizon
and the logistic slope parameter. When only overall benchmark scores are available, we assume the
slope parameter value is 0.6 (the same value as METR-HRS).

Time horizons on these benchmarks show similar exponential trends to the trends on the three
datasets studied in this work (METR-HRS), but absolute performance varies greatly. Software
and reasoning domains like scientific QA (GPQA [53]), math contests (MATH [54], Mock AIME),
semi-realistic software (METR-HRS), and competitive programming (LiveCodeBench [55]) all have
50-200+ minute horizons which are currently doubling every 2-6 months, similar to METR-HRS.
Visual computer use (OSWorld [56], WebArena [57]) time horizons are 40-100x shorter than the
software and reasoning cluster but increase at similar rates. Self-driving (Tesla FSD) is improving
more slowly at around 0.6 doublings / year. In video understanding (VideoMME [58]), models are
capable of answering questions on 1 hour videos with >50% success rates. However, since video
understanding benchmarks show a weak correlation between length and difficulty-for-models (see
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Figure 22: Correlation matrix of observed success rates across all models and tasks.

Figure 23: Correlation matrix of excess success rates (defined by Sobserved−Spredicted

Spredicted
) across all

models and tasks.

43



Figure 24: Change in time horizon of frontier models over time. Note: the data displayed is the
same as in Figure 1, but with a linear axis.

Figure 25: Time horizon of all models we measured, including non-frontier models.
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Figure 26: Length in human expert clock-time of tasks that frontier models can perform competently
over time. See Section 3 for details on time horizon length calculation. The line represents the
linear regression fit, with a confidence region calculated via hierarchical bootstrapping. In this
plot, davinci-002 and gpt-3.5-turbo-instruct are placed at the release dates of GPT-3 and GPT-3.5
respectively, and GPT-2’s score is imputed as zero for longer tasks for which our scaffolds are
incompatible. Note: this is the same as Figure 1 but presented differently.

Figure 27: 50% time horizon trends across benchmarks over many domains. Most other domains
show similar exponential trends to the results from this work (METR-HRS).
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Figure 28: Correlations between task time-to-complete and model success rates. Video MME shows
only a weak correlation between length and difficulty, which may make time horizon an inappropri-
ate metric for tracking Video MME performance.

Figure 28, time horizon may not be an appropriate metric for these benchmarks. No domain we
examined displayed trends were clearly sub-exponential.

For more details, see our blog post:
https://metr.org/blog/2025-07-14-how-does-time-horizon-vary-across-domains/

J Code

The code to reproduce the results in the main body of the paper can be found at:
https://github.com/METR/eval-analysis-public

K Author contributions

Thomas Kwa led the development of SWAA tasks, wrote most of the data analysis code, and wrote
the plurality of the final draft including generating about half of the figures. Ben West performed
the initial analysis, and co-led the project. Joel Becker led human baselining processes and data
collection for RE-Bench and HCAST tasks, and contributed to early data analysis code. Amy Deng
created most of the SWAA tasks, collected human baselines and AI agent results on the SWAA tasks.
She also investigated agent and task failures and assisted with obtaining agent results on HCAST
tasks. Katharyn Garcia wrote evaluation and data analysis code. Max Hasin led the qualitative
impressions work and wrote key sections, gathered internal PRs, and contributed to data analysis
code and baselining collection. Sami Jawhar contributed to the task-running and data analysis
infrastructure. Megan Kinniment performed the messiness experiments, excess success rate and
initial reliability analyses, oversaw the creation of many HCAST tasks, and contributed to figures
and writing. Nate Rush led the SWE-Bench and Internal PR experiments and drafted those sections
of the paper. Sydney Von Arx oversaw internal validity analysis.

Brian Goodrich contributed to the development of the modular-public agent, and created the flock
and duet agents. Nikola Jurkovic baselined SWAA and RE-Bench tasks and tested RE-Bench tasks.
Seraphina Nix contributed to writing and revising the paper and figures. David Rein managed the
development and collection of HCAST tasks and oversaw the human baselining process for those
tasks. Lucas Jun Koba Sato led the development of the AI agents and collection of agent results
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on HCAST tasks. Chris Painter suggested substantial framing and presentation changes. Neev
Parikh contributed to running external validity experiments.

Elizabeth Barnes helped develop the basic concept, suggested experiments/analyses, gave feed-
back, and assisted with writing/early task development/analysis code. Lawrence Chan co-led this
project, including setting the overall direction, helping decide what experiments to run, and con-
tributing much of the writing for our paper.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We summarize all important claims, assumptions, results, and limitations,
except some minor results in the appendix.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See the conclusion for a short summary of our limitations, appendices E.4,
B.2, and E.3 for more details, and 4 for results that partially address these limitations.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate ”Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: This paper is mainly empirical and does not prove theorems.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theo-

rems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The models and scaffolds used are described, models are all publicly available
(except those which have been deprecated), and raw data and analysis code are provided in
the supplementary material.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: Although we provide basic analysis code sufficient to reproduce the main re-
sults from raw data, there are several challenges to sharing all code used; it is split across
several repositories, difficult to anonymize, and some benchmarks (both internal and exter-
nal) are private to prevent data contamination. We believe the analysis notebook provides
better usability for reviewers and sufficient reproducibility.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: For details of our methodology, see 2 and various other sections.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [Yes]

Justification: See 3; our error bars are generated using hierarchical bootstrap, which ac-
counts for covariance between similar tasks and thus gives wider, more conservative error
bars. For figure 6 we clearly describe the boxplot, which is 80% rather than 95%.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer ”Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See section C.3.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: All workers were fairly and legally paid and consented to this experiment.
Data collected from humans is limited to success/failure and time taken on tasks, and is
anonymized to the extent practical.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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Justification: We discuss the impacts of capabilities forecasting in several places in the
introduction, conclusion, and appendix, including economic value created by future pow-
erful AI, possible catastrophic risks, and the application to determining appropriate risk
mitigation measures. This paper does not develop specific technologies vulnerable to di-
rect negative social impacts.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The only datasets we use are either original or previously published.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite all benchmarks and data used; the only models or other assets we use
are the OpenAI and Anthropic models we evaluate through their APIs.

Guidelines:
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• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the pack-

age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?
Answer: [NA]
Justification: We do not release assets
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?
Answer: [No]
Justification: The full text of instructions would be impractical to share, as it includes
around 170 separate task instructions for private internal and external tasks, many of which
reveal the details of their tasks. As for compensation, SWAA baselines were collected on
internal employees rather than contractors or crowdworkers.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]
Justification: As above, all original human data was collected on internal employees who
consented.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLMs were used for exploratory work and editing but not core methods.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

54

https://neurips.cc/Conferences/2025/LLM

	Introduction
	Related Work

	Measuring AI agent performance on realistic tasks
	Task suite / dataset
	Baselining
	Results

	Time horizon
	Computing time horizon
	Time horizon vs. release date
	Time horizons at 50% success rate vs 80% success rate

	Qualitative analysis

	External validity and robustness
	SWE-bench Verified

	Extrapolation
	Discussion
	Expanded Related work
	Agent and capability benchmarks
	Forecasting AI progress
	Psychometric methods and Item Response Theory

	Task suite details
	Task subsuites
	HCAST suite
	RE-Bench suite
	Software atomic actions (SWAA) suite

	Limitations of the task suite

	Methodological details
	Human baselines
	HCAST tasks
	RE-Bench baselines
	SWAA baselines
	Baseline success rate
	Baseline time analysis

	Internal PR tasks
	How models were run
	Scaffold and platform details
	Compute usage

	Comparison to Item Response Theory

	Qualitative analysis
	Failure categories
	Specific skills of newer models
	What do newer models do better?
	What do they still do poorly?


	Further discussion
	Constant factors versus slope changes
	Important factors that could change time horizon slope
	Interpreting time horizon
	Limitations and future work

	External validity details
	Retrodiction from 2023–2025 data
	Messiness factors

	Miscellaneous tables and figures
	More ablations and robustness checks
	Alternative curve fits
	Horizons at 80% success rate
	Success rate versus inference cost
	2024–2025 Horizon growth trend
	SWE-bench Verified
	Messiness factors
	Randomizing file names
	Methods
	Results

	Correlation in performance between agents

	Time Horizons of Benchmarks in Other Domains
	Code
	Author contributions

