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Abstract
We investigate how large language models001
(LLMs) perform latent multi-hop reasoning in002
prompts like “Wolfgang Amadeus Mozart’s003
mother’s spouse is”. To analyze this pro-004
cess, we introduce logit flow, an interpretability005
method that traces how logits propagate across006
layers and positions toward the final predic-007
tion. Using logit flow, we identify four distinct008
stages in single-hop knowledge prediction: (A)009
entity subject enrichment, (B) entity attribute010
extraction, (C) relation subject enrichment, and011
(D) relation attribute extraction. Extending this012
analysis to multi-hop reasoning, we find that013
failures often stem from the relation attribute014
extraction stage, where conflicting logits re-015
duce prediction accuracy. To address this, we016
propose back attention, a novel mechanism that017
enables lower layers to leverage higher-layer018
hidden states from different positions during019
attention computation. With back attention, a020
1-layer transformer achieves the performance021
of a 2-layer transformer. Applied to five LLMs,022
back attention improves accuracy on five rea-023
soning datasets, demonstrating its effectiveness024
in enhancing latent multi-hop reasoning ability.025

1 Introduction026

Enhancing the multi-hop reasoning capabilities of027

large language models (LLMs) has become a cen-028

tral research focus in recent studies (OpenAI, 2024;029

Qi et al., 2024; Snell et al., 2024; Luo et al., 2024).030

A widely used approach, chain-of-thought (COT)031

reasoning (Wei et al., 2022), improves accuracy032

by explicitly articulating intermediate reasoning033

steps. Many studies have expanded on this idea034

by generating explicit reasoning chains to further035

enhance performance (Zhou et al., 2022; Creswell036

et al., 2022; Shum et al., 2023; Yao et al., 2024).037

However, these methods often require substantial038

computational resources due to multiple inference039

steps or extensive sampling, leading to high costs040

and deployment challenges, particularly in large-041

scale or resource-constrained scenarios.042

Therefore, enhancing the ability of latent multi- 043

hop reasoning is crucial for reducing the cost. For 044

example, predicting “Wolfgang Amadeus Mozart’s 045

mother’s spouse is” -> “Leopold” demonstrates a 046

model’s ability to internally retrieve and integrate 047

relevant knowledge. Recent studies have investi- 048

gated the mechanisms underlying latent multi-hop 049

reasoning. Given two hops <e1, r1, e2> and <e2, r2, 050

e3>, where “e” represents an “entity” and “r” a “re- 051

lation”, Yang et al. (2024) observe that LLMs can 052

sometimes successfully predict queries like “The 053

r2 of the r1 of e1 is” -> “e3” by latently identify- 054

ing the bridge entity “e2”. However, Biran et al. 055

(2024) find that the accuracy of latent multi-hop 056

reasoning remains low, even when both individual 057

hops are correct. They hypothesize that the low 058

accuracy arises because factual knowledge is pri- 059

marily stored in the early layers. If the first hop is 060

resolved too late, the later layers may fail to encode 061

the knowledge for subsequent reasoning steps. 062

Although latent multi-hop reasoning has been 063

explored, its underlying mechanism remains un- 064

clear. First, previous studies primarily focus on 065

the format “The r2 of the r1 of e1 is”. In this for- 066

mat, the e1 position and the last position inherently 067

obtain the information of r1 and r2, making it un- 068

surprising that information flows between them. A 069

more complex format, “e1’s r1’s r2 is”, introduces 070

additional challenges. Due to the autoregressive 071

nature of decoder-only LLMs, earlier positions can- 072

not access later tokens, hindering relational knowl- 073

edge propagation and leading to lower accuracy 074

than “The r2 of the r1 of e1 is” prompts. Sec- 075

ond, several studies have shown that the higher 076

attention and feed-forward network (FFN) layers 077

also store knowledge (Geva et al., 2023; Yu and 078

Ananiadou, 2024b), challenging the prevailing hy- 079

pothesis about multi-hop reasoning mechanisms. 080

Last, how to leverage interpretability insights to 081

enhance reasoning remains uncertain. Previous 082

studies (Sakarvadia et al., 2023; Li et al., 2024a) 083
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Figure 1: Four stages in single-hop knowledge predic-
tion. At entity position: (A) entity subject enrichment by
FFN neurons; (B) entity attribute extraction by attention
neurons. At relation and last positions: (C) relation sub-
ject enrichments by FFN neurons; (D) relation attribute
extraction by attention neurons and FFN neurons.

rely on model editing methods, which may cause084

potential risks (Gu et al., 2024; Gupta et al., 2024).085

In this study, we focus on addressing these086

challenges. First, we propose an innovative in-087

terpretability analysis method named “logit flow”,088

which analyzes how logits propagate across differ-089

ent layers and positions toward the final prediction090

on neuron-level. We use logit flow and activation091

patching (Wang et al., 2022a) to analyze the mech-092

anism of single-hop knowledge prediction. We ex-093

amine prompts such as “e1’s r1 is” -> “e2”, where094

e1 represents an entity (e.g. Mozart), r1 represents095

a relation (e.g. mother), and e2 is the correct an-096

swer (e.g. Maria), which is also an entity. We find097

four main stages, as shown in Figure 1: (A) entity098

subject enrichment by FFN neurons at e1 position,099

(B) entity attribute extraction by attention neurons100

at e1 position, (C) relation subject enrichment by101

FFN neurons at r1 and last positions, and (D) rela-102

tion attribute extraction by attention neurons and103

FFN neurons at r1 and last positions. The first two104

stages align with Geva et al. (2023), where entity-105

related features are enriched and extracted (“e1” ->106

“e1 features”). Our analysis further reveals that the107

last two stages integrate these enriched entity fea-108

tures with the relation, facilitating the prediction of109

the final token (“e1 features & r1” -> “e2”).110

Next, we use logit flow and activation patching111

to analyze correct cases and false cases in two-hop112

reasoning queries like “e1’s r1’s r2 is”, where the113

correct answer is “e3” and the false answer is “e2”. 114

In false cases, the relation attribute extraction stage 115

strongly captures r1 position’s high layer informa- 116

tion. Since this attribution occurs at a later stage 117

than when the model encodes “e2” -> “e2 features” 118

and “e2 features & r2” -> “e3”, it reinforces e2 119

more than e3, ultimately reducing two-hop reason- 120

ing accuracy. Based on the interpretability findings, 121

we propose an innovative method named “back at- 122

tention” to enhance the multi-hop ability, which 123

allows lower layers to capture higher hidden states. 124

When trained from scratch on arithmetic tasks, a 1- 125

layer transformer with back attention achieves the 126

accuracy of a 2-layer transformer. When applied to 127

five LLMs, back attention boosts accuracy across 128

five reasoning datasets, highlighting its effective- 129

ness in improving multi-hop reasoning ability. 130

Overall, our contributions are as follow: 131

a) We introduce logit flow, an innovative inter- 132

pretability method that traces how logits propagate 133

across layers and positions. We demonstrate its 134

effectiveness in both single-hop and multi-hop rea- 135

soning. Specifically, for single-hop knowledge pre- 136

diction, we identify four key stages: entity subject 137

enrichment, entity attribute extraction, relation sub- 138

ject enrichment, and relation attribute extraction. 139

b) We apply logit flow to analyze both correct 140

and incorrect multi-hop reasoning cases. Our find- 141

ings reveal that failures often stem from the relation 142

attribute extraction stage, where conflicting logits 143

disrupt accurate predictions. 144

c) We propose back attention, a novel technique 145

that enhances feature capture in lower layers by 146

integrating higher-level information. This method 147

is effective both for training from scratch and for 148

adapting pretrained LLMs. 149

2 Experimental Settings 150

In Section 3 and 4, we use the TwoHop reasoning 151

dataset (Biran et al., 2024). Each data instance con- 152

tains two hops like <e1, r1, e2> and <e2, r2, e3>, 153

where e1, e2, e3 are entities and r1, r2 are relations. 154

For instance, <Wolfgang Amadeus Mozart, mother, 155

Maria Anna Mozart> and <Maria Anna Mozart, 156

spouse, Leopold Mozart> represent two such hops. 157

We formulate prompts for first-hop, second-hop, 158

and two-hop queries as “e1’s r1 is”, “e2’s r2 is”, 159

and “e1’s r1’s r2 is”, respectively. Following Biran 160

et al. (2024), we remove shortcut cases (Ju et al., 161

2024) and retain the instances where both the first- 162

hop and two-hop predictions are correct. Then we 163
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exclude 〈e1, e2, e3〉 triplets appearing fewer than164

30 times, ensuring that the model has sufficient165

exposure to the retained knowledge types. To pre-166

vent excessive data duplication, we limit the num-167

ber of cases where the correct answer e3 appears168

more than five times. In Section 3, we analyze 889169

cases where the first-hop, second-hop, and two-hop170

queries are all answered correctly. In Section 4,171

we focus on 568 cases where e1, e2, and e3 are172

all human entities. This set includes both correct173

and incorrect two-hop reasoning cases, enabling a174

broader evaluation of multi-hop reasoning by com-175

paring successful and failed cases.176

3 Mechanism of Single-Hop Prediction177

In Section 3.1, we introduce the background. In178

Section 3.2, we introduce the proposed inter-179

pretability method “logit flow”. In Section 3.3,180

we utilize logit flow method and identify the four181

stages in single-hop knowledge prediction.182

3.1 Background183

Residual Stream. To better understand how logit184

flow captures information propagation in decoder-185

only LLMs, we first introduce the residual stream186

(Elhage et al., 2021). Given an input sentence187

X = [t1, t2, ..., tT ] with T tokens, the model pro-188

cesses it through residual connections, ultimately189

producing the probability distribution y over B to-190

kens in vocabulary V for the next token prediction.191

Each token ti at position i is transformed into a192

word embedding h0i ∈ Rd by the embedding ma-193

trix E ∈ RB×d. Next, the word embeddings are194

taken as the 0th layer input and transformed by195

L+ 1 transformer layers (0th− Lth). The output196

of layer l is the sum of the layer input, the attention197

layer output Al
i and the FFN layer output F l

i :198

hli = hl−1
i +Al

i + F l
i (1)199

The probability distribution y is computed by mul-200

tiplying hLT (the final layer L output at the last posi-201

tion T ) and the unembedding matrix Eu ∈ RB×d.202

y = softmax(Eu h
L
T ) (2)203

The attention layer output Al
i can be regarded as204

the sum of vectors on different heads and positions:205

Al
i =

H∑
j=1

T∑
p=1

αl
i,j,pW

o
j,l(W

v
j,lh

l−1
p ) (3)206

207
αl
i,j,p = softmax(W q

j,lh
l−1
i ·W k

j,lh
l−1
p ) (4)208

where H is the head number and α is the attention 209

score. W q, W k, W v, W o are the query, key, value 210

and output matrices in each attention head. 211

FFN and attention neurons. Based on the com- 212

putation of FFN output (Eq.5), Geva et al. (2020) 213

find that the FFN output is a weighted sum of neu- 214

rons, where each neuron’s contribution is deter- 215

mined by its learned weights and input interactions: 216

F l
i = W l

fc2σ(W
l
fc1(h

l−1
i +Al

i)) (5) 217

218

F l
i =

N∑
k=1

ml
i,kfc2

l
k (6) 219

220
ml

i,k = σ(fc1lk · (hl−1
i +Al

i)) (7) 221

Here, fc2lk is the kth column of the second MLP 222

W l
fc2 ∈ Rd×N . Its coefficient score m is com- 223

puted by the inner product between the residual 224

output and fc1lk (the kth row of the first MLP 225

W l
fc1 ∈ RN×d). Similarly, in attention mecha- 226

nisms, neuron activations are influenced by key- 227

value transformations (Yu and Ananiadou, 2024b). 228

These activations shape how information is stored 229

and propagated through layers, ultimately influenc- 230

ing the model’s predictions: 231

Al
i =

H∑
j=1

T∑
p=1

d/H∑
e=1

αl
i,j,pβ

l
j,p,ewo

l
j,e (8) 232

233
βl
j,p,e = wvlj,e · hl−1

p (9) 234

Here, wolj,e is the eth column of W o
j,l, whose coef- 235

ficient score αβ is computed by the inner product 236

between the layer input hl−1
p and wvlj,e (the eth 237

row of W v
j,l), combined with the attention score α. 238

In this study, we define: 1) A subvalue as the 239

column of the second MLP (fc2 in FFN and wo 240

in the attention head). 2) A subkey as the row of 241

the first MLP (fc1 in FFN and wv in the attention 242

head). 3) A neuron as the product of the coefficient 243

score and the subvalue (Eq. 6 and Eq. 8). 244

3.2 Logit Flow: Tracing the Logits on 245

Different Layers and Positions 246

Identifying important neurons in deep layers. 247

Many studies (Dar et al., 2022; Geva et al., 2022; 248

Wang et al., 2022a; Katz and Belinkov, 2023; Yu 249

and Ananiadou, 2024b; Nikankin et al., 2024) find 250

that the layer-level and neuron-level vectors in deep 251

layers store logits related to final predictions. When 252

we say a vector stores logits about s, we mean that 253
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multiplying this vector with the unembedding ma-254

trix results in a high log probability for s, where the255

probability of a vector is obtained by multiplying256

this vector with the unembedding matrix (replacing257

hLT with this vector in Eq.2) (Nostalgebraist, 2020).258

The final vector hLT stores large logits about the259

prediction s. The logit increase, log(p(s|hLT )) −260

log(p(s|h0T )), can be decomposed into contribu-261

tions from L×N FFN neurons and L×H × T ×262

d/H attention neurons. To identify the neurons in263

deep layers, we use the log probability increase (Yu264

and Ananiadou, 2024b) as importance score:265

Imp(vl) = log(p(s|vl + hl−1))− log(p(s|hl−1))
(10)266

If the importance score Imp(vl) of a neuron vl267

is large, it indicates that adding this neuron on268

its layer input hl−1 significantly enhances the log269

probability of the final prediction s.270

Identifying important neurons in shallow lay-271

ers. Although shallow neurons typically do not272

store logits directly related to the final prediction,273

they can contribute by amplifying the coefficient274

scores of deeper neurons. For instance, in Eq.9, β275

is computed by the inner product between the atten-276

tion subkey wv and the layer input hl−1, where the277

layer input is the sum of the neurons from previous278

layers in the residual stream at this position.279

To analyze this effect, we compute the inner280

product between the subkey of the 300 most impor-281

tant attention neurons and each preceding FFN neu-282

ron, weighting the result by the importance score283

of the attention neuron. This approach allows us to284

identify the most influential shallow FFN neurons.285

If a shallow FFN neuron has a high summed inner286

product score, it indicates that this neuron acti-287

vates multiple important attention neurons, thereby288

indirectly increasing the logits of the final predic-289

tion. Unlike previous studies (Yu and Ananiadou,290

2024b), we retain the inner product of each FFN291

neuron at every position, rather than summing the292

scores across all positions. This method enables293

us to analyze which specific positions and layers294

contribute the most to activating attention neurons.295

Logit flow: an interpretability method for ana-296

lyzing the logits in different positions and layers.297

After identifying the deep FFN and attention neu-298

rons that store the final logits, we compute and299

visualize the sum of their importance scores across300

different layers and positions. A large score in a301

specific layer or position indicates that it stores cru-302

cial information related to the final prediction. Ad- 303

ditionally, we compute and illustrate the weighted 304

sum of inner products of FFN neurons at each layer 305

and position, revealing which layers and positions 306

play a significant role in activating important at- 307

tention neurons. This approach allows us to dis- 308

tinguish the layers and positions that contribute to 309

predictions both directly and indirectly. 310

3.3 Four Stages in Single-Hop Prediction 311

We utilize logit flow to analyze 889 first-hop 312

queries (“e1’s r1 is” -> “e2”). We compute the 313

average scores across all cases using LLama2-7B 314

(Touvron et al., 2023b). If an entity or relation con- 315

sists of multiple BPE tokens, we sum the scores 316

of these tokens across their respective positions in 317

each layer. The average scores on each layer and 318

position are illustrated in Figure 2. In this and all 319

subsequent logit flow visualizations, the horizontal 320

axis represents the layers, while the vertical axis 321

represents the positions. Darker colors indicate 322

higher logits at a specific position and layer. 323

(B) Entity attribute extraction

(D)

(D)
Relation attribute 
extraction

(A) Entity subject enrichment

(C)

(C)
Relation subject 
enrichment

(D)
Relation attribute 
extraction

Logits of attention neurons

Logits of FFN neurons

Inner products of FFN neurons

Figure 2: Results of logit flow: “e1’s r1 is” -> “e2”

The attention neurons storing logits are dis- 324

tributed across the e1, r1, and last positions, with 325

the layers at e1 being lower than those at r1 and the 326

last position. Similarly, FFN neurons with large in- 327

ner products are also concentrated at e1, r1, and the 328

last positions, but they generally appear just before 329

the average layers of the attention neurons. The 330

stages at entity position align with the layer-level 331
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conclusions in Geva et al. (2023), where FFN fea-332

tures are activated by the entity’s word embeddings333

and subsequently processed by attention layers.334

Additionally, we find that subject enrichment335

and attribute extraction occur not only at entity po-336

sition but also at relation and last positions. Due337

to the autoregressive nature of decoder-only LLMs,338

the mechanisms at the entity position and r1/last po-339

sitions differ. At entity position, lower-layer FFN340

and attention neurons encode knowledge about “e1341

-> e1 features”. In contrast, at the relation and last342

positions, deeper FFN and attention neurons store343

knowledge of “e1 features & r1 -> e2”. For exam-344

ple, consider “Mozart’s mother is -> Maria” and345

“Mozart’s father is -> Leopold”. The hidden states346

at the position of “Mozart’s” are identical in both347

cases, meaning these positions cannot directly de-348

termine whether the final prediction is “Maria” or349

“Leopold”. Instead, at the entity position, lower350

layers extract Mozart’s features containing both351

“Maria” and “Leopold”. At the relation and last352

positions, deeper layers refine this information, en-353

coding “Mozart’s features & mother -> Maria” and354

“Mozart’s features & father -> Leopold”, which en-355

ables the model to generate the correct prediction.356

To verify this, we compute the average logit differ-357

ence of each layer’s hidden state between the cor-358

rect answer (e.g. Maria) and the conflicting answer359

(e.g. Leopold) at entity, relation and last positions360

across all correct human->human cases. The re-361

sults align with our analysis, detailed in Appendix362

A. The entity position cannot distinguish the cor-363

rect answer and the conflicting answer, while the364

relation and last positions’ logit difference start to365

increase after the entity attribute extraction stage.366

We also analyze the logit flow of 889 second-hop367

cases “e2’s r2 is” -> “e3”, detailed in Appendix B.368

Similar to the first-hop results, we observe the same369

four stages in the second-hop predictions, further370

validating the single-hop prediction mechanism. In371

addition, we utilize the activation patching (Wang372

et al., 2022a) method to analyze the layer-level373

information flow, as presented in Appendix C, also374

observing the importance in entity, relation and last375

positions. Compared to the layer-level approach,376

our method provides a neuron-level perspective377

on information flow, offering a more granular and378

detailed understanding.379

4 Mechanism of Two-Hop Prediction380

Biran et al. (2024) find that the two-hop accuracy re-381

mains low, even when both the first-hop and second- 382

hop queries are correct. In this section, we inves- 383

tigate the cause of this phenomenon. We focus on 384

the prompt like “e1’s r1’s r2 is”, where the correct 385

answer is “e3”. We use the logit flow method to 386

analyze the 889 correct two-hop queries, as shown 387

in appendix D. We find that the importance of at- 388

tention neurons at relation positions is significantly 389

lower than that in single-hop queries. Based on this 390

observation, we hypothesize that the model may in- 391

correctly predict the entity corresponding to “e1’s 392

r1” or “e1’s r2” instead of “e3”. This interference 393

could lead the model to favor intermediate entities 394

over the correct final answer, ultimately reducing 395

the accuracy of two-hop reasoning. 396

To verify this, we analyze 568 human->human- 397

>human cases with the prompt “e1’s r1’s r2 is” and 398

the correct answer “e3” in Llama2-7B, where e1, 399

e2, e3 are all human entities. We compare the 400

ranking of the correct answer “e3” against two con- 401

flicting answers: “e1’s r1” and “e1’s r2”. For exam- 402

ple, for “Mozart’s mother’s spouse is”, the correct 403

answer is “Leopold”, and the conflicting answers 404

are “Maria” (Mozart’s mother) and “Constanze” 405

(Mozart’s spouse). Among 568 cases, 52.3% cor- 406

rectly predict “e3”, 42.4% predict “e2” (the answer 407

of “e1’s r1”), and 5.3% predict the answer of “e1’s 408

r2”. This indicates that the conflicting entities can 409

cause the accuracy decrease. 410

Inner products of FFN neurons – false cases

Inner products of FFN neurons – correct cases

Figure 3: Results of logit flow on correct and false
human->human->human cases in Llama2-7B.

To further investigate this phenomenon, we use 411

the logit flow method to compare correct cases 412

(where the predicted answer is “e3”) with false 413

cases (where the predicted answer is “e2”), as 414

shown in Figure 3. We observe that in the false 415
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cases, the influence at the r1 position is signifi-416

cantly stronger. The results of activation patching417

(Appendix E) and Llama3.1-8B & Llama3.2-3B418

(Appendix F) reveal a similar trend. This finding419

appears counterintuitive—why does the model pre-420

dict the wrong answer when it relies more heavily421

on the features at the r1 position?422

A closer look at the single-hop analysis provides423

an explanation. In the case of “e1’s r1 is”, the424

high layers at the r1 position store logits related to425

“e2”. Due to the autoregressive nature of decoder-426

only LLMs, the hidden states at r1 position remain427

the same in both “e1’s r1 is” and “e1’s r1’s r2 is”.428

Consequently, when the high-layer information at429

the r1 position is extracted in “e1’s r1’s r2 is”, it430

inadvertently reinforces the probability of “e2”,431

leading to lower accuracy in two-hop reasoning.432

This phenomenon can also be understood433

through the four stages of knowledge storage. In434

the single-hop analysis (Figure 2), the knowledge435

of “e1 -> e1 features” and “e2 -> e2 features” is436

stored in lower layers (layers 7–20), whereas the437

knowledge of “e1 features & r1 -> e2” and “e2 fea-438

tures & r2 -> e3” is stored in deeper layers (layers439

20–31). In two-hop false cases (Figure 3), when440

the features at r1 positions, which are related to e2,441

are extracted at layer 28, they only activate the “e2442

features & r2 -> e3” parameters in layers 28–31.443

Although this process does enhance the probability444

of e3, it amplifies the probability of e2 even more.445

This imbalance leads to the model predicting e2 in-446

stead of e3, resulting in lower accuracy for two-hop447

reasoning. From this perspective, our results par-448

tially align with the "hopping too late" hypothesis449

(Biran et al., 2024). However, our findings reveal450

a key difference: while some parameters encoding451

"e2 & r2 -> e3" are still activated, their contribution452

is weaker compared to the direct influence of “e2”.453

5 Back Attention: Letting Lower Layers454

Capture Higher-Layer features455

Based on the single-hop mechanism, if we can456

restore the r1 position’s deep layer features back457

to later positions’ shallow layers, the parameters458

storing “e2 -> e2 features” and “e2 features & r2459

-> e3” can be activated, thereby strengthening the460

competitiveness of the correct answer. Motivated461

by this, we propose an innovative technique, “back462

attention”, to allow the lower layers capture higher463

features. The computations of the original attention464

output A and the back attention output B are shown465

⍺0 ⍺1 ⍺3
x

⍺2

+

e1’s r1’s r2 is

Figure 4: Back attention on a 1-layer transformer.

in Eq. 11-12. In the original attention computation, 466

the query, key, and value vectors are computed by 467

the hidden states h on the same layer: 468

A = Softmax

(
hWq(hWk)⊤√

d′

)
(hWv)Wo.

(11) 469

In contrast, back attention modifies this mechanism 470

by computing queries from a lower source layer hs 471

while obtaining keys and values from a target layer 472

ht, which are the hidden states on a higher layer or 473

the stack of all higher layers’ hidden states. This 474

adjustment allows a lower layer to capture richer 475

representations stored in higher layers: 476

B = Softmax

(
hsWq

B(htW
k
B)

⊤
√
d′

)
(htWv

B)W
o
B.

(12) 477

Figure 4 illustrates how back attention is inte- 478

grated into a single-layer transformer. Back atten- 479

tion occurs after the original inference pass, during 480

which the hidden states of all layers and positions 481

are calculated. The query vector is computed from 482

the 0th layer input (hs), while the key and value 483

vectors are computed from the 0th layer output 484

(ht). Then the back attention output B is added 485

back onto the 0th layer input, and recompute the 486

forward pass again. Back attention restores high- 487

layer features at different positions using the back 488

attention scores. If the back attention score is 1.0 489

at r1 position and 0.0 at other positions, it means 490

that the r1 position’s 0th layer output is added at 491

the last position’s 0th layer input. 492

Training from scratch: back attention enhances 493

the ability of 1-layer transformer. We conduct 494

experiments on a 2-digit addition arithmetic dataset. 495

In each training and testing set, there are 12,150 496

single-sum cases (“a+b=”), and 6,188 double-sum 497

cases (“c+d+e=”), where “a”, “b”, “c”, “d”, and “e” 498

are integers ranging from 0 to 99. The model needs 499

to “memorize” the single-sum cases and “learn” 500

the double-sum patterns. We utilize the Llama 501
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tokenizer, representing each digit as a separate to-502

ken (e.g., 12 is tokenized as [“1”, “2”]), ensuring503

that each token appears sufficiently during training.504

The accuracy of 1-layer transformer, 1-layer trans-505

former with attention, and 2-layer transformer are506

83.8%, 93.8%, and 92.5%, respectively. The de-507

tails of loss and accuracy are shown in Appendix G.508

The 2-layer transformer and the 1-layer transformer509

with back attention converge faster than the 1-layer510

transformer. Notably, the 1-layer transformer with511

back attention requires only 56.7% of the param-512

eters of the 2-layer transformer. Therefore, incor-513

porating back attention during the training stage514

can significantly enhance the model’s performance515

while reducing parameter requirements.516

Adding back attention in pre-trained LLMs:517

back attention increases the reasoning accuracy.518

Back attention can also be integrated into a pre-519

trained LLM, using all higher-layer states to com-520

pute the keys and values. We add back attention on521

each layer in Llama-7B (Touvron et al., 2023a),522

fine-tuning on the double-sum arithmetic cases.523

Figure 5 shows the accuracy when fine-tuning back524

attention on each layer (freezing LLM parameters),525

where the original accuracy is 67.1%. The accu-526

racy across the 0-5 layers exhibits significant fluc-527

tuation. Adding back attention to the 6th layer528

achieves a peak accuracy of 93.2%, followed by a529

steady decline compared with higher layers. We530

hypothesize that the decline of layer 5 relates to the531

stages of inference proposed by Lad et al. (2024),532

where transformer models transition from feature533

construction to ensembling. If layer 5 marks the534

boundary between these stages, introducing back535

attention here may disrupt ongoing feature integra-536

tion, thus leading to performance degradation.537

Figure 5: Test accuracy of back attention on each layer.

Then we do experiments on 5 reasoning datasets538

1-Digit-Composite (1DC) (Brown, 2020), SVAMP539

(Patel et al., 2021), MultiArith (MA) (Roy and540

Roth, 2016), TwoHop (Biran et al., 2024), and541

StrategyQA (SQA) (Geva et al., 2021). We fine-542

tune back attention in Llama3-8B (Meta, 2024a),543

Llama3.1-8B (Dubey et al., 2024), Llama3.2-3B544

1DC SVAMP MA TwoHop SQA

Llama3 72.7 55.7 21.1 11.5 65.1
+backattn 97.0 69.3 88.9 47.8 86.2

Llama3.1 74.6 56.0 30.0 8.8 65.4
+backattn 98.5 70.7 86.2 42.7 87.0

Llama3.2 49.3 44.3 15.0 6.5 62.0
+backattn 92.9 62.0 52.8 37.0 86.3

Mistral 51.9 63.0 26.1 8.8 71.5
+backattn 87.4 71.7 47.2 40.1 87.8

Qwen2.5 64.0 81.7 82.8 3.9 71.2
+backattn 98.2 83.0 87.9 34.6 91.4

Table 1: Accuracy (%) on 5 datasets before/after adding
back attention on 6th layer in five LLMs.

(Meta, 2024b), Mistral-7B (Jiang et al., 2023), and 545

Qwen2.5-14B (Qwen et al., 2025). To balance 546

computational efficiency with effectiveness, we 547

select layer 6 as the source layer, based on the 548

empirical results shown in Figure 5, instead of 549

evaluating all layers. The results are reported in 550

Table 1, showing that back attention consistently 551

improves performance across all evaluated models 552

and datasets—doubling accuracy in several cases. 553

These improvements, ranging from +15% to over 554

+70%, highlight back attention as a powerful tool 555

for enhancing latent reasoning in LLMs. 556

To evaluate whether back attention functions as 557

intended, we analyze the case “Mozart’s mother’s 558

spouse is” -> “Leopold” in TwoHop dataset and 559

visualize the back attention scores (darker larger) 560

in Figure 6. Back attention effectively learns to 561

recover “mother” position’s 27-30 layers’ hidden 562

states into the last position’s 6th layer. This vi- 563

sualization proves that back attention successfully 564

propagates high-layer information from important 565

positions to lower layers, enabling the model to 566

better utilize knowledge for accurate predictions. 567

Figure 6: Back attention scores at all positions and
higher layers when adding on the 6th layer.
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Computational cost analysis between COT and568

back attention. Assume the computational cost569

for generating a single token is T . In COT genera-570

tion, the model typically generates K tokens, result-571

ing in a total computational cost of approximately572

KT . In contrast, back attention requires the model573

to reconstruct higher-layer hidden states in earlier574

layers, increasing the per-token cost to about 1.8T .575

However, with back attention, the model only needs576

to generate M tokens, where typically M ≪ K,577

as the mechanism enables the model to infer the578

correct answer more efficiently. Consequently, the579

total computational cost becomes 1.8MT . Since580

M is significantly smaller than K in most cases,581

back attention leads to a substantial reduction in582

computational cost compared to CoT.583

6 Related Work584

6.1 Multi-Hop Reasoning in LLMs585

Improving the reasoning ability of LLMs has be-586

come a key focus of recent research (Lightman587

et al., 2023; Huang et al., 2023; Li et al., 2024b;588

Wang and Zhou, 2024). Wei et al. (2022) use589

chain-of-thought to enhance the reasoning abil-590

ity by articulating intermediate steps. Fu et al.591

(2022) propose complexity-based prompting, show-592

ing that selecting and generating reasoning chains593

with higher complexity significantly improves rea-594

soning accuracy. Wang et al. (2022b) combine595

chain-of-thought with the self-consistency decod-596

ing strategy, achieving significant improvements597

by sampling diverse reasoning paths and selecting598

the most consistent answer. Chen et al. (2024) pro-599

pose self-play fine-tuning, which enhances LLMs’600

reasoning abilities by refining their outputs through601

self-generated data, thereby reducing reliance on602

human-annotated datasets. Brown et al. (2024)603

propose scaling inference compute by increasing604

the number of generated samples, demonstrating605

significant improvements across tasks like coding606

and math. Hao et al. (2023); Yao et al. (2024) use607

tree-based methods to improve the performance.608

6.2 Mechanistic Interpretability609

Mechanistic interpretability (Olah, 2022) aims to610

reverse engineer the internal mechanisms of LLMs.611

Logit lens (Nostalgebraist, 2020) is a widely used612

method (Dar et al., 2022; Katz and Belinkov, 2023;613

Yu and Ananiadou, 2024a) to analyze the informa-614

tion of hidden states, by multiplying the vectors615

with the unembedding matrix. A commonly used616

localization method is causal mediation analysis 617

(Vig et al., 2020; Meng et al., 2022; Stolfo et al., 618

2023; Geva et al., 2023), whose core idea is to com- 619

pute the change of the output when modifying a 620

hidden state. Another types of studies focus on 621

constructing the circuit in the model (Olsson et al., 622

2022; Zhang and Nanda, 2023; Gould et al., 2023; 623

Hanna et al., 2024; Wang et al., 2022a). Due to 624

the superposition phenomenon (Elhage et al., 2022; 625

Scherlis et al., 2022; Bricken et al., 2023), sparse 626

auto-encoder (SAE) is useful for interpreting the 627

features (Gao et al., 2024; Templeton, 2024; Cun- 628

ningham et al., 2023). A useful characteristic is the 629

residual stream (Elhage et al., 2021), revealing that 630

the final embedding can be represented as the sum 631

of layer outputs. Furthermore, Geva et al. (2020, 632

2022) find that the FFN output is the weighted sum 633

of FFN neurons. Yu and Ananiadou (2024b) find 634

that the attention head outputs can also be regarded 635

as the weighted sum of attention neurons. 636

While previous neuron-level studies primarily fo- 637

cus on “localization”—identifying which neurons 638

are important—they often lack a deeper “analysis” 639

of how these neurons influence predictions. By 640

applying our logit flow method, we gain a clearer 641

understanding of how neurons are activated and 642

contribute to the final prediction. 643

7 Conclusion 644

We investigate the mechanisms of latent multi-hop 645

reasoning in LLMs and identify key factors af- 646

fecting the accuracy. Through our interpretability 647

method logit flow, we uncover four distinct stages 648

in single-hop knowledge prediction: entity sub- 649

ject enrichment, entity attribute extraction, rela- 650

tion subject enrichment, and relation attribute ex- 651

traction. Analyzing two-hop queries, we find that 652

failures often arise in the relation attribute extrac- 653

tion stage, where conflicting logits lower predic- 654

tion accuracy. To address this, we propose back 655

attention, a novel method that enables lower lay- 656

ers to access higher-layer hidden states, effectively 657

restoring important features. Back attention signifi- 658

cantly enhances reasoning performance, allowing 659

a 1-layer transformer to match the accuracy of a 660

2-layer transformer. When applied to pre-trained 661

LLMs, it improves accuracy across five datasets 662

and five models, demonstrating its effectiveness in 663

multi-hop reasoning. Overall, our analysis provides 664

new insights and introduces a powerful approach 665

for improving reasoning accuracy in LLMs. 666
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8 Limitations667

In this study, the interpretability analysis primar-668

ily focuses on single-hop and two-hop knowledge669

queries, which represent specific reasoning scenar-670

ios. While these cases provide valuable insights, it671

is important to acknowledge that other types of rea-672

soning tasks might involve different mechanisms673

not captured in our analysis. Despite these con-674

straints, the observed performance improvements675

across a variety of reasoning tasks and LLMs sug-676

gest that the proposed back attention method and677

the derived insights possess a degree of general ap-678

plicability. Further investigations will be needed to679

validate these findings on more diverse reasoning680

tasks and refine the interpretability framework for681

broader applicability.682

In this work, back attention is applied to only a683

single layer, where it has demonstrated promising684

results. Nevertheless, back attention can also be685

extended to two or more layers, potentially yielding686

even greater improvements. We view the success687

of the single-layer application as a foundational688

step, paving the way for future research aimed at689

exploring and optimizing back attention in more690

complex and multi-layer configurations.691
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A Logit Difference at Different Positions982

Figure 7: Logit difference at entity, relation and last
positions on human->human cases in Llama2-7B. The
logit difference is small at entity position, but large on
relation and last positions’ deep layers.

We compute the average logit difference at en-983

tity, relation and last positions across all correct984

human -> human cases, shown in Figure 7. Take985

“Mozart’s mother is -> Maria” as an example. We986

compute the logit difference between “Maria” and987

“Leopold” (Mozart’s father). At the entity posi-988

tion, the logit difference is small on all layers. At989

the relation and last positions, the logit difference990

increases sharply after the entity subject enrich-991

ment and entity attribute extraction stages (layers992

19–20). This indicates that the entity position pri-993

marily extracts general features of “Mozart”, in-994

cluding information relevant to both “Maria” and995

“Leopold”. In contrast, the deeper layers at the rela-996

tion and last positions encode specific knowledge,997

such as “Mozart’s features & mother -> Maria” and998

“Mozart’s features & father -> Leopold”, which999

ultimately differentiate the correct prediction.1000

B Results of Logit Flow on Second-Hop1001

Queries in Llama2-7B1002

The results of logit flow on second-hop queries1003

“e2’s r2 is” -> “e3” are shown in Figure 8. There are1004

also four stages existing in the second-hop queries,1005

similar to those in the first-hop queries (Figure 2).1006

C Results of Activation Patching on1007

Single-Hop Queries in Llama2-7B1008

The results of activation patching on single-hop1009

queries are shown in Figure 9, using the pyvene1010

(Wu et al., 2024) and NNsight (Fiotto-Kaufman1011

et al., 2024) libraries. Compared to the logit flow1012

results (Figure 2), the entity and last positions ex-1013

(B) Entity attribute extraction

(D)

(D)
Relation attribute 
extraction

(A) Entity subject enrichment

(C)

(C)
Relation subject 
enrichment

(D)
Relation attribute 
extraction

Logits of attention neurons

Logits of FFN neurons

Inner products of FFN neurons

Figure 8: Results of logit flow on second-hop queries
“e2’s r2 is” -> “e3” in Llama2-7B. There are four simi-
lar stages with the first-hop queries: (A) entity subject
enrichment, (B) entity attribute extraction, (C) relation
subject enrichment, and (D) relation subject extraction.

hibit higher importance, while the relation posi- 1014

tion appears less significant. This difference arises 1015

because activation patching aggregates the impor- 1016

tance of both FFN and attention modules into a 1017

single visualization. In contrast, the logit flow 1018

method distinguishes and separately visualizes the 1019

importance of FFN and attention neurons, offering 1020

a more granular, neuron-level understanding of the 1021

information flow. 1022

Figure 9: Results of activation patching on single-hop
queries in Llama2-7B. Similar to logit flow (but not as
obvious as logit flow), there is also importance on r1
position’s high layers.

D Results of logit Flow on Two-Hop 1023

Queries in Llama2-7B 1024

The results of logit flow on the two-hop queries 1025

“e1’s r1’s r2 is” -> “e3” are shown in Figure 10. 1026

Compared to the logit flow results on single-hop 1027
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Logits of attention neurons

Logits of FFN neurons

Inner products of FFN neurons

Figure 10: Results of logit flow on two-hop queries
“e1’s r1’s r2 is” -> “e3”. The importance of relation
positions (r1 and r2) is lower than single-hop queries.

queries (Figure 2), the importance of relation po-1028

sitions is significantly lower. This suggests that1029

e1’s features at the e1 position are primarily ex-1030

tracted into the last position, potentially activat-1031

ing the parameters associated with “e1’s r1”, “e1’s1032

r2”, and “e1’s r1’s r2”. This motivates our ex-1033

ploration between the correct and false human-1034

>human->human cases in Section 4.1035

E Results of Activation Patching on1036

Correct and False Two-Hop Queries in1037

Llama2-7B1038

The results of activation patching on correct and1039

false human->human->human cases in Llama2-7B1040

are shown in Figure 11. Compared with the correct1041

cases, the false cases show a much clearer influence1042

at r1 position’s high layers. This trend is similar to1043

the findings of logit flow method (Figure 3), indicat-1044

ing that the r1 position’s high features increase the1045

probability of “e2”, thereby reducing the accuracy1046

of two-hop reasoning.1047

F Results of Logit Flow and Activation1048

Patching on Correct and False1049

Two-Hop Queries in Llama3.1-8B and1050

Llama3.2-3B1051

The comparison of correct and false human-1052

>human->human cases in Llama3.1-8B are shown1053

Activation patching – false cases

Activation patching – correct cases

Figure 11: Results of activation patching on correct and
false human->human->human cases in Llama2-7B. The
importance of r1 position is 1.66% in correct cases and
5.43% in false cases.

in Figure 12 (results of logit flow) and Figure 13 1054

(results of activation patching). Similar results 1055

of Llama3.2-3B are shown in Figure 14 (results 1056

of logit flow) and Figure 15 (results of activation 1057

patching). In both methods and models, the impact 1058

of r1 position’s high layers in the false cases are 1059

larger than that in the correct cases. These results 1060

show similar trends with the results of Llama2-7B. 1061

G Loss and Accuracy of back attention 1062

on 1-layer transformer 1063

The loss and accuracy of 1-layer transformer, 1- 1064

layer transformer with back attention, and 2-layer 1065

transformer are shown in Figure 16. The perfor- 1066

mance of 1-layer transformer with 2-layer trans- 1067

former is similar, much better than that of 1-layer 1068

transformer. In all models, the dimension is 440 for 1069

attention/FFN layers, and 160 for back attention. 1070

We use the AdamW optimizer (Loshchilov, 2017) 1071

with a learning rate of 0.0001, a batch size of 64, 1072

and a maximum of 500 epochs. 1073
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Inner products of FFN neurons – false cases

Inner products of FFN neurons – correct cases

Figure 12: Results of logit flow on correct and false
human->human->human cases in Llama3.1-8B. The
importance of r1 position is 6.38% in correct cases and
32.18% in false cases.

Activation patching – false cases

Activation patching – correct cases

Figure 13: Results of activation patching on correct and
false human->human->human cases in Llama3.1-8B.
The importance of r1 position is 4.98% in correct cases
and 18.00% in false cases.

Inner products of FFN neurons – false cases

Inner products of FFN neurons – correct cases

Figure 14: Results of logit flow on correct and false
human->human->human cases in Llama3.2-3B. The
importance of r1 position is 17.50% in correct cases and
40.36% in false cases.

Activation patching – false cases

Activation patching – correct cases

Figure 15: Results of activation patching on correct and
false human->human->human cases in Llama3.2-3B.
The importance of r1 position is 11.23% in correct cases
and 21.52% in false cases.
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1-layer transformer

1-layer transformer with back attention

2-layer transformer

Figure 16: Loss (left) and accuracy (right) on arithmetic
dataset of 1-layer transformer, 1-layer transformer with
back attention, and 2-layer transformer.
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