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Abstract

How capable are large language models
(LLMs) in the domain of taxation? Although
numerous studies have explored the legal do-
main in general, research dedicated to taxation
remain scarce. Moreover, the datasets used in
these studies are either simplified, failing to
reflect the real-world complexities, or unavail-
able as open source. To address this gap, we
introduce PLAT, a new benchmark designed
to assess the ability of LLMs to predict the
legitimacy of additional tax penalties. PLAT
is constructed to evaluate LLMs’ understand-
ing of tax law, particularly in cases where re-
solving the issue requires more than just ap-
plying related statutes. Our experiments with
six LLMs reveal that their baseline capabilities
are limited, especially when dealing with con-
flicting issues that demand a comprehensive un-
derstanding. However, we found that enabling
retrieval, self-reasoning, and discussion among
multiple agents with specific role assignments,
this limitation can be mitigated.

1 Introduction

Large Language Models (LLMs) have demon-
strated promising results across various domains.
Among them, the legal domain has been one of
the earliest areas of application, since OpenAl’s
demonstration that GPT-4 passes the U.S. Uni-
form Bar Exam (Martinez, 2023). To solidly as-
sess LLMs’ capabilities in the legal domain beyond
the bar exam, where questions may follow certain
patterns, many studies have proposed benchmarks
(Guha et al., 2023; Fei et al., 2024; Kim et al.,
2024) and analyzed LLM performance Magesh
et al. (2024); Kang et al. (2023); Trautmann et al.
(2024); Chalkidis (2023).

However, in the taxation domain—despite its
close relationship with the legal field, there has
been little research on assessing LLM capabili-
ties. Previous studies have primarily focused on
relatively simple questions that can be answered

mostly based on deductive application of statutes
(Holzenberger et al., 2020; Nay et al., 2024), or
have used real-world datasets without releasing
them as open source, making reproduction diffi-
cult (Harvey Team, 2024; Zhong et al., 2024). With
rapid progress of LLMs and advancements in LLM-
based agents (or test-time scaling) (OpenAl, 2024;
Guo et al., 2025), issues such as deductive rea-
soning (Lee and Hwang, 2025) or simple calcu-
lation errors can now be easily mitigated using
external tools. This suggests that more advanced
benchmarks may be necessary for comprehensive
evaluation in the taxation domain.

Here, we introduce PLAT' that comprises of
50 questions derived from Korean precedents con-
cerning the legitimacy of additional tax penalties.
Article 48 of Korean Framework Act on National
Taxes® allows exemptions from penalty taxes in
cases of justifiable reasons, but the statute does
not explicitly define what constitutes such reasons.
Thus, we use PLAT to assess LLMs’ tax law com-
prehension, particularly in scenarios where the
issue cannot be resolved by merely referencing
statutes.

Our experiments with two open-source LLMs
(Qwen2.5 (Qwen Team, 2024), Exaone (Research
et al., 2024)), and four commercial LLMs (GPT-
ol-mini, 40, ol (OpenAl, 2023, 2024), and Claude
(Anthropic, 2023)) reveal, the strongest commer-
cial model can achieve 75% F} score in PLAT.
A detailed analysis reveals, while LLMs perform
well on relatively simple problem, their accuracy
declines when a comprehensive understanding is
required.

To address this issue, we examine how LLM per-
formance changes when enabling (1) retrieval aug-
mentation, (2) self-reasoning, and (3) multi-agents
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collaboration with specified roles. The resulting
LLM-based agent achieves up to +11% in F7.
In summary, out contributions are

* We propose a new dataset, PLAT, to assess
LLMs’ understanding of tax law specialized
in cases that cannot be resolved solely based
on statutes.

* We evaluate six LLMs and find that while
they demonstrate some capability, their vanilla
performance is limited in comprehensively
understanding legal cases.

* We show that integrating agent functionality
into LLMs can mitigates these limitations.

Our datasets—both original Korean, and English
translated version—will be released to the commu-
nity under a CC BY-NC license.

2 Related Work

2.1 NLP in Taxation domain

Nay et al. (2024) studies GPT-4’s capability in han-
dling tax law inquiries with and without retrieval
augmented generation (RAG). Their study uses
synthetically generated multiple-choice questions
based on templates, where answers can be derived
from either the Treasury Regulations under the U.S.
Code of Federal Regulations (CFR) or Title 26 of
the U.S. Code. The datasets has not been released.

Holzenberger et al. (2020) develops SARA, a
statutory reasoning dataset constructed from a sim-
plified version of U.S. Internal Revenue Code
(IRC). The dataset consists of two tasks: deter-
mining entailment relations and calculating tax
amounts based on given statues and cases. Since all
questions can be answered mostly through deduc-
tive reasoning from the given statutes, the dataset
primarily comprises relatively simple questions.

Zhong et al. (2024) develops a retrieval-based
LLM system designed to answer tax-related ques-
tions typically handled by tax departments. The
datasets has not been released.

2.2 Agent

LLM-based Al agents are being rapidly developed.
Unlike vanilla LLMs, which simply generates out-
put text based on input text, LLM-based agents
can enhance their capabilities by leveraging ex-
ternal tools for knowledge retrieval (e.g., search
engine), improving reasoning (e.g., logic solver

(Lee and Hwang, 2025)), or refining internal knowl-
edge through memory and self-reasoning processes.
These processes can be iteratively orchestrated by
the LL.Ms themselves. Below, we highlight a few
representative works.

Yao et al. (2023a) introduces the Tree-of-
Thoughts inference algorithm, which allows LLMs
to generate and navigate multiple reasoning paths
unlike Chain-of-Thought (Wei et al., 2022), which
follows only a single path.

Yao et al. (2023b) proposes REACT, which in-
tegrates reasoning and planning (such as action
generation and document retrieval). The inference
process is formalized into tree key steps: thought
(planning), action (tool calling), and observation
(interpreting tool-generated results).

Wu et al. (2024) presents AutoGen, an open-
source framework for building LLM-based agent
with a focus on multi-agent interaction. Similarly,
Roucher et al. (2025) introduces smolagents, an-
other open-source framework designed for simplic-
ity and seamless Python code integration. Both
frameworks are employed in this study.

3 Datasets

3.1 Motivation

An additional penalty tax can be applied to all 25
types of taxes in Korea. It is an additional economic
burden imposed on taxpayers who fail to properly
file or pay their taxes, in addition to the original
tax liability. However, when there are objective
circumstances that prevent taxpayers from fulfilling
their tax obligations, it would be more reasonable
not to impose the penalty tax even when there is a
legal basis for imposing a penalty tax.

Indeed, the section 2 of Article 48 of Korean
Framework Act on National Taxes explicitly states
that a penalty tax shall not be imposed if there is
a “‘justifiable reason.” However, this phrase is an
indeterminate concept, meaning that the term used
in the law is abstract and lacks a clear scope, requir-
ing interpretation in specific cases Kim and Lee
(2008); Yang (2024); Park (2019). In a situation
where statutes are ambiguous, interpretative stan-
dards become necessary, and this is where prece-
dents play a crucial role. Court rulings determine,
in such cases, whether a given situation constitutes
a “justifiable reason” or not.

3 Although Korean legal system is rooted in civil law sys-
tem, higher courts’ decisions, especially those of the Supreme
Court, are typically followed by lower courts.



Thus, it requires not just referencing the statutes
but to understand the individual situation compre-
hensively to answer the “justifiability” like human
judges. In this regard, we build PLAT that consists
of 50 questions—25 justifiable, 25 not justifiable
cases—made from Korean precedents handling the
issue regarding the legitimacy of the additional tax
penalty.

3.2 Dataset Construction

We first collect relevant precedents using the com-
mercial Korean legal search engine LBox*, search-
ing with the keyword “additional penalty tax”. The
query returend approximately 10k precedents. To
further refine the dataset, we added the keyword
“justifiable reasons,” reducing the target cases to
3.7k. Finally, we excluded cases containing the
keyword “gift tax,” as such cases primarily focus
on the issue related to the method of tax calculation.
This results in total 3k candidate pools.

To extract facts and claims from precedents, we
used GPT-o01 (01-2024-12-17). We initially pre-
pared 10 examples, which were manually evaluated
by two tax professionals (authors of this paper)
based on the following criteria:

* Well-defined task: Does the input contain suffi-
cient information to answer the question? Are
the main issues of the selected cases related
to an additional penalty tax?

* Information leakage: Is there any unintended
disclosure of the court decision in the input?

» Hallucination: Are their any inaccuracies of
fabricated information in the extracted facts
and claims?

* Legal Correctness: Are the labels extracted
from court ruling consistent with the actual
court decisions?

Based on this criteria, we removed unrelated
cases—such as those where the focus was on the
original tax liability rather than the justifiability of
a penalty tax—during the first. We repeated this pro-
cess until we compiled a final dataset of 50 exam-
ples, with an equal split: 25 cases where the court
ruled the exemption from penalty tax was, and 25
cases where the court decided that the exemption
was not justified. Each example required approxi-
mately 30—40 minutes for evaluation, resulting in
total 25-33 hours of expert review time.
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4 Experiments

We use two agentic frameworks: AutoGen
(Wu et al.,, 2024), and smolagent (Roucher
et al., 2025) along with following language
models: Qwen/Qwen2.5-32B-Instruct,
LGAI-EXAONE/EXAONE-3.5-32B-Instruct,
gpt-01-mini-2024-09-12,
gpt-40-2024-08-06, 01-2024-12-17,
claude-3-5-sonnet-20241022.

For all experiments, we set the temperature to
0.3, as intial tests with 0.0 and 1.0 resulted in
degraded performance. Fro retrieval-based exper-
iment, we use Pyserini (Lin et al., 2021) with
the BM25 algorithm with default hyperparameters.
Each retrieval is limited to five documents, as ini-
tial tests three of ten documents resulted in lower
performance.

During evaluation, the model generates an an-
swer among three possible choices: the penalty
tax is legitimate, the penalty tax is not legitimate,
uncertain. The model must also provide rational
for its response. To assess performance, we com-
pute precision, recall, and F}. Precision is de-
fined as n,/n, + n, while Recall is defined as
N + Nz /(ne + 1y + ny,) Where n, indicates the
number of correct answers, n,, is the number of in-
correct answers, and n,, the number of cases where
the model was uncertain and refused to make a
decision.

and

S Result and Analysis

5.1 LLMSs’ scores on PLAT

In PLAT, a model needs to decide whether an addi-
tional penalty tax is legitimate, based on given facts
and claims from both the plaintiff (taxpayer) and
the defendant (tax authority) (Table 3 in Appendix).
The model is also permitted to refuse to answer.
We evaluate six LLMs on PLAT (Table 1). The
results show that while the two open-source LLMs—
Qwen and Exaone—show comparable performance
to lower-end commercial LLMs (row 1, 2, and 3),
flagship commercial models achieve up to 0.75 F}
scores. Interestingly, both open-source models ex-
hibit low recall, suggesting they frequently refuse
to make a decision.

5.2 LLMs’ Limitation in Understanding Tax
Cases Comprehensively

To gain insight into what LLMs are (not) capable of,
we manually analyzed cases where either at least
three LLMs answered correctly or at least three
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Table 1: Accuracy of vanilla LLMs on PLAT.

Model | F1 | P | R
Alibaba Qwen-2.5-32B ‘ 0.55 ‘ 0.79 ‘ 0.42

LG Exaone 3.5-32B 0.61 0.69 0.55
GPT-0l-mini 0.63 0.49 0.88
GPT-0l 0.67 | 0.61 0.74
GPT-40 072 | 059 | 0.94
Claude-3.5-sonnet 0.75 0.71 0.79

LLMs answered incorrectly. In these cases, LLMs
were able to recognize the following principles:

* Ignorance or misunderstanding of tax laws
by a taxpayer does not constitute a justifiable
reason.’

* Mistakes or misunderstandings by tax accoun-
tants do not exempt taxpayers from responsi-
bility; the final responsibility always lies with
the taxpayer (thus, it is not a justifiable rea-
son).%

* Uncertainty due to differing opinions or con-
flicting views between the Board of Audit and
tax authorities can constitute a justifiable rea-

son.’

On the other hand, LLMs shows the following fail-
ure patterns.

* When a taxpayer is misled due to the tax au-
thorities’ opinion, LLMs were unable to make
a clear decision due to a conflict with the prin-
ciple of legitimate expectation.®

* When judges considered various taxplayer-
specific circumstances, including the feasibil-
ity of fulfilling obligations, LLMs strictly ad-
heres to principles and rules.’

This analysis suggests that LLMs struggle with
cases that lack clear reasoning patterns and require
a more comprehensive evaluation of all relevant
circumstances to reach a decision.

5.3 Agent-Based Approach for Enhancing
LLMs’ Understanding of Tax Cases

To address the limitations identified above, we
gradually introduce additional functionalities, in-
cluding retrieval augmentation, self-reasoning with

>Daegu District Court 2015Guhap877

®Seoul Administrative Court 2016Guhap56936

"Seoul Administrative Court 2010Guhap32402

8Busan High Court 2016Null, Seoul High Court
2020Nu43946

°Daegu District Court 2018Guhap20506

Table 2: Accuracy of LLM-baed agents on PLAT.
aRAG refers to “agentic-RAG”, while roles denotes a
multi-agent setup with distinct role assignments.

Model [ F1 [ F1 (easy) [ F1 (hard)

GPT-40 0.72 £0.023 | 0.90 £0.046 | 0.56 +0.006
GPT-40 + RAG 0.78 £0.002 [0.79 £0.023|0.77 £0.015
GPT-40 + aRAG 0.83 +£0.027|0.76 +0.016 | 0.88 +0.043
GPT-40 + roles 0.83 £0.019 [ 0.86 £0.015|0.82 £0.024
GPT-40 + aRAG + roles | 0.72 £0.025 | 0.59 £0.012|0.79 £0.025

memory, and multi-agent collaboration. Retrieval
augmentation may allow LLMs to search for rele-
vant cases and legal articles, improving decision-
making, self-reasoning with memory enables
LLM:s to track prior reasoning, making more con-
sistent judgments, multi-agent collaboration as-
signs three LLMs as taxpayer, tax authority, and
judge, encouraging each agent first focuses on local
problem and then gradually extend the scope to the
whole problem.

Indeed, we found adding RAG results in +6% F
(Table 2, row 2, col 2), adding reasoning capability
with retrieval tool +11% F} (agentic RAG with
REACT framework(Yao et al., 2023b), row 3, col
2), multi-agents with specific roles results in +11%
Fy (row 4, col 2). However, when we combine all
functionality no improvement observed (row 5, col
2, +0% F; 1).

Based on the analysis in previous section, we
manually categorize 50 examples into 21 “easy”
cases and 29 “hard” cases. The results shows while
use of external tools somehow reduces F on “easy’
cases, they improve performance on “hard” cases.
Further analysis is ongoing.

’

6 Conclusion

Here, we introduce PLAT, a benchmark designed
to evaluate LLMSs’ capability in taxation. Compared
to previous study, our dataset includes cases where
answers cannot be determined solely by referenc-
ing statutes, requiring a deeper understanding of le-
gal and contextual factors of individual legal issues.
Our experiments reveals that while LLMs demon-
strate some capability, vanialla models struggle to
comprehensively understand taxation issues. We
also show that by gradually integrating retrieval,
self-reasoning, and multi-agent collaboration with
specific roles, these limitations can be partially be
mitigated.



7 Limitation

Tax accountants require a broad range of knowl-
edge and advanced reasoning skills. For instance,
the Korean Certified Tax Accountant (CTA) exam,
a professional qualification for tax practitioners,
covers multiple subjects: multiple-choice exams
in Public Finance, Introduction to Tax Law, and
Introduction to Accounting; written exams in Tax
Law I (covering Corporate Tax Law, Income Tax
Law, etc.) and Tax Law II (covering Value-Added
Tax Law, Inheritance and Gift Tax Law, etc.). On
the other hand, our study focuses specifically on
evaluating the justifiability of exemption from addi-
tional tax penalties, serving as a case study where
LLMs must demonstrate a comprehensive under-
standing of complex situations, rather than simply
referencing related tax statutes. A more wholistic
evaluation of LLMs in the tax domain remains as a
future work.
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A Example
A.l PLAT

Table 3: An example from PLAT.

Facts |Claim from Plaintiff (Taxpayer) |Claim from Defendant (Tax Authority) | Label
1. Plaintiffs’ Family Relations: The plaintiffs, Yu CC and|1. Plaintiff’s Claim 2. Defendant’s Claim Not
Yu DD, are siblings, and Kwon EE is their mother. 2. - Claim: The plaintiffs argue that they had a justifiable - Claim: The defendant asserts that the penalty tax legitimate.

Ownership Status of the Building: - The building located
in GGG-dong, FFF-gu, Seoul (hereinafter "the Building
in Question’) is divided into multiple units. - Yu DD owns
a portion of the building and the land. - Kwon EE
previously owned a portion of the building and the land
but donated it to the plaintiffs and others on 0000-00-00. -|
The plaintiffs and others completed the ownership
transfer registration on 0000-00-00.

3. Lease Agreements: - Yu DD and Kwon EE entered into
lease agreements with tenants. - Yu DD was granted full
authority over leasing matters by Kwon EE, allowing him
to enter into lease agreements and collect rent.

4. Rent Collection and Legal Disputes: - After receiving
the donation, the plaintiffs requested new lease
agreements from the tenants, but they refused. - The
plaintiffs filed a lawsuit against the tenants for the return
of unjust enrichment but lost the case. - Yu DD filed a
lawsuit against the plaintiffs, demanding the removal of
the building and the return of the land. - The plaintiffs, in
response, filed a counterclaim to confirm their share of
rental income. - In the appellate court, a settlement was
reached on 0000-00-00, dividing rental income as follows:
- Yu DD: 60- Plaintiffs and others: 40

5. Amended Income Tax Return and Penalty Tax
Imposition: - The plaintiffs filed an amended income tax
return for rental income from 0000 to 0000 and paid the
corresponding tax. - However, on 0000-00-00, the
defendant (tax authority) imposed a penalty tax, claiming
that the plaintiffs had failed to pay the additional penalty
tax. - The plaintiff’s sibling, B (the decedent), passed
away on March 24, 2018. - The plaintiff inherited the land
specified in Appendix 1 (hereinafter "the Land in
Question”) from the decedent. - On March 31, 2019, the
plaintiff assessed the officially announced land price at
591,474,900 KRW and reported and paid inheritance tax
based on this valuation. - The defendant (tax authority)
later confirmed that the decedent had purchased the Land
in Question within two years before the inheritance start
date. - After a review by the valuation review committee,
the inheritance tax value of the Land in Question was
reassessed at 1,899,900,000 KRW. - On April 16, 2020,
the defendant reassessed and notified the plaintiff of an
inheritance tax adjustment for March 24, 2018,
amounting to 797,054,920 KRW (including a late
payment penalty of 68,825,680 KRW). - Of this amount,
62,313,740 KRW in late payment penalties related to the
Land in Question is the subject of this dispute. - The
plaintiff filed an appeal on July 21, 2020, but it was

reason for failing to meet their tax reporting and payment
obligations on time.

- Basis: - Until the rental income rights regarding the
Building in Question were legally confirmed through
litigation, they could not determine their exact share or
amount of rental income. - Given the unresolved legal
status of the lease agreements with tenants and the rental
income distribution ratio with Yu DD, fulfilling their tax
reporting and payment obligations was either impossible
or extremely difficult. - Therefore, the imposition of the
penalty tax is unjust.

dismissed on December 8, 2020.

imposition is lawful, as the plaintiffs had no justifiable
reason for failing to fulfill their tax obligations.

- Basis: - By accepting the donation of the Building in
Question from Kwon EE, the plaintiffs inherited all rights
and obligations as landlords. - They could have calculated
their share of rental income and met their tax reporting
and payment obligations on time. - Yu DD had already
submitted a tax authority report specifying the rental
income distribution ratio as 60:40 between himself and
the plaintiffs. - Thus, the plaintiffs had no valid
justification for failing to comply with their tax
obligations.

A.2 Prompt for Vanilla LLM and RAG

Table 4: Example. Original Korean is translated to English using GPT-40

System Prompt

|Input

You are a tax expert chatbot that provides friendly and logical answers |Based on the background provided regarding the imposition of the

to users’ questions.

penalty tax, please def
is "lawful", "unlawful

termine whether the imposition of the penalty tax
", or "unknown" if a conclusion cannot be reached.

Provide an explanation for your answer.: ... precedent

A.3 Prompt for multi-agents

Table 5: Prompt with plaintiff role.

System Prompt

|Input

You are a tax expert chatbot that provides friendly and logical answers |Based on the background provided regarding the imposition of the

to users’ questions. You are a tax att
logical answers to users’ questions.

orney who provides friendly and
You always argue that the

penalty tax, please det
is "lawful", "unlawful

termine whether the imposition of the penalty tax
", or "unknown" if a conclusion cannot be reached.

imposition of penalty taxes is not lawful. You reach conclusions step by|Provide an explanation for your answer.: ... precedent
step with clear reasoning and rational justification.

A4 Agentic RAG



Table 6: Prompt with defendant role.

System Prompt |Input

You are a tax expert chatbot that provides friendly and logical answers |Based on the background provided regarding the imposition of the

to users’ questions. You are a tax attorney who provides friendly and |penalty tax, please determine whether the imposition of the penalty tax
logical answers to users’ questions. You always argue that the is "lawful”, "unlawful”, or "unknown" if a conclusion cannot be reached.
imposition of penalty taxes is lawful. You reach conclusions step by step |Provide an explanation for your answer.: ... precedent

with clear reasoning and rational justification.

Table 7: Prompt with judge role.

System Prompt |Input

You are a tax expert chatbot that provides friendly and logical answers |Based on the background provided regarding the imposition of the

to users” questions. You are a tax judge who provides friendly and penalty tax, please determine whether the imposition of the penalty tax
logical answers to users’ questions. You critically analyze the is "lawful", "unlawful”, or "unknown" if a conclusion cannot be reached.
imposition of penalty taxes and make sharp and precise judgments. Provide an explanation for your answer.: ... precedent

Among the given two arguments, you always select the most accurate
and correct one, explaining your reasoning in detail.

Table 8: Agent RAG. The default prompt from ToolCallAgent of smolagent libary is used.

Input |

You are a tax judge who provides friendly and logical answers to users’
questions. You critically analyze the imposition of penalty taxes and
make sharp and precise judgments. You effectively utilize the given
materials to make accurate and well-reasoned decisions as a tax judge.
Based on the background provided regarding the imposition of the
penalty tax, please determine whether the imposition of the penalty tax
is "lawful", "unlawful", or "unknown" if a conclusion cannot be reached,
Provide an explanation for your answer.: ... precedent
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