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Abstract

Existing studies explore the explainability of
Grammatical Error Correction (GEC) in a lim-
ited scenario, where they ignore the interac-
tion between corrections and explanations. To
bridge the gap, this paper introduces the task of
EXplainable GEC (EXGEC), which focuses
on the integral role of both correction and ex-
planation tasks. To facilitate the task, we pro-
pose EXCGEQC, a tailored benchmark for Chi-
nese EXGEC consisting of 8,216 explanation-
augmented samples featuring the design of hy-
brid edit-wise explanations. We benchmark
several series of LLMs in multiple settings, cov-
ering post-explaining and pre-explaining. To
promote the development of the task, we intro-
duce a comprehensive suite of automatic met-
rics and conduct human evaluation experiments
to demonstrate the human consistency of the
automatic metrics for free-text explanations.!

1 Introduction

Despite the notable advancements in Grammatical
Error Correction (GEC) (Bryant et al., 2023; Zhao
et al., 2018; Bryant et al., 2019a), there still exists
a lack of profound examination into the explain-
ability of GEC (Dwivedi et al., 2023), which is
critical in educational scenarios for L2 (Language
second)-speakers (Wang et al., 2021) or school-
age children (Li et al., 2023b). These mainstream
users, who often face challenges in creating gram-
matically accurate and fluent texts, may be con-
fused or even misguided if they are provided with
limited access to only corrective texts. Therefore,
augmenting the explainability of GEC is unques-
tionably beneficial for the progression of the GEC
community as well as related fields, such as essay
scoring (Ashiya Katuka et al., 2024; Stahl et al.,
2024), intelligent tutoring systems (Montenegro-
Rueda et al., 2023) and other emerging educational
scenarios (Lan et al., 2024).
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Source: EAFEIFE LIFE6000 NIKEH

The number of tourists received is about 6000 people approximately.

Target: #Ar MU Z 2 ZE6000 A 1K .

The number of tourists received is about 6000 people.

Error Type: {@ifTU& (Word Redundancy)

Error Severity: 2

Error Description: Fi&#EA , [£9] f1 [A£A] HEEXY, HEHER )
FRERAZENMICSHENES, BIEER , ERA— 1 EEEREE Y ,
FREARGZHIES [(£8] .

When expressing quantities, both [£5] and [Z % ] have similar
meanings of "approximately” or "around “. Using both of these
words together results in semantic redundancy. Considering the
context, using only one of them is sufficient to convey the intended
meaning clearly. Therefore, [%£%] should be deleted.

Figure 1: Task definitions of GEC, GEE and EXGEC.
For the error description of EXGEC, we highlight evi-
dence words, linguistic knowledge, error causes, and
revision advice parts in different colors.

As illustrated in Figure 1, existing tasks like
GEC and Grammatical Error Explanation (GEE)
typically address either correction or explanation,
ignoring the interaction between the two. To bridge
the gap, we introduce the task of EXplainable
Grammatical Error Correction (EXGEC). By inte-
grating these two tasks, EXGEC enables systems
to elucidate the linguistic knowledge and reason-
ing mechanism underlying predicted corrections,
thereby achieving the best of both worlds. Ad-
ditionally, EXGEC can function as a test bed for



determining the explainable abilities of large lan-
guage models (LLMs) and identifying any unin-
tended biases and risks in educational scenarios.
To facilitate EXGEC, we present EXCGEC, a
tailored benchmark for Chinese EXGEC, featuring
the design of hybrid edit-wise explanations. Each
explanation, based on a particular edit, consists of
three elements: 1) Error types, which allow learn-
ers to absorb syntax and semantic knowledge in
an inductive way (Fei et al., 2023). We establish a
hierarchical and pragmatic two-tier taxonomy for
Chinese grammatical errors. 2) Error severity lev-
els ranging from 1 ~ 5 points, which are beneficial
to prioritize core corrections. 3) Error descrip-
tions, presented as the form of natural language
explanation (Camburu et al., 2018; He et al., 2023),
provide evidence words, relevant linguistic knowl-
edge or syntax rules, error causes, and revision
advice for edits. The design provides more detailed
and faithful guidance for learners, allowing them
to comprehend each grammatical error committed.
This is unlikely achievable for other designs such
as example-based (Kaneko et al., 2022) or sentence-
level explanations (Nagata et al., 2021).
Stimulated by recent success of synthetic data
generation (Shum et al., 2023; Whitehouse et al.,
2023), we employ a semi-automatic dataset con-
struction solution to enhance efficiency, while min-
imising annotation costs. Initially, we synthesize
the EXCGEC dataset by prompting GPT-4 (Liu
et al., 2024). Then we hire native annotators to
filter invalid data and provide a detailed analy-
sis of invalid data, ensuring the quality of the
dataset (Ding et al., 2024). We finally obtain 8,216
clean explanation-augmented samples for bench-
marking. We also introduce automatic metrics to
evaluate performance across both tasks, and con-
duct human evaluation experiments to ascertain
the correlation between these metrics and human
judgement, thus demonstrating their effectiveness.
Based on the benchmark, we develop EXGEC
baseline models that can perform both the correc-
tion and explanation tasks in either post-explaining
(correct-then-explain) or pre-explaining (explain-
then-correct) sequences. Particularly, we design
Correct-Then-Explain (COTE) decoding algo-
rithm for post-explaining models. Benchmarking
various series of open-source LLLMs has yielded
several intriguing findings. For example, post-
explaining models display higher performance than
pre-explaining models. Moreover, COTE signif-
icantly enhances performance by alleviating the

alignment workload for the LLMs. Our contribu-
tions in this paper are listed as follows:

(1) We introduce the EXGEC task and establish
a corresponding benchmark consisting of a
Chinese EXGEC dataset and a comprehensive
set of automatic metrics, contributing to the
stable development of the field of EXGEC.

(2) We develop EXGEC baseline models and in-
vestigate the abilities of various LLMs using
our proposed benchmark.

(3) We conduct detailed analyses on our proposed
dataset and baselines to gain further insights.
Human evaluation experiments are also con-
ducted to confirm the effectiveness of auto-
matic metrics for error descriptions.

2 Related Work

Exploration of explainable GEC has witnessed a
paradigm shifting from fine-tuning (Kaneko and
Okazaki, 2023) to prompting (Zhao et al., 2024),
with the focus being local explanations of indi-
vidual predictions. Fei et al. (2023) construct an
explainable GEC dataset EXPECT, which is anno-
tated with evidence words and error types based on
the standard GEC benchmark (Bryant et al., 2019b).
However, EXPECT falls short of flexibility due to
the lack of natural language explanations. To fill
the gap, Song et al. (2023) propose the task of gram-
matical error explanation. They observe that GPT-4
suffers from identifying and explaining errors with
limited access to only parallel source-target pairs.
To address this issue, they fine-tune an extra LLM
as an edit extractor, which is trained on synthe-
sized data. However, all these studies overlook the
benefits of effectiveness and efficiency brought by
multi-task learning both correction and explanation
tasks, which is extensively explored in this work.

On the other hand, a similar task, called feed-
back comment generation task (Nagata et al., 2021;
Hanawa et al., 2021), focuses on sentence-level
explanations. However, it suffers from high cost as-
sociated with data annotation (Nagata et al., 2020).
Furthermore, due to the complexity of the task (Na-
gata, 2019), it is often explored with limited access
to only a subset of grammatical error types.

3 Task Definition

3.1 Grammatical Error Correction

GEC has been studied for decades, witnessing the
shift from rule-based methods to LLM-based meth-



ods. Formally, given an ungrammatical text (source
text) X = {x1,x9, -+ ,27}, a GEC model is re-
quired to correct X into a grammatically correct
counterpart (target text) Y = {y1,y2, -,y }
without changing the original semantic as far as
possible. Typically, GEC is usually treated as a
sequence-to-sequence (Seq2Seq) task, the training
objective of which is formulated as follow:

T/

Lapo=—Y log P(y: | Yer, X) (D)
t=1

3.2 Grammatical Error Explanation

GEE has been explored in several methodologies,
including sentence-level explanation and edit-wise
explanation. Since sentence-level explanation suf-
fer from over-generalization and confusion espe-
cially when a sentence contains multiple grammat-
ical errors, this work focuses solely on edit-wise
explanations. Given a source text X and its tar-
get counterpart Y, the GEE model needs to ex-
plain each grammatical error e; in X. Specifi-
cally, GEE is typically solved in a two-step pipeline
consisting of edit extraction and edit-wise expla-
nation. 1) Edit extraction produces an edit set
E = {ei,ea, -+ ,e,} that represent grammati-
cal errors in X and also clarify the transforma-
tion from ungrammatical segments of X to tar-
get segments of Y. Typically, an edit contains
four key elements: source position sp, source con-
tent sc, target position tp, and target content tc.
The process of edit extraction can be easily accom-
plished using alignment-based evaluation toolkits
like ERRANT (Bryant et al., 2017; Felice et al.,
2016) and CLEME (Ye et al., 2023). 2) Edit-
wise explanation generates a set of explanations
E' = {€|,é,, - e}, with each explanation €]
corresponding to e;, given the source and the target
texts. Although the design of explanation varies
across related work (Song et al., 2023; Zhao et al.,
2024), the typical training objective of GEE models
is presented as follows:

E=f(X,Y) 2)

n
Lopm =Y logP(ej| X,Y,e;)  (3)
i=1
where f : (X,Y) — E = {(spi, sci, tpi, tei) }iy
is the edit extraction function used to extract edits
of X and Y, and n is the number of edits.

Existing studies (Song et al., 2023; Fei et al.,
2023) focus on developing GEE models that can
generate more reasonable explanations. However,
an extra GEC model is compulsory to allow GEE
models to generate explanations if only source texts
are offered, thus resulting in an issue of low effi-
ciency. Furthermore, there exists a gap between
GEC and GEE models if they are trained on differ-
ent data with domain shift.

3.3 Explainable Grammatical Error
Correction

To get rid of the drawbacks brought by the natures
of GEE, we propose the EXGEC task which aims
to perform both correction and explanation tasks si-
multaneously. The motivation of combining these
two tasks majorly falls on two aspects. First, a
branch of existing studies (Wiegreffe and Maraso-
vic, 2021; Hartmann and Sonntag, 2022; Li et al.,
2022, 2024) have demonstrated training with ac-
cess to human explanations can improve model per-
formance. It is also intuitive that either of GEC and
GEE tasks can mutually benefit from each other
when training in a multi-task manner. Second, it
is more time-saving and cost-efficient to deploy
a single EXGEC model rather than two detached
models in foreign language education platforms.

In this task, the only input element is an un-
grammatical source text X, and the EXGEC model
learns to output both the grammatically target text
Y and explanations E’. Similar to GEE, EXGEC
follows the edit-wise style of explanation, and it is
categorized into two different settings by the order
of correction and explanation tasks, with the basic
scheme of multi-task learning.

Post-explaining. Models are trained first to gen-
erate target texts (Camburu et al., 2018), which
allows the explanations to be explicitly conditioned
on the target texts, thus ensuring high faithfulness
of explanations towards the target texts. The train-
ing objective is as follows:

T
l:post - - ZIOgP(yt | Y<t7X)
= 4)

n
=D log P(ej | X,Y,e:)

i=1

The inference of post-explaining models is rep-
resented as follows:

Y = EXGECpost (X) ®)
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Figure 2: Overview of benchmark construction and model development. We show the inference process of the

post-explaining model in particular.

E, == EXGECpost (Xa Y7 f(X7 Y)) (6)

With the target texts generated ahead, post-
explaining models can output explanations con-
ditioned on the specific edits that are extracted by
aligning the source and the target texts, thus im-
proving accuracy and faithfulness of explanations.

Pre-explaining. This type of models are trained
conversely, whose mechanism is similar to the
Chain of Thought (CoT) technique. Pre-explaining
models are supposed to make full use of syn-
thesized explanations to generate elaborated tar-
get texts. With minimal modification from Equa-
tion (4), the training objective of pre-explaining
models is as follow:

Lpe == log P(e; | X)
=1

- )
- ZlogP(yt | Yoi, X, E')

t=1
Notably, pre-explaining models may struggle to
generate well-formed edit-wise explanations due
to the inaccessibility to the edit extraction function
f, which necessitate both the source and the target
texts. Similarly, the inference of pre-explaining
models is presented as follows:

E' = EXGECpe(X) (®)
Y = EXGECe(X, E') )
4 EXCGEC Benchmark

To facilitate the development of EXGEC task, we
construct EXCGEC, the first benchmark for ex-

plainable Chinese GEC particularly. As illustrated
in Figure 2, we begin by the process of data cura-
tion, which consists of explanation design in Sec-
tion 4.1, explanation synthesis and refinement in
Section 4.2. Then we gain in-depth understanding
of GPT-4 (Achiam et al., 2023) in EXGEC by fur-
ther analyzing generated data in Section 4.3, where
we summarize common failure modes in invalid in-
stances. Finally, we introduce a series of automatic
metrics for evaluating explanations in Section 4.4.

4.1 Explanation Design

In the pursuit of comprehensiveness and plausibil-
ity, we adopt a hybrid strategy for edit-wise expla-
nations, where each edit is explained through three
aspects, including error type labels, error severity
levels, and free-text error description. 1) Error
type labels allow language learners to comprehend
and infer syntax and grammar rules in an inductive
manner. In particular, we employ a two-tier hier-
archical taxonomy including 5 major types and 16
minor types shown in Table 1, inspired by exist-
ing studies (Liping, 2014; Peng et al., 2021; Zhang
et al., 2022). The detailed description of various
error types are included in Appendix A.1 and A.2.
If an edit covers multiple error types, we select the
one with the highest granule. 2) Error severity
levels, ranging from 1 to 5 points, indicate the sig-
nificance of a specific grammatical error. 3) Error
descriptions are the most crucial and flexible ele-
ment. These provide keywords, pertinent linguistic
knowledge, causes of errors, and revision guidance
in a free-text format. We stipulate well-defined
error description should meet three principles: flu-
ency, reasonability (making sense to humans), and



Major Type Minor Type

Dataset Sentences Edits/Sent. Chars/Sent.

FR&E. T4 (Punctuation Redundancy)
Punctuation-level Error #7525 (Punctuation Missing)
FrA %A (Punctuation Misuse)
FEIRIGHIR
Phonetic Confusion Error
FIARVEE R
Glyph Confusion Error
TN B AL B 1R
Internal Character Misplacement Error
fin % SRR PFE B R
Named Entity Misspelling
A1 TU4% (Word Redundancy)
17 ZE K (Word Missing)
1A E 15 (Word Misuse)
WFFA (Improper Word Order)
BEENE (Llogicality)
f)50Z4#E (Run-on Sentence)

Spelling-level Error

Word-level Error

Sentence-level Error

&R/ #E15% (Inconsistency Error)
1B SR (Ambiguity Error)
ES A (Inconsistent Tone)

Other

Other Special Error

Table 1: Hierarchical taxonomy of grammatical error
types defined in our benchmark.

faithfulness (targeted to a specific edit). To ensure
the reasonability and faithfulness, the error descrip-
tion must mostly conform to the syllogism form
of deductive reasoning: [major premise: seman-
tic rules and related knowledge], [minor premise:
the reason for the error in the text], and [explain
how to correct it]. Further, any evidence from the
source X must be enclosed within special markers

[ ] . Similarly, correction content that occurs in
the target sentence Y must be enclosed within { },
as indicated in Figure 1.

4.2 Explanation Synthesizing

Annotating high-quality explanations in a large
scale poses a huge challenge to our benchmark
construction. Hence, we leverage GPT-4 to synthe-
size edit-wise explanations efficiently. To achieve
this, we first select 10,000 parallel samples across
6 existing benchmarks or datasets of Chinese GEC,
with the details listed in Table 2. We pick out only
the samples with changed target sentences, and se-
lect the single target sentence with the most edits
if a sample is annotated with multiple target sen-
tences. Then, we prompt GPT-4 to generate edit-
wise explanations following in-context learning.
To ensure faithfulness of synthesized explanation,
we first extract edits using the toolkit CLEME (Ye
et al., 2023). Inspired by Li et al. (2022), we then
employ the Rationalization Prompting (RP) strat-
egy, where we concatenate task definition, demon-

FCGEC 41,340 1.0 53.1
YACLC-minimal-dev 1,839 2.9 259
MuCGEC-dev 1,137 32 38.5
NaCGEC-dev 500 1.1 56.2
NLPCC-test 2,000 2.0 29.7
HSK 156,870 14 27.2
EXCGEC (FCGEC) 2,308 1.1 55.1
EXCGEC (YACLC) 1,235 35 24.3
EXCGEC (MuCGEC-dev) 789 33 404
EXCGEC (NaCGEC-dev) 449 1.1 56.1
EXCGEC (NLPCC-test) 1,611 1.7 28.9
EXCGEC (HSK) 1,824 2.1 32.0
EXCGEC 8,216 2.0 38.8

Table 2: Dataset statistics of the EXCGEC benchmark.

strations, and a parallel sample (X,Y") with ex-
tracted edits £ = {ej, eq,- - ,e,} as the prompt.
For each error type, we provide the definition, a sug-
gested template of error description, and a demon-
stration. The prompt is listed in Appendix A.3.

4.3 Explanation Refinement and Analysis

Benefiting from the extensive knowledge acquired
during the large-scale pre-training process, GPT-4
is able to generate fluent, reasonable and plausible
explanations in most cases, meeting the require-
ments with specified instructions. However, GPT-4
is not guaranteed to produce all high-quality ex-
planations due to hallucination, and the patterns of
those invalid explanations are referred to as failure
modes. Therefore, we hire 12 native speakers, all of
whom are graduated students, to screen out invalid
explanations. We finally obtain 8,216 clean sam-
ples out of 10,000 samples. We further investigate
the failure modes of invalid explanations generated
by GPT-4, which is provided in Appendix A.4.

4.4 Automatic Metrics

Recent studies leverage human evaluation for eval-
uation of GEE due to the lack of enough annotated
samples, posing a challenge for efficient develop-
ment of EXGEC systems. In this paper, we intro-
duce a comprehensive set of automatic metrics for
both correction and explanation parts.

Correction. We employ CLEME and ChER-
RANT to evaluate the correction performance.
Both are edit-based metrics that output P/R/Fg 5
scores, and they have been proven reliable metrics
for GEC on CoNLL-2014 (Ye et al., 2023).

Explanation. Since an edit-wise explanation con-
sists of three critical elements, we define respec-
tively automatic metrics for them. 1) Accuracy



Algorithm 1 COTE Decoding Algorithm

Input: Source text X, a post-explaining model M, and the
edit extraction function f.
Output: Target text Y, and explanations E'.
: Y + BeamSearch(M (Json(X)))
E 0
if Y = X then
return Y, £’
end if .
E + f(X,Y)
E' + Top-P(M(Json(X,Y, E)))
return Y, £’

A U ol S e

and Macro-F1 scores are computed for error type
clarification, following the conventional evaluation
protocol of text clarification (Li et al., 2020). 2)
We report mean absolute error (MAE) to shown
the deviation of hypothesis error severity levels to-
wards ground truth ones. 3) We employ various
metrics for evaluating the free-text explanation de-
scription, including BLEU, METEOR, ROUGE-1,
ROUGE-2, and ROUGE-L. We leave the analysis
on effectiveness of these metrics to Section 7.2.

5 Method

5.1 Training

To streamline the training process covering all the
tasks mentioned in Section 3, we treat all of them
as a unified Seq2Seq task. To achieve this, we lin-
earize the data in the format of json (Gao et al.,
2023). This structured approach simplifies the
process of output parsing involving three types
elements of edit-wise explanations, and provides
a consistent and controllable view to distinguish
tasks, enabling the model understand essential task
elements and their relations. Therefore, we train all
models using the same smooth cross entropy loss,
regardless of the specific task.

5.2 Inference

For post-explaining EXGEC models, we design a
specific Correct-Then-Explain decoding algorithm
called COTE, which is presented in Algorithm 1.
First, we employ the greedy beam search decoding
strategy for the correction part, which is benefi-
cial to relieve the over-correction problem that is
common on LLMs (Cao et al., 2023; Loem et al.,
2023; Li et al., 2023a). Then, we apply CLEME
to extract edits. Notably, we merge adjacent ed-
its with distance less than 2 characters to avoid
fragmented edits. Finally, we leverage the Top-
p decoding strategy for generating explanations,

encouraging diversified natural language explana-
tions. It is worth noting that COTE is not accessible
to pre-explaining models since the edit extraction
tool necessitates both a source text and a target text.

6 Experiments

6.1 Experimental Settings

Backbones. We benchmark three series of LLMs,
including Llama-3 (Touvron et al., 2023), Qwen-
1.5 (Bai et al., 2023), and DeepSeek (Bi et al.,
2024). For each series of LLMs, we experiment
with their base and chat (or instruct) versions to in-
vestigate whether further alignment training bene-
fits the task. All results are based on EXCGEC-test.
Training details are reported in Appendix B.1.

Evaluation. We report experiment results using
the metrics introduced in Section 4.4, calculated
using open-source toolkits including NLTK (Bird
and Loper, 2004), rouge (Lin, 2004), and scikit-
learn (Pedregosa et al., 2011). Particularly, we
observe many hypothesis edits are not covered in
references, making it impossible to evaluate the
subsequent explanations for these edits. To address
this, we introduce two extra indicators, namely Hit
and Miss rates. A hypothesis edit overlapping with
a reference edit is designated as a hit edit, while a
reference edit without any match with hypothesis
edits is deemed a miss edit. The hit rate is defined
as the ratio of hit edits to all hypothesis edits, and
the miss rate as the ratio of miss edits to all refer-
ence edits. Only hit edits are used to determine the
evaluation outcomes for explanations.

6.2 Results of Multi-task Models

The preliminary results from both the post- and pre-
explaining models are presented in Table 3, from
which we can make some conclusions.

Post-explaining models consistently outperform
pre-explaining models. In relation to the cor-
rection aspect, all post-explaining models obtain
higher Fy 5 scores than pre-explaining models, re-
gardless of the applied backbones. A similar pat-
tern is observed in the explanation part, where all
the pre-explaining models invariably underperform
their post-explaining counterparts. This suggests
that a complexity for LLMs in initially explain-
ing grammatical errors. And once pre-explaining
models generate flawed explanations, the ensuing
distraction impedes their ability to accurately cor-
rect the source text.



Model Correctiont Explanation

CLEME (P/R/F;5) ChERRANT (P/R/Fy5) Hitt Miss|] Acct FI1t MAE| BLEUt METEORT ROUGE- (1/2/L)t
Qwenl.5-7B-base 26.00/26.54/26.10 33.87/20.16/29.81 67.29 56.81 60.99 29.82 0.80 1522 39.05 49.747123.28/34.32
Qwenl.5-7B-chat 28.31/21.21/26.54 36.74/17.26 / 29.98 68.94 64.83 61.98 29.62 0.75 1549 38.88 50.32/24.25/35.24
‘Llama3-8B-base  20.92/23.60/21.40  2881/17.78/25.63 6154 5838 5839 25.12 091 1454 3784  49.53/23.19/3458
Llama3-8B-instruct 21.33/26.05/22.14 29.00/19.40/26.39 6140 55.71 59.16 25.63 0.88  14.70 36.89 49.41/23.54/34.87
‘DeepSeek-7B-base  2621/7.00/1692  3600/7.04/19.75  69.92 8539 60.64 2647 079 1507 3805  50.19/24.10/34.90
DeepSeek-7B-chat  25.46/18.51/23.68 34.02/15.75/27.62 67.52 66.64 58.11 2445 0.84 1394 36.97 48.66/22.70/34.23
Qwen1.5-7B-chat 13.76 /13.42 / 13.69 19.27/9.93/16.22 29.49 80.24 2335 822 117 7.75 27.67 40.47 /15.00 / 28.20
Llama3-8B-instruct ~ 7.12/11.17/7.68 10.86/8.57/10.31 23.88 73.06 24.31 8.78 121 5.78 23.07 37.57/13.47/27.19
DeepSeek-7B-chat 9.93/8.26/9.55 14.28/7.07/11.86 2472 78.67 19.12 584 1.29 5.91 23.95 37.59/13.11/26.78

Table 3: Main results of multi-task learning models. Resu
while those of pre-explaining models are in the botfom blo

Its of post-explaining models are listed in the fop block,
ck.

Explanation

Acct F1t MAE| BLEUt METEORT ROUGE-(1/2/L)

Model Correctiont

CLEME (P/R/Fp5) ChERRANT (P/R/F;;) Hit}
Qwenl.5-7B-base ——— ——— 98.42
Qwenl.5-7B-chat 62.59/87.35/66.35 67.58/69.53/67.96 99.93
‘Llama3-8B-base — — 99.42
Llama3-8B-instruct  69.10/ 90.90 / 72.58 73.75/74.37/73.87 99.63
‘DeepSeek-7B-base  —/—/— - — 99.93
DeepSeek-7B-chat  41.12/79.02/45.48 48.35/53.20/49.25 99.93

6.14 8500 43.32 073 1970  43.18  53.48/27.79/38.12
043 81.53 39.56 073 17.88 4140  51.73/28.81/3651
227 8327 4051 089 2052 4337  54.32/29.05/39.49

1.67 8599 41.84 078 2073 4298  54.60/29.64/40.04
354 8506 40.19 071 2078 4348 54.07/29.18/39.57
040 81.17 3593 074 1957 4232 53.12/28.03/38.59

Table 4: Ground truth results of multi-task learning models

. We report the explanation performance (right block) of

post-explaining models conditioned on source texts and ground truth target texts. Contrarily, we report the correction
performance (left block) of pre-explaining models conditioned on source sentences and ground truth explanations.

Model Correctiont

Explanation

CLEME (P/R/F,;) ChERRANT (P/R/Fy;) Hitt

Miss| Acct F11 MAE| BLEUt METEORT ROUGE-(1/2/L)

Post-explaining  28.31/21.21/26.54
13.76 / 13.42/ 13.69
32.45/23.93/30.29

36.74/17.26 /29.98
19.27/9.93/16.22
40.50/19.58 / 33.37

68.94
29.49
88.53

Pre-explaining
Pipeline

64.83 61.98 29.62 0.75 15.49 38.88 50.32/24.25/35.24
80.24 2335 822 1.17 7.75 27.67 40.47/15.00/28.20
57.42 7480 34.84 0.75 16.44 39.76 50.62/24.56 / 35.71

Table 5: Comparison of the multi-task solutions and the GEC-GEE pipeline solution based on Qwen1.5-7B-chat.

Chat models outperform base models. For post-
explaining models, we observe all chat or instruct
models gain slightly higher Fy 5 correction scores,
and they also marginally outperform their base ver-
sion counterparts in the explanation task. It in-
dicates that additional alignment training (Wang
et al., 2023) can benefit the EXGEC task.

6.3 Ground Truth Results

In order to study the isolated performance of multi-
task models, we provide part ground truth informa-
tion in advance during the inference stage. Specifi-
cally, we provide ground truth target texts for post-
explaining and report their performance of expla-
nation. Conversely, we offer ground truth expla-
nations for pre-explaining and report their perfor-
mance of correction. This experimental setting
allows for revealing the specialized performance,
eliminating the distraction of previously generated
contents. The results are presented in Table 4.

For the task of explanation, two base models
slightly outperform chat models. Specially, the
base version models of Qwen and DeepSeek ex-
hibit a minor increase in performance over their
chat/instruct counterparts on classifying error types
and providing error descriptions. However, this is
not true for Llama3, where the LLlama3-instruct
model obtain the highest Acc, METEOR and
ROUGE scores. Also noteworthy is the signifi-
cantly lower miss rates of chat/instruct models com-
pared to base models, indicating a tendency for the
latter to overlook explanations, even when ground
truth target texts are available. These findings con-
tradict the joint results in Table 3. We speculate the
reason is base models may be more susceptible to
low-quality self-generated corrections.

Ground truth explanations tremendously im-
prove correction performance. Since the expla-
nations include explicit clues for corrections such
as evidence words and revision advice, it is effort-



C ti
Model orrection?

Explanation

CLEME (P/R/Fy5) ChERRANT (P/R/F,5) Hit? Miss| Acet F1t MAE| BLEU} METEOR? ROUGE-(1/2/L)

Beam search  28.31/21.21/26.54
Top-p 19.45/27.05/20.61

36.74/17.26 / 29.98
24.83/19.14/23.44

99.22 19.05 83.93 4448 0.71
99.93 0.40 81.53 3956 0.74 17.88

2271 44.28

41.40

55.55/32.26/42.34
51.73/25.81/36.51

Table 6: Comparison of the post-explaining model with different token-wise decoding strategies. Note that the
explanation performance is conditioned on ground truth target texts in order to exclude unrelated interference.

Hit} Miss| Acct FIt MAE| BLEU? METE! ROUGE- (1/2/L)}

wCOTE 99.93 043 81.53 39.56 0.74 17.88 41.40 51.73/25.81/36.51
w/o COTE 49.64 54.01 4251 17.77 0.93 11.53 33.81 46.35/19.34/31.28

Table 7: Ablation results of COTE from the same
Qwenl.5-7B-chat post-explaining model.

Pearson Spearson

Human v.s. BLEU 09222  0.6571
Human v.s. METEOR 09280 0.7714
Human v.s. ROUGE-1 09464  0.8286
Human v.s. ROUGE-2 09175  0.4857
Human v.s. ROUGE-L 09352  0.6571
Aj vs. Ay 0.9874  0.9429

Table 8: Correlations between human judgements and
metrics for error descriptions.

less for pre-explaining models to correct the source.

6.4 Comparison with Pipeline

We compare the results of multi-task models and
GEC-GEE pipeline with COTE in Table 5. It indi-
cates that the pipeline can improve both correction
and explanation performance, highlighting the chal-
lenges of learning a multi-task model for EXGEC.

7 Analysis
7.1 Ablation Results

‘We conduct ablation studies on Qwenl.5-7B-chat
to provide in-depth insights into post-explaining
models. We also study the effect of model sizes in
Appendix B.2 and provide a case study for different
LLMs in Appendix B.3.

Effect of COTE. The impact of COTE intro-
duced in Section 5.2 is examined in this section.
We provide the post-explaining model with ground
truth target texts, which allows us to focus on the
explanation performance. The results presented in
Table 7 reveal a huge performance drop if we do not
leverage COTE, especially the hit and miss rates.
This demonstrates the effectiveness of COTE.

Effect of token-wise decoding strategies. By
default, we employ beam search decoding for cor-

rections and top-p decoding for explanations. In
this section, we explore the reverse setting, and the
results are reported in Table 6. When switching
from beam search to top-p for correction, we ob-
serve a huge performance drop in precision and Fy 5
and increase in recall, which means top-p encour-
ages LLMs to over-correct (Cao et al., 2023). On
the other hand, leveraging beam search improves
explanation performance, suggesting the potential
benefits of a greedy decoding algorithm for the task.
However, we notice that beam search also increases
the miss rate. We speculate that beam search may
discard some low-likelihood explanations.

7.2 Human Evaluation for Error Descriptions

Despite the efficiency of automatic metrics in eval-
uating error descriptions, their accuracy remains
to be confirmed. Therefore, this section attempts
to demonstrate the suitability of different metrics
by comparing their corrections with human judge-
ments. We report the correlations between two
human annotators and the ones between average
human ratings and metric scores in Table 8. We ob-
serve the inter-annotator correlations are close to 1,
meaning it is relatively easy to determine the qual-
ity of error descriptions for human. Among various
metrics, ROUGE-1 achieve the highest correlations,
followed by METEOR. All the introduced metrics
show moderate or high correlations, indicating that
it is advisable to employ them as proxies for hu-
man evaluation. We provide the detailed annotation
guidance and rating rules in Appendix B.4.

8 Conclusion

We propose and formulate the task of EXGEC,
overcoming the limitation of previous studies that
fail to establish the interaction of both correction
and explanation tasks. To develop the task, we
propose the EXCGEC benchmark, based on which
we develop baseline models in multiple settings.
Extensive experiments and analyses reveal several
challenges of the task, and we hope this paper can
serve as a starting point for future exploration.



Limitations

Inferior performance of multi-task models. In
our experiments, we observe the pipeline solution
outperform the multi-task solutions, regardless of
correction or explanation tasks. This suggests that
the multi-task models struggle to reap positive
benefits from the interaction of both tasks. We
leave the exploration of effective multi-task learn-
ing EXGEC models to the future work.

Limitations of synthesizing datasets. LILM-
augmented datasets may include some unintended
biases towards or inaccuracies, resulting in skewed
or unfair outcomes in applications. Second, it is
necessary to manually filter out invalid data in order
to ensure the quality of datasets. But it is indeed a
advisable method to construct datasets using LLMs,
considering its efficiency.

Adaptation to other languages. The general de-
sign of our proposed edit-wise explanations can
be easily adapted to other languages. However,
the detailed design may not be suitable to other
languages. For example, the two-tier hierarchical
taxonomy of error types is tailored for Chinese.

Ethics Statement

Our proposed benchmark is built upon existing
datasets, backbones and metrics, all of which are
publicly available. We have cited the corresponding
authors or projects of them, and confirm that they
are consistent with their intended use.

Additionally, we conduct human evaluation ex-
periments to ensure the quality of the dataset and
find out the correlations between metrics and hu-
man judgements. To achieve this, we hire 12 native
speakers, all of whom are graduated students. Each
annotator could complete the entire annotation pro-
cess within approximately 6~8 working hours. All
annotators were paid for their work, with an aver-
age salary of approximately $5 per hour.
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A Benchmark Details

A.1 Description of Grammatical Error Types

In the taxonomy of Chinese grammatical errors, we
first divide grammatical errors by their effecting
granular into 5 major types, including punctuation-
level, spelling-level, word-level, sentence-level,
and other special errors. This section will clarify
all involved grammatical error types by providing
detailed description and corresponding examples
listed in Table 7?7 .

Punctuation-level Error. This type of grammat-
ical errors primarily involves redundancy, missing,
and misuse of punctuation.

» FrATU4R (Punctuation Redundancy). The
type of punctuation redundancy refers to the
insertion of punctuation in unnecessary places.
For punctuation redundancy errors, first ex-
plain the role of the punctuation symbols in-
volved, and then explain the reasons for punc-
tuation redundancy in the current case.
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o IR mZE K (Punctuation Missing). Punctu-
ation missing mainly refers to the omission
of punctuation that should have existed in the
middle and end of a sentence. For the explana-
tion of punctuation missing errors, first point
out the evidence words and missing punctua-
tion symbols, and then explain the role of the
added punctuation in this context.

¥r A% H (Punctuation Misuse). Misuse of
punctuation is very common in daily Chinese
writing. For cases of punctuation misuse, first
briefly explain the roles of misused punctua-
tion and correct punctuation, and then explain
sufficient reasons for correction.

Spelling-level Error. Spelling-level errors refer
to people who, due to carelessness or lack of knowl-
edge, write incorrect characters or words during the
writing process. The type is so common that Chi-
nese Spelling Check (CSC), as a standard NLP task
specialized in spelling-level errors, attract the at-
tention from many researchers. Inspired by these
studies, we categorize spelling-level errors further
into 4 sub-classes.

FEHIRVEEE % (Phonetic Confusion Error).
Phonetic confusion errors are caused by mis-
using the Chinese characters with the same or
similar pinyin. The vast majority of Chinese
Internet users are using pinyin input method,
so many Chinese spelling-level errors on In-
ternet fall in this type.

FILIRE % (Glyph Confusion Error).
In addition to pinyin input method, some
users apply Wubi input method or other glyph-
based input methods. In this case, they are
prone to spelling errors due to confusion of
fonts or strokes.

A=)

TNEF A AL 515 (Internal Character
Misplacement Error). Internal character mis-
placement error refers to expressing a multi-
character word in disorder of characters. The
type seldom happens for native speakers, but
sometimes in texts written by L2-speakers.
For example, the spelling-level error “t /A7

falls in this type and should be corrected to
“/ZA\;i\”-

fir 44 SR PF 5 55 1% (Named Entity Mis-
spelling). There are numerous named entity
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words in Chinese, such as person names, or-
ganization names, place names, and all other
entities identified by terminologies. These
words are also very prone to spelling errors.

Word-level Error. Word-level errors often refer
to misuse of individual words or idioms in a sen-
tence, but the syntactic structure of the sentence is
correct. This type of error belongs to the most com-
mon category in Chinese text errors and can usually
be subdivided into the following three types:

« A& 4R (Word Redundancy). The simul-
taneous appearance of words with the same or
similar meanings in a sentence can cause se-
mantic repetition and sentence redundancy,
which is known as word redundancy. Re-
peated words often appear adjacent to each
other, so it is important to pay attention to
whether the meanings of adjacent words are
exactly the same. If they are the same, it may
lead to the problem of word redundancy.

175 % 2% (Word Missing). In modern Chi-
nese, sentences generally have six major com-
ponents, namely subject, predicate, object, at-
tributive, adverbial, complement, etc. A sen-
tence must express a complete meaning, and
its structure must also be complete. The so-
called complete structure does not mean that a
sentence must have the usual six components,
but rather that the sentence should be com-
posed of the necessary components to express
the complete meaning. If the necessary sen-
tence components are missing, it will cause
the phenomenon of word missing.

T1E1%H (Word Misuse). Word Misuse in-
dicates improper use of words in the text. The
main cause of this error is the author’s insuffi-
cient understanding of the meaning and part
of speech of a certain word.

Sentence-level Error. This type mainly involves
sentence-level issues, not just individual words or
characters. Sentence-level errors are often caused
by violating common syntactic structures, or not
following objective reasoning.

* 1772 (Improper Word Order). Proper
word order is essential to express exact mean-
ing in Chinese. Writing texts without accurate
word order results in the type of improper
word order. If a sentence is not combined



according to the intended meaning, it may
lead to confusion in the sentence structure,
resulting in an imbalance in the relationship
between sentence components and affecting
the expression of sentence meaning.

P ANIE (Iogicality). Illogicality refers
to a sentence that conforms to grammatical
norms but does not conform to logical rea-
soning. Illogicality can be caused by many
reasons such as improper logical order, causal
confusion, and reversal of subject and object.

f)3Z4# (Run-on Sentence). Run-on Sen-
tence in Chinese usually refers to the use of
two formats or sentences with similar or iden-
tical meanings in one sentence. People origi-
nally used one format when writing sentences,
but due to interference from other factors such
as sentence content, they may unconsciously
switch to another format, resulting in a mix-
ture of the two formats.

Other Special Error. Besides the above gram-
matical error types, other several types can not eas-
ily fit in the mentioned major types. So we classify
them to other special errors.

« BN #5153 (Inconsistency Error). Inconsis-
tency errors are ones involved in the mistaken
referential relationship between two words,
and explaining this grammatical error requires
knowledge of the referential relationship be-
tween each word.

I Y %%1% (Ambiguity Error). Ambiguity
errors happen when a word or a sentence can
be understood as having multiple meanings.

1BES A (Inconsistent Tone). Inconsis-
tent tone refers to the inconsistency of tone be-
tween the preceding and following sentences.

Additionally, we define the grammatical error
type Other as ones that do not fit in any of the
above error types. These errors are usually involved
in rather significant modification and sometimes
change the original semantics.

A.2 Examples of Error Types
We list the examples of error types in Figure 4, 5, 6.

A.3 Prompt of Generating Explanations

The prompt we use to generate explanations is
shown in Figure 8. We also provide an English
version in Figure 9.
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Figure 3: Distribution of 7 kinds of LLM errors.

Configuration Value
Fine-tuning
Devices 2 Tesla A100 GPU (80GB)
Epochs 5
Finetuning type Lora
Train batch size per GPU 2
Eval batch size per GPU 1
Gradient accumulation steps 16
Optimizer AdamW
(B1=0.9,0, =098, =1 x 1079
Learning rate 5x107°
Learning rate schedule cosine decay
‘Warmup steps 20
Eval steps 200
Cutoff length 1024
Preprocessing workers number 16
Numerical precision fpl6
Weight decay 0.05
Inference
Beam size 5
Top-p 0.8
Max new tokens 2048
Temperature 0.7

Table 9: Hyper-parameter values used in our experi-
ments.

A.4 Detailed Description of LLM Failure
Modes

We categorize the failure modes in our case into
seven major reasons: incorrect type, incorrect
severity, incorrect format, incorrect template, non-
fluency, unreasonability, and unfaithfulness. One
expert annotator is asked to classified the sampled
100 invalid explanations, where an explanation may
be categorized into multiple failure modes. The an-
notation results, illustrated in Figure 3, reveal that
GPT-4 tend to mis-classify grammatical errors and
providing unfailthful error descriptions. On the
other hand, GPT-4 is capable to a large extend to
offer well formed, fluent, and reasonable expla-
nations, demonstrating the effectiveness of LLM
annotation on this task.

The definitions of seven failure modes of expla-



Model Correctiont

Explanation

CLEME (P/R/¥,5) ChERRANT (P/R/Fy5) Hit? Miss| Acct

F1t MAE| BLEUt METEOR?T ROUGE-(1/2/L)

Qwenl.5-1.8B-chat
Qwenl.5-4B-chat
Qwenl.5-7B-chat

21.11/19.28/20.72
22.49/20.84/22.14
28.31/21.21/26.54

28.91/15.70/24.74
30.57/16.85/26.29
36.74/17.26 / 29.98

59.94 65.14 5580 2327 0.89 10.19 34.35 48.66/22.70/34.23
6291 62.70 57.16 2531 0.85 11.61 35.91 46.83/19.59/30.86
68.94 64.83 6198 29.62 0.75 1549 38.88 50.32/24.25/35.24

Table 10: Comparison of post-explaining models with various model sizes.

nations are as follows:
* Incorrect type: the error type is incorrect.

¢ Incorrect format: the evidence content and
the correction content are not highlighted by
special markers () or{}.

Incorrect template: the error description
does not follow the syllogism form of deduc-
tive reasoning.

Non-fluency: the error description is non-
fluent or unreadable.

Unreasonability: the error description con-
tains obvious mistakes about linguistics, thus
making it unacceptable for human.

Unfaithfulness: the error description is not
targeted to the given edit.

B Experimental Details and Extra Results

B.1 Implementation Details.

We train all models for 5 epochs and select the
best model validated on EXCGEC-dev and report
its performance on EXCGEC-test. The detailed
training hyperparameter values of the all models in
our experiments are shown in Table 9.

B.2 Effect of Model Sizes

Table 10 indicates the varying performance across
model sizes ranging from 1.8B to 7B. We observe
consistent performance enhancement with increas-
ing model sizes.

B.3 Case Study
We provide a case study in Table 7.

B.4 Details of Human Rating

Specifically, we hire 2 native Chinese speakers
to rate the explanations generated by 6 post-
explaining models in Table 3 conditioned on
ground truth target texts. The rating scores range
from O to 100, and each annotator concurrently
rate 6 explanations for each sample. We randomly
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select 100 samples for annotation. We provide an-
notators with general scoring suggestions:

* 100 points: Explain and describe fluently (flu-
ency), introduce relevant semantic knowledge
to enhance persuasiveness (rationality), and
explain that it is aimed at the current editor
(loyalty). All aspects are impeccable, and
there is almost no better explanation or de-
scription than this.

80~-100 points: The explanation and descrip-
tion are expressed fluently, satisfy fidelity, and
have a certain degree of rationality, but there
are certain degrees of flaws.

60~-80 points: The explanation and descrip-
tion are expressed fluently, but the fidelity or
rationality is not good enough, but it is some-
what helpful for correcting the grammar error
in understanding.

30~60 points: The explanation and descrip-
tion are expressed fluently, but the rationality
is poor, and it is not very helpful for correcting
the grammar error in understanding.

0~30 points: The explanation and descrip-
tion are expressed fluently, but the fidelity is
poor, and the object of explanation is not the
current editor. There is no help in correcting
the grammar error for understanding.

0~-30 points: The explanation and description
are vague and cannot be understood. There
is no help in correcting the grammar error for
understanding.



# FRRUR

{
"input": "FTA—YEALR, © EB—SALERE.
"output": "ETN—LABE: EB—KALEEE.
"explanations": [
"error_severity 1,
“error_type": ' TR",
"error_description": " [ ] E#AT (] FREMIRTHEERE, RETX, RELEE [0 ] 5iEAES. E#E [R] =
EMES. "
¥
1
4
# IRREKX
"input": "AATEBFAEETENEZ SRR SENEIHETR, "
"output": "ANTHERE, FEETENZRERSENTS, HETFR. ",
"explanations": [
"error_severity": 1,
“error_type”: "fREE%",
"error_description": " [AXT4£%E] B [(FE...] EAME, EARNSSAZENERAESKREN. KE [H7E£7F] BRNE
S0
¥
1
¥

P UBEMN—EESMXAESD, "
T UBEMN—EESMXAEHL? ",
"explanations": [

"error_severity": 1,
“error_type”: "frmizA",
“error_description”: "GQSEIBRFAFHNHFRES, MESERRTATFNEENES. [B] BREZAR—1 5@, S (8]
BERASEAES. "

# FEREHER

"input": "FMFEHEWIAL "
"output": "EMBEEEMANAL ",
"explanations": [

"error_severity": 1,

“error_type”: "FZREHR",

“error_description”: "{E&MHE¥RAAALMFTREAFEMRIMNER, FEATFFH [(HOAA] - {BEEH0 [(F&] 234
T, SETUARPEHER. ¥ [Fa] sou{asr "

1
}

#{! FRREHR

"input": "XESGHIFFHES.
"output": "IXEEXKEIEEES. ",
"explanations": [
{

"error_severity": 1,

“error_type”: "FRREHER",

“error_description”: "{XFHERENXN, EXBEBRIMOFSEE, XWHRXF. B0 DR FRABE SRTHRLNHSE
N2 ES ) ISR e

}
# FARBFHRA

"input": "HIEEEBEHEE. "
"output": "FIFFEBIZEMH. ",
"explanations": [

"error_severity": 2,

“error_type”: "“HEREHFHFAM",

“error_description”: "{£MMIERENENN EEFRHENBREOK DA, BEEHRLOZASHIBRLNT. & (AL
H{Zmmr. "

Figure 4: Examples of error types.
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#{¥ BEXGHEER

"input": "EMIMBIEEEMA "
"output": "EMEBEEMMA. ",
"explanations": [

"error_severity": 2,

“error_type": “@ENGHEHER",

"error_description": "sE [/f] RFE [BM] X—ibE, BEEFHAEAEMNY. [B] S{UEIFREE, SET dnst
SR, &8 [EM] Soa{Emr "

f{# EETR

"input": "£FFEHTREM, ILFEEHINERT. "
"output": "ATFEET AR, ILFEEEINGE. ",
"explanations": [

"error_severity": 3,
“error_type":

1
+

f{# EEEE

"input": "RAZWMBERIWE S, AT -MEURSHKE. "
"output": "RELZKWSRWE N, AT —MARSHKE. ",
"explanations": [

"error_severity": 3,

“error_type”: “iJiEEK",

"error_description": "RIENE [ZEAWBN] METAMEE [MA] REHEEE (] , dE (] 5E (23] WEESEK
B FERKEE, TR [fb] B [RA] =87, helE [fb] RE (23] MeTE, THRENDMEDNIEEE, "

f{# HiERA

“input": “IXEF—NES/\GRE PRI E H 4 & PR BES B AIE, "
"output": "EH—NEIL/N\GEEDITEMRENEH K E G P INABEEFENLE. ",

"explanations": [

"error_severity": 3,

“error_type”: “JFiEiRA",

“error_description”: "iEBzhiE (L] MREE [EF] BEAY, [%H] —RATEALANOGEELRENRFONT. B8
[zem] Boolsks. "

#{¥ FFFY

"input": "MEFKE, PEMNSTFEKCEEMREELE, "
"output": "HEFNE, PENZFIEKEERSMRER. ",
"explanations": [

"error_severity": 4,
“error_type”: “WFAL",
“error_description”: "IXiE (B8] AFEHEENE (k] , —REEBENTZA0. 28 [BE] =% (k] sm. "

H
1
H
¥{¥ BETE
"input": "BIEIREZLRBEEAC. "
"output": "BMEIRZTEEREEC. ",
"explanations": [
"error_severity": 3,
“error_type”: “JBEAFE",
“error_description”: "REBEMEEINF, Rz [B4] F B8] . ¥¥BENFAUN BSA%] aa{sgRs). "
1
H

Figure 5: Examples of error types.
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#{¥ ARFHE

"input": "FEUBFMEEKEBELNER. "
"output": "MEUBFREKETBFRLNER. ",
"explanations": [

"error_severity": 4,

“error_type”: "&®Zg",

“error_description”: " [RER...] fl [R..8%R] BREETRANAR, BRI ERSEENERRE— N9 TEXRASEK
wRANE. EWEREHP— "

f{# TR HIR

"input": "W4RIBCRER, FRERACEGHKE. "
"output": "WFBIECRER, FREEATEGRE. ",
"explanations": [

"error_severity": 4,
“error_type”: “BF{IR",
"error_description": "4£d&hy (8] TMBR [Ex] . @ (K] WREER, &% [Eanka]l sos{EaRrRar. "

1
h

f{# e R

"input": "fIREWMAS AN, WM AINBUER, FuT e HKE, "
"output": "fIRHRES PRI XA SMNER, 0T IRXNKE. ",
"explanations": [

"error_severity": 4,

“error_type”: “BIN§ER",

"error_description": "AFHEX, —HEUERAHSIHTRNMBIEXOWSIMNER, BRMREWMN; A—HHETERASIHAR
BXARBEER . AR TS {tEERES IR XM RINUER, Fu T KFEr,

i{# ESAHE

"input": "ASEERANIYEKAME T, RAEBNAMSNRFTERIER DS ZHREIL? "
"output": "iiﬁ?fiz/l‘[ﬁ%?&“&ﬂ’ﬁi‘%ql, BAERBMSNRFETRIER A EZHREL? ",
"explanations":

"error_severity": 3,
“error_type”: “ESATHME",
“error_description”: ") [#I] RREWE, —RAATEEE. ¥ [BR] o8 ATFREDan{EE:. "

Figure 6: Examples of error types.
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"input": "BAERERRE MG, "
"output": "HAFBEMKREZMOIGE. ",

# qwenl.5-7B-Chat
"explanations": [

"error_type": "JEiEEA",
"error_severity": 3,
"error_description": " [RI¥R] BEEERMEAN. HESERNTH, TREBELTX, "ERHFEFEARE, &
) FRBRERIE, ¥¥ [RKR] Bo{ER} UREAZHZIFHEHRR. "
1,

# qwenl.5-7B-Base
"explanations": [

"error_type": "JEiEEA",

"error_severity": 2,

"error_description": "Fid [RHK] —RIEAASBBMRNBHIREHSHKFNTTH, IEXENSERARRERSR
) fEREHEHE. B, ¥ [RE] Bs{Ent NEEHBBRETBILREMREHES. "

I,

# Llama3-Instruct
"explanations": [

“"error_type": "{diEiRA",

"error_severity": 3,

"error_description": " [RI¥R] BEEMENGIE. AAKNENAFHRBNRITH, MEIBNFRENENEILRE
IPREMER. ERNFTER [ER] | RAFBILFIAKRERRESED. X% [RKR] Soo{=zmar. "

I,

# Llama3-Base
"explanations": [

"error_type": "EEIRA",
"error_severity": 2,
"error_description": " [R¥R] —HBEENEASENMEENBRIRE, MELET, EERENEXNTEIHOHFN
RHFENEX, RZER{ER}. [EH] —FEXEEFARKEIHLNNS, ERTIGER. &8 [RKR] SEn{=z
k. "

}
1,

# DeepSeek-Chat
"explanations": [

{

"error_type": "EiEIRA",

"error_severity": 3,

"error_description": "fEit ERXH, [RIR] —EABEEATREASEASEGEMNZNTA, T [FHa] WATFRERE
N REIM AR R EBITRE. RIBAR, NRANESREHEEDHEOEE, AER{ER. "

1,

# DeepSeek-Base
"explanations": [

"error_type": "EiERE",
"error_severity": 2,
"error_description: "ZEit ETRXH, [RIR] BEAFRESVESEEWSHRAIME, T [EH] WRREHE
BB RAETIMMARNIIE, RBAE, {RRI—EAHNEY, RAXBERANERNREBPHENEENRE. &8 [RR] ZH
) {Zh} UEERbFRANREMAFHEEMRRZE. "
1,

# GPT-4
"explanations": [

"error_type": "iFigizA",

"error_severity": 3,

"error_description": "#iF [&¥R] BEARERSERERNE . ARFFENENITH, MEXMERT, FEREAXR
KRR BILREMKRE, Ait, FARAKRERFEESMHAT{ZRIBRALAE [RER] | FaOFRXERHEER, "

Figure 7: A case study of all the LLMs involved in our experiments.
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/1511%—4\%%&9%%2%3&#4;&. REEEFEMCEROMYEQNEHIRE, MERAPHIREER, HEHIR, EHIRMEEERFRITY,. SEABSINER, BBRAISEEHERE
B, HIRREMBIRER. TOMERBRBEASRAEEERARANY; SEMERNEAHIROBERERANRZN; DIMERNOFHAGIEAEIRMBEAILERE, BRBENIER
AMYESR.

BMEEERA—MRENRE (edit) KFR, ATRABROSBMMBIM, RLFETFUTREN:

1) LA MAERIEEERETRE, FIEFARBSHREPNEIRNSE (sro_content) FMLEMRS (tgt_content) o

2) BFRGMEEHRDHAHLBRAEIREE (error_type) « $HIRIZH (error_severity) FEIRHMAR (error_description) .

3) MR—AHERBFES MEEAEIR, BRRERRSOEEEREITRE, RERNF: GERHERIDERIEROHSRIERATLIRIHIR.

4) SEIRABRIAFRE, REESRETIIEIRAEE:

- RRRR, RREXR, RRiRA

- FERBHR. FHRBEHR. ANBEHRMGR, SEIEHEHIR

- WERK. WEEK. WERA

- AFETY, BETE. ARG

- BREIR, BXERIR, ESTHE

- HitpgiR

RE— IEEERLAGETAHENFORE . YEEHERFNBIRERN, G—HKHA “HitER” .

5) #HIRIEEMITHEER1-55, TARSMARIEEE, BEXEE LW EHATGIE:

- 15 (RXEZENHIR) - TRE-LEANITFHRAE-LERRNORMIAE. fim: “EKRFNIEE" Bh “tEKEFnE” .

- 25 (REGEZEEIR) - WHSIRDERE, BHFTLVMTEMER. fli: “HRERRMBBEREFIR LA “RERTE T, SERAFE" .

- 35 (REEREIR) - TRARSBATFBITRY, ELEFZEMMLLOER SN, fim: “RERET” BH "REEXRT” .

- 4% (FEEEHER) - TREMER~ERRK, TT#TLNTATHEE. flm: “REERROFNERLRRIT" KA “REERROFNHE—LELNRE" .
- 54 GREFEMIEAMIR) : THESEOFRAER. flm: “bF00, REMNE" N “BREESBNUNE, BRET” .

6) HIRMRBIFFEREMIBH = BRILHR: [KAMR: EXANFARMA] UNaTR: HACAmEiRRE] (@i E]

7) #HREARERERS BLENMUEIERR, HERUTHSRIBERERTMIERRDIMUESR:

- IEHEASARGBIEEROPOXAR, FEEER (1 8E.

- YEARYAREIMEHLERFOXAR, FEAFEER( ) QE.

EE: THASEROIREE—MEEHER, BREXNGARBEESAESMELER, RLANSMELBREBOINALENOBE. HBLATRETE isontgx.

1 RRRANHIR. BSRIRRFSHIEEER.
11 FRRAR: HETLENBSBATIER. STRAAKER, SEORMSRRRFSHER, RERBTATRNERRE.
BERSTROZIRIEA: (BEARFSIECERINERAE] (BERSARNER] MflE[TEFH])
ARRTTRBMN RG] :
{

"error_sentence”: "FIA—LAE, : “EB—aMLERAE. 7 "

"correct_sentence”: "FTIA—LAM: “EP—oARAERE. 7 "

"edit": [

{
"src_interval": [6,7],

"tgt_interval": [6,6],

"src_content":

"tgt_content": ""

}
R RE:
{

"edits": [

"src_interval": [6,7],

“tgt_interval": [6,6],

"src_content": ", "

“"tgt_content”: ""

"error_severity": 1,

TR

"L 1 BEEAT OR] FRRMSRRHAEEE, RETX, RALEE [« 1 filAES. EilX UR] ZEHNES. "

"error_type": "

"error_description”

1.2 fRmER: TRENREGD. GKRS TANFENTRR. MTRLAEREROBE, BAZCHERANRAMTRATS, REERMMAFRELLLHER.
BRATAERMORNIR S : (RBERFSMBSERANERME] BERRERNRE] N GERE] §/ERmM [(EKiRR]

- J

Figure 8: The prompt used for explanation generation. For each error type, We provide the definition, a suggested
template of error description, and a demonstration for GPT-4.
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You are an excellent grammar error correction explanation model. Your task is to provide fluent, reasonable, and faithful explanations for punctuation errors, spelling errors, word errors,
and syntactic errors in erroneous sentences by carefully comparing the erroneous sentences with the corrected sentences. The explanations should include the type of grammatical error,
the severity of the error, and a description of the error. Fluency requires that the explanation itself has no grammatical errors and is expressed fluently; reasonableness requires that the
explanation of the grammatical error is acceptable to people; faithfulness requires that all grammatical errors in the sentence have corresponding explanations, and the explanations
should correspond to the correction methods of the correct sentence.
Each grammatical error is represented by an edit. To improve the reasonableness and faithfulness of the explanations, you must follow these principles:
1. Each given grammatical error must be explained, and the error content and correction content in the edits must not be modified.
2. Each grammatical error must be given a corresponding error type, error severity, and error description.
3.1f an edit contains multiple grammatical errors, choose the grammatical error with the highest priority to explain. The priority order is: syntactic-level errors > word-level errors >
spelling-level errors > punctuation-level errors.
4. Error types must not be fabricated; they can only come from the following error types:
- Punctuation Redundancy, Punctuation Missing, Punctuation Misuse
- Phonetic Confusion Error, Glyph Confusion Error, Internal Character Misplacement Error, Named Entity Misspelling
- Word Redundancy, Word Missing, Word Misuse
- Improper Word Order, lllogicality, Run-on Sentence
- Inconsistency Error, Ambiguity Error, Inconsistent Tone
- Other errors
The definitions and examples of grammatical error types will be provided later. When it is impossible to determine the specific error type, classify it as "Other errors ".
5. The scoring range for error severity is 1-5 points. Here is a detailed description and examples of each score at the grammatical and semantic levels:
- 1 point (trivial error): It may be some routine typing errors or minor word misuse that has little impact. Example: "#EK %% #33E" should be "fBiBKHFMIX"
- 2 points (minor grammatical error): It may cause confusion in expression but does not affect the overall understanding. Example: "#&ERAFIEIERB TR should be "FHERITEF
Wk, EERMAIE"
- 3 points (moderate grammatical error): It may cause parts of the sentence to be incoherent, requiring the reader to reread to understand the meaning. Example: "#3£%R% 7" should
be "REXERT".
- 4 points (serious grammatical error): It not only causes confusion in understanding but may also completely change the meaning of the sentence. Example: "#181& B R B9 FH IR
BB should be "HAAERREFHIAT—LLWHRE"
- 5 points (extremely serious grammatical error): It may make the sentence incomprehensible. Example: "fs 33583, #AXM4I%E" should be " E#HEBIDHMIE, HRET".
6.The error description must follow the deductive reasoning form of a syllogism: [Major premise: semantic rules and related knowledge] [Minor premise: the reason for the current text
error] [Explain how to correct it].
7.The error description needs to provide sufficient and comprehensive correction evidence words and use the following symbols to emphasize the evidence words and correction methods:
- Evidence words must be text segments appearing in the erroneous sentence, surrounded by [] .
- Correction methods must be text segments appearing in the corrected sentence, surrounded by {}.
Note: Most examples below contain only one grammatical error, but formal input data usually contains multiple grammatical errors, and you must provide corresponding explanations for
each grammatical error. The output must strictly follow the JSON format.

1.Punctuation-level errors: These involve grammatical errors related to punctuation marks.

1.1 Punctuation Redundancy : Refers to inserting punctuation marks unnecessarily. For redundant punctuation errors, first explain the function of the involved punctuation mark, then
explain the reason for the redundant punctuation.

Suggested template for explaining redundant punctuation: [Explain the basic usage of redundant punctuation and related evidence words] [Explain the reason for the redundant
punctuation] Delete [redundant punctuation] Example of input with redundant punctuation:
{
“error_sentence”: "FTA—EEAM, : “EH—SRLHRA. " "
"correct_sentence”: "FIl—UABL: “EH—SAALERA. " "
"edit”: [
{
"src_interval”: [6,7],
"tgt_interval”: [6, 6],
"src_content": ",

“tgt_content”

Example of output for redundant punctuation:
{
"edits": [
{

"src_interval”: [6,7],

“tgt_interval": [6,6],

“src_content": ", "

“tgt_content”

"error_severity": 1,
FRATIR"
“error_description”: " [: 1 EIRAT (] FRUMIRFIHAERE, RETY, QELEE [« ] fEANES. EilE UR] ZEHNES. ©

“error_type":

}
1.2 Punctuation Missing : Mainly refers to missing punctuation marks that should be present in the sentence, either within or at the end of the sentence. For explaining missing
punctuation errors, first identify the evidence words and the missing punctuation mark, then explain the function of the punctuation mark in that context.

Suggested template for explaining missing punctuation: [Explain the basic usage of the missing punctuation and related evidence words] [Explain the reason for the missing punctuation]
Add the missing punctuation before/after [evidence words]

J

Figure 9: The English prompt used for explanation generation.
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