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Abstract

Multimodal research has predominantly focused on
single-image reasoning, with limited exploration of multi-
image scenarios. Recent models have sought to enhance
multi-image understanding through large-scale pretraining
on interleaved image-text datasets. However, most Vision-
Language Models (VLMs) are trained primarily on English
datasets, leading to inadequate representation of Indian
languages. To address this gap, we introduce the Chitrak-
shara dataset series, covering 11 Indian languages sourced
from Common Crawl. It comprises (1) Chitrakshara-IL, a
large-scale interleaved pretraining dataset with 193M im-
ages, 30B text tokens, and 50M multilingual documents,
and (2) Chitrakshara-Cap, which includes 44M image-text
pairs with 733M tokens. This paper details the data collec-
tion pipeline, including curation, filtering, and processing
methodologies. Additionally, we present a comprehensive
quality and diversity analysis to assess the dataset’s repre-
sentativeness across Indic languages and its potential for
developing more culturally inclusive VLMs.

1. Introduction
Recent developments around Foundation Large Language
Models (LLMs) [2, 8, 14, 16, 18, 31, 35, 67, 68, 70] and Vi-
sual instruction tuning [49, 50] have significantly advanced
Vision Language Models (VLMs) [1, 9, 13, 20, 21, 38,
41, 51, 69, 71, 72], enabling seamless multimodal process-
ing of visual and linguistic data. Much of the success of
these models could be attributed to the availability of the
large amount of training datasets [17, 41, 60, 63–65, 69].
However, most of the existing multimodal research is pre-
dominantly focused on single-image reasoning, while a re-
cent line of work has begun addressing the complexities
of multi-image scenarios [5, 32, 41, 42, 54, 55, 75]. A
key factor in these advancements has been the use of in-
terleaved text-image data which offers several compelling
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advantages: 1.) Real-world applicability, as it reflects
the way humans typically process information, such as
reading documents with both text and images [6, 32]; 2.)
Versatility across scenarios, providing a unified approach
to various tasks like single/multi-image, video, and 3D
data [22, 44, 45, 74]; 3.) State-of-the-art performance,
with models trained on interleaved data consistently out-
performing those trained on image-text captioning datasets
[6, 27, 42]; 4.) In-context learning (ICL), where interleaved
formats improve the model’s ability to follow instructions
and adapt to multi-image settings [27, 42]; and 5.) Few-
shot learning, with recent studies demonstrating that inter-
leaved data is crucial for achieving strong few-shot learning
performance [6, 42, 53].

However, despite these advancements, overwhelming fo-
cus remains on English-centric and Western datasets, leav-
ing many of the world’s languages and diverse cultural con-
texts underrepresented [38, 56, 73], particularly Indian lan-
guages. While there have been recent efforts to develop in-
clusive multilingual multimodal models [4, 37, 38, 52, 73],
most of these works leverage English dataset translations,
failing to capture the cultural nuances & linguistic diversity.

To address this Language diversity gap in multimodal
datasets, we introduce Chitrakshara (“Chitra”: Image and
“Akshara”: Text) series 1 , consisting of 1). Chitrakshara-
IL: a large-scale, interleaved pre-training dataset compris-
ing of approximately 193M images, 30B text tokens, and
50M multilingual documents sourced from Common Crawl
spanning 11 languages. 2). Chitrakshara-Cap: 44M image-
text pairs with 733M tokens. The primary objectives of
Chitrakshara are to (i) support the development of vision-
language models tailored for Indic languages, (ii) ensure
linguistic and domain diversity in multimodal datasets, and
(iii) improve the overall quality and representation of Indic
languages in AI research. We outline a robust data collec-
tion pipeline, incorporating meticulous filtering and evalua-
tion steps to maintain dataset quality, cultural relevance, and
safety. Furthermore, we conduct an extensive quality and
diversity analysis to assess the representativeness of vari-

1Dataset released at https://huggingface.co/datasets/
krutrim-ai-labs/Chitrakshara
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Figure 1. Chitrakshara dataset creation pipeline

ous Indic languages and modalities within the dataset. Our
contributions could thus be summarized as follows:
• We introduce a large-scale, high-quality, India-focused,

interleaved image-text dataset, Chitrakshara-IL for
training culturally inclusive VLMs.

• We also provide an image captioning dataset
Chitrakshara-Cap based on corresponding descriptions
for training a multilingual Vision encoder (ViT) [26].

• We outline a detailed methodology for creating a multi-
modal dataset from web data, including steps for data col-
lection, filtering, cleaning, and deduplication, with spe-
cific adaptations for Indic languages.

• We conduct a comprehensive analysis of the dataset’s
characteristics, including language distribution, image
properties, and domain representation, offering insights
into its suitability for various multimodal learning tasks.

Figure 2. Illustration of multimodal document extraction from the
web. On the left, Chitrakshara-Cap includes image alt-text pairs,
while on the right, Chitrakshara-IL retains the interleaved structure
(truncated) of text & images from the source Hindi document.

2. Related Work
2.1. Web crawled datasets
For text-based pretraining, large-scale datasets such as The
Pile [29], C4 [59], RedPajama [25], RefinedWeb [57],
Dolma [66], DataComp-LM [46], and FineWeb [58] have
been instrumental in training LLMs. In the domain of mul-
timodal datasets, early efforts focused on image-captioning

datasets, as demonstrated by LAION-400M [63], COYO-
700M [17], ConceptualCaptions [65] and LAION-5B [64].
However, most of these datasets predominantly feature En-
glish and other high-resource languages, with minimal rep-
resentation of Indian languages and cultural contexts.

2.2. Multimodal Interleaved datasets
Recent efforts have focused on large-scale English multi-
modal interleaved datasets from Common Crawl to enhance
reasoning abilities, including Flamingo [5], CM3 [3], Kos-
mos [30], and Multimodal-C4 [75], with OBELICS [42]
being the first large-scale open-source variant. Chameleon
[55] and MM1 [54] reported improved performance based
on OBELICS type internal datasets, while MINT-1T [7]
further expanded pretraining dataset to 1T tokens. CoMM
[19] on the other hand explored other diverse data sources,
and OmniCorpus [48] also developed a bilingual English-
Chinese dataset. Additionally, Mantis [32], MIMIC-IT
[43], and Multimodal ArXiv [47] constructed instruction-
tuning datasets using interleaved text-image data. Closely
related, mOSCAR [27] created a multilingual interleaved
dataset for 163 languages in parallel to our work, though
its primary focus remains on European languages, lead-
ing to lower quality for Indic and other low-resource lan-
guages. We provide a comparative analysis and survey of
these datasets in Table 4 (Appendix).

2.3. India-centric multilingual datasets
Relatively few efforts have been made to develop large-
scale language models specifically for Indian languages.
Some initiatives extended and fine-tuned English-centric
models [10, 23, 28, 39, 61], while there remains a few ex-
ceptions trained from scratch [12, 35, 62]. In parallel, a few
multilingual datasets have been developed to enhance Indic
language model training. IndicNLP corpora [40] and Indic-
Corp [34] aggregated web-based content to create datasets
spanning multiple Indian languages. More recently, San-
graha [36] introduced a large-scale corpus with 251B to-
kens covering 22 languages. However, these efforts pre-
dominantly focus on textual data rather than multimodal re-
sources in contrast to our work.

3. Dataset: Chitrakshara
Our multi-lingual data creation pipeline for Chitrakshara-
IL in Figure 1 is heavily borrowed from English-only
OBELICS [42], which extracts interleaved multimodal doc-
uments from CommonCrawl’s (CC) [24] Web ARchive
Content (WARC) files. Figure 2 shows an example doc-
ument, more in Appendix. In addition, we extend the
pipeline to also create Chitrakshara-Cap consisting of im-
age and alt-text pairs2, discussed in the following sections.

2Alt text, or alternative text is a short description of an image on a web
page, commonly used to create web-crawled captioning datasets.



Hindi Bengali Tamil Malayalam Telugu Marathi Kannada Gujarati Punjabi Oriya Assamese Total
90M 55M 28M 14M 12M 11M 7.5M 6.5M 3.4M 2.3M 0.76M 230M

Table 1. Initial distribution of URLs from Common Crawl after deduplication.

3.1. HTML Pipeline
Given that CC contains approximately 50B web pages3,
with English dominating around 46% of documents, Indian
languages remain significantly underrepresented4, around
1% [35]. For instance, Malayalam constitutes only 0.017%
of a specific crawl’s records5, while Hindi—despite be-
ing the third most spoken language globally—contributes
merely 0.2% of CC data. We thus use 95 CC dumps span-
ning from years 2013 to 2023 to maximize document cover-
age and curate a multimodal dataset over 230 million URLs,
filtering Indic language web documents using FastText LID
(language detector) [33] and other deduplication heuristics
on CC data. Table 1 provides the language distribution of
the considered URLs in the corresponding WARC files.

3.2. Content Refinement Pipeline
Next, we develop a rule-based DOM (Document Object
Model) pruning framework to remove extraneous elements
from HTML documents. Leveraging prior research [42],
we extract text from specific HTML tags called DOM text
nodes (eg. <p>, <h*>, and <title>, etc.) and <img>
tags as DOM image nodes. We apply context-aware rules to
eliminate unnecessary elements while preserving key struc-
tural components. Our approach also involves converting
formatting tags into standard line breaks, condensing redun-
dant whitespace, and removing HTML comments. These
refinements resulted in a tenfold reduction in HTML size
while maintaining 98% of the essential text and images.

3.3. Multimodal Document Assembly
Once the HTML documents were cleaned, they were trans-
formed into structured multimodal documents while main-
taining their original layout semantics. This conversion pro-
cess involved linearizing nested DOM structures into in-
terleaved text-image sequences. We follow OBELICS in
meticulously preserving the document’s original structure
by retaining line breaks, paragraph boundaries, and layout
separators. Image elements were extracted alongside their
contextual descriptions to maintain semantic coherence.

3.4. Hierarchical Content Filtering
To ensure dataset quality, we further implemented a multi-
stage filtering framework.

3https://registry.opendata.aws/commoncrawl/
4https : / / commoncrawl . github . io / cc - crawl -

statistics/plots/languages
5https://blog.qburst.com/2020/07/extracting-

data-from-common-crawl-dataset/

Image Filtering: At the node level, images were dis-
carded if they did not meet predefined criteria, such as for-
mat (restricted to JPEG, PNG, and WEBP), dimensions (at
least 150 pixels on either side), or aspect ratio constraints
(between 1:5 and 5:1).

Paragraph level Filtering: Similarly, textual content
was filtered using linguistic heuristics adapted from exist-
ing research [35]. Specifically, paragraphs with fewer than
8 words were discarded.

Document-Level Validation: We also conducted holis-
tic evaluations at the document level to determine the re-
tention or exclusion of an entire webpage. Particularly, we
enforced multimodal balance by rejecting documents that
contain no images or more than 30 images. We also apply
coherence checks to remove pages with repetitive patterns.

3.5. Additional Heuristics
In addition to the filtering techniques above, we de-
velop rule-based heuristics to eliminate “Continue Read-
ing” links, publication dates, social media sharing prompts,
“About Us” sections, and other metadata including
navigation-related text such as scroll and pause instructions,
notifications, subscription prompts, and alerts. To avoid ir-
relevant images, we remove images with filename contain-
ing substrings like “default” or “placeholder” or alt text con-
taining block words. To identify inappropriate or NSFW
images we check if either the filename or alt text contains
NSFW words as a substring. If so, we then remove the en-
tire document containing that image.

We thus generate Chitrakshara-IL with 193M images
(53M docs) using a unified pipeline. Applying additional
filtering, we pair images with metadata alt-text (distinct
from document content), to form Chitrakshara-Cap. No-
tably, alt-text may remain in English even when the doc-
ument is in another language. We provide more specific
details for each component of our pipeline as well as the
implementation and infrastructure in Appendix (Section 6).

4. Analysis

Tables 2 and 3 show the language-wise distribution of
Chitrakshara-IL and Chitrakshara-Cap datasets respec-
tively. Additionally, we compare key statistics with
mOSCAR, the only other multilingual interleaved dataset
that covers 163 languages, including the Indian languages
examined in our study. Our findings indicate that our dataset
contains significantly more documents, tokens, and images
while also features a higher average of tokens and images

https://registry.opendata.aws/commoncrawl/
https://commoncrawl.github.io/cc-crawl-statistics/plots/languages
https://commoncrawl.github.io/cc-crawl-statistics/plots/languages
https://blog.qburst.com/2020/07/extracting-data-from-common-crawl-dataset/
https://blog.qburst.com/2020/07/extracting-data-from-common-crawl-dataset/


Language Documents Tokens Avg Tokens/Doc Images Avg Images/Doc
mOSCAR Chitrakshara mOSCAR Chitrakshara mOSCAR Chitrakshara mOSCAR Chitrakshara mOSCAR Chitrakshara

Assamese 3.9K 0.17M 0.64M 0.09B 162.2 537.7 9.2K 0.56M 2.33 3.24
Punjabi 11.5K 0.48M 1.89M 0.28B 164.2 591.3 46.2K 1.91M 4.02 3.97
Odia 4.3K 0.60M 0.38M 0.33B 87.7 551.9 15.6K 2.87M 3.61 4.78
Gujarati 23.1K 1.12M 3.32M 0.66B 144.2 590.7 91.3K 3.62M 3.96 3.23
Kannada 13.0K 1.50M 1.44M 0.86B 111.2 575.3 42.6K 4.95M 3.28 3.30
Telugu 23.0K 1.98M 2.27M 1.16B 99.0 586.1 81.0K 6.27M 3.53 3.17
Marathi 50.4K 3.14M 6.69M 1.82B 132.7 579.0 164.0K 10.96M 3.25 3.49
Malayalam 14.1K 3.33M 1.69M 1.97B 119.4 589.7 52.7K 12.05M 3.73 3.62
Bengali 270.4K 6.06M 35.90M 2.93B 132.6 484.3 947.0K 27.60M 3.50 4.55
Tamil 36.2K 6.69M 4.83M 4.13B 133.6 617.5 168.0K 23.39M 4.64 3.49
Hindi 579.4K 25.4M 122.60M 14.9B 211.5 586.9 1830K 99.30M 3.16 3.91

Table 2. Comparison of Chitrakshara-IL and mOSCAR, the only other interleaved dataset supporting Indian languages.

Language # Pairs # Tokens # Avg. tokens
Punjabi 0.12M 2.49M 19.46
Assamese 0.13M 2.57M 19.34
Kannada 0.47M 9.05M 19.05
Gujarati 0.52M 11.62M 22.12
Telugu 0.86M 17.96M 20.53
Malayalam 1.16M 23.54M 20.38
Odia 0.62M 8.61M 13.71
Marathi 1.87M 28.73M 15.33
Tamil 2.49M 45.68M 18.33
Bengali 3.42M 56.18M 16.43
English 11.29M 148.35M 13.13
Hindi 21.29M 379.23M 17.81

Table 3. Language distribution for Chitrakshar-Cap dataset.

per document across most Indian languages. For exam-
ple, Hindi has 25M documents versus mOSCAR’s 579K.
We attribute this difference to our data collection strategy,
which incorporates 95 CC dumps spanning a decade, unlike
mOSCAR’s three dumps from 2023, offering a broader and
more temporally diverse corpus. Additionally, mOSCAR’s
filtering methods, optimized for English and European lan-
guages, may not effectively capture Indian languages. No-
tably, perplexity filtering (based on models trained on En-
glish corpora), as employed in OBELICS, disproportion-
ately removes Indo-Aryan and Dravidian language content.
Our approach with a focus on India languages employs tai-
lored filtering, ensuring better content representation.

Furthermore, domain analysis (Figure 3) reveals news
websites dominate (76%) followed by entertainment (9%),
health (3%), education (3%), etc. mirroring Indic Sangraha
[36] and English-only interleaved OBELICS. We also list
the top 20 domains per theme and the top 100 by document
count in Figure 6 and Table 6 respectively (in Appendix).
80% of the interleaved documents have fewer than five im-
ages (c.f. Figure 4). Temporal distribution analysis shows
most data originates from the past seven years while im-
age size distribution indicates most images are ∼256 pixels
per side (see Appendix Figure 5 and 7). Lastly, we discuss
the top topics across different languages (Section 7 in Ap-

pendix), underscoring the diverse range of captured content.

Social Media
2.0%
Entertainment
9.0%
Other
1.0%
Government
2.0%
Education
3.0%
Shopping
3.0%

Health
3.0%

News
76.0%

Figure 3. Domain distribution of the Chitrakshara-IL data.

Figure 4. Cumulative image count distribution per document.

5. Conclusion
We introduce the Chitrakshara dataset series, a large-scale,
multilingual, and multimodal resource covering 11 Indian
languages. It includes Chitrakshara-IL, an interleaved
dataset with 193M images, 30B tokens, and 50M docu-
ments, and Chitrakshara-Cap, with 44M image-text pairs
& 733M tokens. Our work details the data collection, filter-
ing, and processing pipeline, ensuring quality and diversity.
By filling gaps in existing multilingual datasets, Chitrak-
shara facilitates the development of more culturally inclu-
sive VLMs. Future work involves training a multilingual
ViT and an interleaved VLM to evaluate its effectiveness.
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Author Statement

We acknowledge that Chitrakshara may reflect inherent bi-
ases present in online content, as the dataset is sourced
from the internet. Nonetheless, its multilingual and inclu-
sive composition marks a significant step toward enhancing
the accessibility of diverse languages, cultures, and com-
munities for training India-centric Vision-Language Models
(VLMs). While we have taken rigorous measures to ensure
the accuracy and legality of the dataset, we cannot guarantee
its absolute completeness or correctness. Consequently, the
authors assume no liability for any potential legal or ethical
concerns, including but not limited to copyright infringe-
ment, privacy violations, or the misuse of sensitive infor-
mation.

Dataset # Tokens # Images # Docs Multilingual Data Sources

Image-text Paired Datasets
COYO-700M [17] 12.9B 747M - ✗ CC
LAION-5B [64] 135B 5B - ✓ CC
Chitrakshara-Cap 733M 44M - ✓ CC

Image-text Interleaved Datasets
CM3 [3] 223B 373M 10.7M ✗ CC
Multimodal-C4 [75] 43B 571M 101M ✗ CC
OBELICS [42] 115B 353M 141M ✗ CC
CoMM [19] 139M 2.28M 227K ✗ Curated
MINT-1T [7] 1.02T 3.42B 1.05B ✗ CC, PDFs, ArXiv
OmniCorpus [48] 1.7T 8.6B 2.2B ✓ CC, CW, YT
mOSCAR [27] 214B 1.2B 315M ✓ CC
Chitrakshara-IL 30B 193M 50M ✓ CC

Table 4. Survey of multimodal datasets: Chitrakshara-IL rep-
resents interleaved dataset while Chitrakshara-Cap represents alt-
text image pairs. CC represents data is sourced from Common
Crawl. CoMM followed a different recipe of using curated sources
consisting of WikiHow, eHow, Story bird, StoryGen, Instructables
against using CC dumps. Omnicorpus is bilingual supporting Chi-
nese and English only sourced also from YouTube (YT) and other
Chinese websites (CW) apart from CommonCrawl. mOSCAR
is the only multi-lingual multimodal interleaved dataset that also
supports Indian languages but it’s focus remain primarily on West-
ern languages.

6. Data pipeline technical insights

We implemented our code in python building upon the
OBELICS6 framework, adapting it for websites with rich
content from Indian languages.

6.1. HTML Pipeline
We begin by gathering 95 Common Crawl dumps spanning
the years 2013 to 2023. Unlike projects such as RedPa-
jama [25], which construct large-scale datasets using only

6https://github.com/huggingface/OBELICS

five minimally overlapping dumps7, our approach involves
a more extensive collection. This allows us to include a
broader range of Indian documents, which otherwise ac-
count for just 1% of the data.

One of the primary challenges we faced in this step
was overcoming HTTP rate limits, which frequently led to
throttling during direct access to Common Crawl’s Meta
or WARC files via HTTP. To mitigate this, we optimized
data retrieval by implementing a distributed query sys-
tem. To optimize data transfer, we developed an S3-to-S3
pipeline, which allowed us to migrate 24 terabytes of fil-
tered metadata directly between Amazon S3 buckets, elim-
inating HTTP bottlenecks and achieving sustained transfer
rates of 10 Gbps. As a result, we successfully processed
the metadata for 230 million URLs in under 24 hours using
AWS infrastructure, reducing computational costs by 60%
compared to traditional single-node scraping approaches.

6.1.1. WARC Retrieval and Distributed Processing
One major limitation was parallelization. Performance
degradation occurred due to resource contention when ex-
ceeding a threshold of concurrent processes. Addition-
ally, unpredictable network latencies led to idle compute
resources, further slowing the process. To overcome this,
we implemented an adaptive parallelization strategy where
network-bound tasks, such as WARC downloads, were
structured to overlap with computation. By directly trans-
ferring data to AWS S3 instead of writing it to disk, we
significantly reduced I/O overhead.

Automation and orchestration played a key role in op-
timizing workflow. Using a bash-based job management
system, we automated process distribution, implemented
retries for failed downloads, and consolidated output us-
ing dynamic job queues. Ansible playbooks were used to
synchronize configurations across all 25 nodes, ensuring a
consistent environment. These measures resulted in a 30%
speedup in processing time while reducing idle node time
by 10%, allowing us to process the dataset in under two
days. We also use a modified version of readability-lxml8

library to extract the primary text from web pages.

6.2. Content Refinement Pipeline
To refine raw HTML documents and remove irrelevant el-
ements such as advertisements and template-based compo-
nents, we develop a rule-based DOM pruning framework.
We extract text from specific HTML tags that typically

7https : / / commoncrawl . github . io / cc - crawl -
statistics/plots/crawloverlap

8https://github.com/buriy/python-readability
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contain the primary content of web pages, referred to as
DOM text nodes (<p>, <h*>, <title>, etc.) and all
<img> tags, as DOM image nodes. We implement context-
aware rules by defining cascading filters to remove nodes
matching spam indicators (e.g., class=”advert”, excessive
<script> density) while preserving semantic containers.
Using the selectolax9 library for efficient HTML parsing,
we applied these rules to eliminate unnecessary elements
while preserving key structural components. Our approach
involves converting formatting tags (e.g., <br>) into stan-
dard line breaks, condensing redundant whitespace, and re-
moving HTML comments. Additionally, recursive cleaning
operations unwrapped unnecessary styling elements (e.g.,
<i>, <span>) and streamlined the DOM hierarchy by col-
lapsing redundant nodes. These refinements resulted in a
tenfold reduction in HTML size while maintaining 98% of
the essential text and images. We follow similar strategy as
OBELICS in unwrapping the style element tags.

To further enhance document quality, we implement a
systematic filtering strategy to retain only structurally and
semantically relevant tags. Tags critical for document struc-
ture (e.g., <p>, <h1>–<h6>, <section>) and media
representation (e.g., <img>, <video>, <figure>) were
preserved, while those associated with navigation menus,
headers, and footers were removed. Specific <div> ele-
ments containing identifiers such as footer, navbar, or
menuwere also discarded to eliminate noisy content. Addi-
tionally, nodes with the class more-link, which often sig-
naled content transitions, were replaced with a placeholder
token (END OF DOCUMENT TOKEN TO BE REPLACED)
similar to OBELICS pipeline. These preprocessing tech-
niques ensured a cleaner and more structured dataset, sig-
nificantly optimizing the extraction of textual and visual el-
ements for downstream applications.

6.3. Multimodal Document Assembly
HTML documents that were cleaned in the previous step
were transformed into structured multimodal documents
while maintaining their original layout semantics. This con-
version process involved linearizing nested DOM structures
into interleaved text-image sequences, embedding structural
markers such as <SECTION> and <FIGURE> to ensure
proper content delineation. We meticulously preserve the
document’s original structure by retaining line breaks, para-
graph boundaries, and layout separators. Image elements
were extracted alongside their contextual descriptions, such
as <figcaption> tags, to maintain semantic coherence.
To facilitate large-scale image retrieval, we employed the
img2dataset [11] library and distributed the download-
ing process across 40 virtual machines. With a parallelized
download of 3.6B image links, we achieved 55% retrieval
success, i.e. around 2B images.

9https://github.com/rushter/selectolax

6.4. Hierarchical Content Filtering
Here we implemented multiple filtering techniques:

Image Filtering: Images at the node level were dis-
carded if they did not meet predefined criteria, such as for-
mat (restricted to JPG, JPEG, PNG, and WEBP), dimen-
sions (between 150 pixels on either side), or aspect ra-
tio constraints (between 1:5 and 5:1). Additional heuris-
tics were applied to remove generic and low-value images
by detecting substrings such as logo, icon, banner,
social, and widget in URLs.

Paragraph Filtering: Similarly, textual content was fil-
tered using linguistic heuristics adapted from existing re-
search [35]. Paragraphs with fewer than eight words were
discarded. We also ensure stopword density remained
above 5% to filter out machine-generated lists and incoher-
ent content. Table 5 presents the filters that were used.

Document-Level Validation: At the document level,
we enforced multimodal balance by rejecting documents
containing no or more than 30 images. Additionally, co-
herence checks were applied to remove pages with repet-
itive patterns indicative of machine-generated text. Be-
yond node-level filtering, we conducted holistic evalua-
tions at the document level to determine the retention
or exclusion of an entire webpage. Tags associated
with website navigation (header, menu, navbar) and
footer sections were removed, and transitional elements
(more-link) were replaced with an end-of-document
token (END OF DOCUMENT TOKEN TO BE REPLACED).
By systematically applying these refinements, we ensured
that our dataset remained both high-quality and representa-
tive of real-world multimodal web documents.

6.5. Additional processing
6.5.1. Text-based filtering
To ensure Chitrakshara is suitable for training vision-
language models on interleaved image-text conversations,
extensive text filtering is applied. Irrelevant elements such
as “Continue Reading” links, publication dates, social me-
dia prompts, “About Us” sections, and other metadata are
removed. Additionally, navigation-related text, alerts, and
subscription prompts are filtered out, keeping the dataset
focused on meaningful dialogue. We explore two filter-
ing strategies for Indian languages. The first is heuristic-
based, where paragraphs are split into lines, English text is
detected and removed, predefined unwanted phrases are fil-
tered out, and short paragraphs below a word threshold are
discarded. The second strategy leverages large language
models (LLMs) for content filtering, but due to computa-
tional costs, we adopt the first approach. In this process,
paragraphs are split at newline characters, and lines con-
taining only English text, numbers, or symbols are removed.
The filtered lines are then recombined, preserving meaning-
ful multilingual content while eliminating noise.

https://github.com/rushter/selectolax


6.5.2. Image-based filtering
We also applied filtering techniques to remove irrelevant
or inappropriate images. Entries with filename containing
substrings like “default” or “placeholder” were removed,
as these typically represent empty or placeholder images
that do not contribute meaningful visual content. Similarly,
images containing any word among “download”, “pdf”,
“mp4”, “mp3”, “chapter”, “video”, “audio” were removed
because these images did not contribute to good quality in-
terleaved content. Regarding inappropriate or NSFW im-
ages, any image with either the filename or alt text con-
taining NSFW words like “s**”, “p***”, “f***” or similar
words in Indian languages as a substring was identified as
an NSFW image and the document containing that image
was removed. This step helps eliminate non-informative
images, explicit content, and media-related placeholders,
ensuring that only relevant images are retained for training.

6.5.3. Chitrakshara-Cap filtering
For generating Chitrakshara-Cap, we apply additional fil-
tering of minimum 5 words in the corresponding alt-text.
This was done to ensure that we get only images with cor-
responding relevant descriptions. We also assess the image
quality by classifying images based on predefined resolu-
tion criteria: Low Resolution images have either a width or
height of less than 200 pixels, High Resolution images have
both width and height greater than 600 pixels, and all others
fall under Mid Resolution. Analysis of the dataset revealed
that 22.5% of the images are Low Resolution, 64.1% are
Mid Resolution, and 13.4% are High Resolution. This dis-
tribution indicates that most images in the dataset are of us-
able quality, with a significant proportion meeting medium
and high-resolution standards.

6.6. Infrastructure
For data processing, we utilize a cluster of 25 machines
with a total of 5,120 CPU cores, consisting of 15 high-
performance nodes (256 cores, 512 GB RAM) and 10 mid-
range nodes (128 cores, 256 GB RAM). The dataset was
processed in 900 batches. We empirically download 40 im-
ages using multi-processing, which provided us the relevant
speedup as well as the best download success rate.

7. Top topics across languages

To gain a deeper understanding of the dataset’s thematic
structure, we apply Latent Dirichlet Allocation (LDA) [15],
a widely used probabilistic topic modeling technique. LDA
helps uncover latent topics by analyzing word distribu-
tions and estimating their proportions across the dataset.
Figures 8, 9, 10 and 11 present topic modeling results
for Hindi, Bengali, Telugu and Kannada datasets, respec-
tively. Each table provides both a broad categorization and

Algorithm 1 Multimodal Dataset Creation Pipeline

1: Input: Common Crawl WARC files
2: Output: Curated Multimodal Dataset
3: procedure DATASETCREATION(WARC Files)
4: Step 1: Identify Indic Language Web Content
5: Collect 95 Common crawl dumps.
6: Identify 230M URLs related to Indian language

web content.
7: Step 2: Distributed WARC Retrieval
8: Initialize 25-node cluster
9: Parallelize downloads, mitigating rate limits

10: Store extracted documents directly in AWS S3
11: Step 3: Content Refinement
12: Parse HTML DOM to extract meaningful content
13: Prune unwanted elements (ads, sidebars, pop-ups)
14: Apply rule-based filtering for noisy content
15: Step 4: Multimodal Document Assembly
16: Convert DOM structure to linearized text-image

format
17: Extract image URLs with corresponding captions
18: Download images using geographically distributed

proxies
19: Step 5: Hierarchical Content Filtering
20: Granular Filtering: Remove small and distorted

images
21: Text Filtering: Discard short, incoherent, or redun-

dant text. Use LID to filter out paragraphs
22: Multimodal Validation: Enforce image-to-text ra-

tio constraints
23: Step 6: Infrastructure Utilization
24: Deploy cluster with 5,120 CPU cores
25: Process dataset in 900 batches to optimize through-

put
26: Step 7: Post-processing
27: Remove metadata (“Continue Reading”, dates, etc.)
28: Detect and discard non-content elements using

heuristics
29: Perform NSFW filtering
30: end procedure

a fine-grained breakdown of topics, facilitating a compar-
ative analysis across languages. Our findings indicate a
rich diversity of themes, including Politics, Entertainment,
Health, Religion, and Technology, with certain domain-
specific trends. Notably, journalism-related content appears
frequently, suggesting that news articles constitute a signifi-
cant portion. This pattern is consistent with trends observed
in large-scale textual corpora, where online news sources
contribute extensively to publicly available data.



Metric Cutoff type Value (para-level) Value (doc-level)

Number of words min 4 10
Number of words max 1,000 2,000
Character repetition ratio max 0.1 0.1
Word repetition ratio max 0.1 0.2
Common word ratio min 0.1 0.1

Table 5. Cutoff thresholds for text filters at paragraph and document levels. Cutoff values (”min” or ”max”) removes paragraphs or
documents strictly below or above the threshold respectively.

Algorithm 2 Text-Based Filtering

1: procedure TEXTFILTERING(Paragraphs)
2: for each paragraph in Paragraphs do
3: Split paragraph into lines
4: for each line in paragraph do
5: if line contains only English characters, spe-

cial symbols, emojis etc. or line contains less than 4
words then

6: Remove line
7: end if
8: end for
9: Reassemble paragraph with filtered lines

10: end for
11: return Cleaned Text
12: end procedure

Algorithm 3 Image-Based Filtering

1: procedure IMAGEFILTERING(ImageEntries)
2: for each image entry in ImageEntries do
3: if Filename contains “default” or “placeholder”

or Alt-text contains ”download”, ”pdf”, ”mp4” etc.
then

4: Remove image entry
5: end if
6: if Alt-text or Filename contains NSFW sub-

strings ( “s**’, “p***”, etc.) then
7: Remove image entry (along with the doc

containing it)
8: end if
9: end for

10: return Filtered Image Set
11: end procedure

Figure 5. Distribution of Documents Over Years.
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Figure 6. Top 20 Domains in Chitrakshara-IL.

Figure 7. Image size distribution.



 

Topic Name (English & Hindi) 
Topic Ratio 

(%) Top Words (with Translation) 

Exams & Applications (परीक्षा और 
आवेदन) 10.50% 

परीक्षा (exam), आवेदन (application), जानकारी 
(information), योजना (scheme), ऑनलाइन (online), 
बैंक (bank), भत� (recruitment), जारी (released), 
�शक्षा (education), कैसे (how) 

Movies & Entertainment (�फल्म और 
मनोरंजन) 9.20% 

�फल्म (film), वी�डयो (video), शादी (wedding), 
बॉलीवडु (Bollywood), शो (show), वायरल (viral), 
एक्टे्रस (actress), शयेर (share), सोशल_मी�डया 
(social media), �रलीज (release) 

Religion & Spirituality (धम� और 
आध्यात्म) 8.10% 

श्री (Shri), म�ंदर (temple), राम (Ram), �दवस (day), 
आयोजन (event), शमा� (Sharma), �दन (day),  
प्रका�शत (published), नगर (city), िस्थत (situated) 

Indian Affairs (भारतीय मामले) 9.80% 

भारत (India), साल (year), �दल्ली (Delhi), देश 
(country), बीच (between), शरुू (start),  
�दन (day), ज्यादा (more), नए (new), बार (times) 

General Discussions (सामान्य चचा�) 7.60% 

समय (time), चा�हए (should), कारण (reason), रूप 
(form), �दन (day), सकती (can), पानी (water),  
जाती (goes), मदद (help), कैसे (how) 

Personal Thoughts (व्यिक्तगत �वचार) 6.40% 

नाम (name), मेरे (mine), सब (all), जीवन (life), मेरी 
(my), मन (mind), बार (times), हंू (am), ले (take),  
पास (near) 

Crime & Police (अपराध और प�ुलस) 11.20% 

प�ुलस (police), मौत (death), कोरोना 
(corona),�गरफ्तार (arrest), म�हला (woman), जांच 
(investigation), हत्या (murder), घटना (incident), 
अस्पताल (hospital), गांव (village) 

Sports & Cricket (खेल और ��केट) 9.00% 

टीम (team), मचै (match), ��केट (cricket), वेबसाइट 
(website), खेल (sport), टेस्ट (test), सामग्री 
(content), �खलाड़ी (player), जीत (win), �खलाफ 
(against) 

Politics & Government (राजनी�त और 
सरकार) 10.80% 

सरकार (government), राज्य (state), चनुाव 
(election), कांगे्रस (Congress), पाट� (party), भाजपा 
(BJP), मखु्यमंत्री (chief minister), देश (country), मतं्री 
(minister), अध्यक्ष (president) 

Technology & Communication 
(तकनीक और सचंार) 7.40% 

उपयोग (use), सपंक�  (contact), रूप (form), फोन 
(phone), ईमेल (email), हमें (us), उत्पाद (product), 
समय (time), कृपया (please), प्रदान (provide) 

Figure 8. Topic modelling results for Hindi language in Chitrakshara-IL dataset.



 
 
 

 
 

Topic Name 
(English & Bengali) 

Topic 
Ratio 
(%) Top Words (with Translation) 

Bangladesh & Politics 
(বাংলােদশ ও রাজনীিত) 10.50% 

বাংলােদশ (Bangladesh), বাংলােদেশর (Bangladesh's), বই (book), সােল 
(year), িহেসেব (as), প্রধানমন্ত্রী (Prime Minister), জাতীয় (national), ড 
(Dr.), �শখ হািসনা (Sheikh Hasina), পুরস্কার (award) 

Products & Market (পণ্য 
ও বাজার) 7.80% 

পণ্য (product), দাম (price), �মিশন (machine), রান (run), বাজাের (in 
market), �তির (manufacture), সরঞ্জাম (equipment), পেণ্যর (of 
product), িদেয় (with), �যাগােযাগ (communication) 

Education & Jobs (িশক্ষা 
ও চাকির) 9.60% 

আেবদন (application), িশক্ষা (education), পরীক্ষা (exam), ভিত�  
(admission), প্রকাশ (publication), িনেয়াগ (recruitment), চাকিরর (of 
job), সরকাির (government), চাকির (job), পেদ (position) 

Sports & Politics (�খলা ও 
রাজনীিত) 8.90% 

ঘণ্টা (hour), িমিনট (minute), দেলর (of team), দল (team), িবেজিপ 
(BJP), তৃণমলূ (Trinamool), ি�েকট (cricket), িবেজিপর (BJP's), �খলা 
(game), ম্যাচ (match) 

Crime & Law (অপরাধ ও 
আইন) 7.50% 

সম্পাদক (editor), �জলা (district), অনিু�ত (held), জাতীয় (national), 
পুিলশ (police), উপেজলা (sub-district), হেয়েছ (happened), আটক 
(arrested), িনহত (killed), সভাপিত (president) 

COVID & Digital 
Services (কেরানা ও 
িডিজটাল পিরেষবা) 10.80% 

বাংলােদশ (Bangladesh), হেয়েছ (happened), হালনাগাদ (updated), 
সাইটটি �শষ (site finished), জাতীয় (national), বাতায়ন (portal), কেরানা 
ভাইরাস (coronavirus), প্রিতেরােধ �যাগােযাগ (contact for prevention), 
িডিজটাল (digital), জলাভূিম উন্নয়ন (wetland development) 

Technology & Online 
Services (প্রযুি� ও 
অনলাইন পিরেষবা) 7.20% 

পারেবন (can), িভিডও (video), টাকা (money), ডাউনেলাড (download), 
আপনােক (to you), প্রশ্ন (question), ি�ক (click), পােবন (will get), িকভােব 
(how), নাম (name) 

Daily Life & General 
Discussion (�দনি�ন 
জীবন ও সাধারণ আেলাচনা) 6.80% 

হেয় (becomes), যায় (goes), একটা (one), িদেয় (with), সময় (time), 
মানষু (people), ভােলা (good), মানেুষর (of people), মা (mother), খাবার 
(food) 

Finance & Banking 
(অথ�নীিত ও ব্যাংিকং) 9.20% 

টাকা (money), ব্যাংক (bank), ব্যাংেকর (of bank), প্রকল্প (project), 
�লনেদন (transaction), ঋণ (loan), মলূ্য (value), শতাংশ (percentage) 

News & Government 
Affairs (সংবাদ ও সরকাির 
িবষয়) 7.70% 

হেয়েছ (happened), �দেশর (of country), খবর (news), গত (past), 
কেরানা (corona), �দেশ (in country), হেয়েছ (has been), রেয়েছ (exists), 
সরকার (government), বন্ধ (closed) 

Figure 9. Topic modelling results for Bengali language in Chitrakshara-IL dataset.



 

Topic Name (English & Telugu) 
Topic Ratio 

(%) Top Words (with Translation) 

Poetry & Literature (కవిత్వం & సాహిత్యం) 9.60% 

వలె తారాడగ (like shining), లోపల ప్ార లేయచా�యల (inside 
icy shadows), కోరాడగ  (like a wave), 
అలోలములాలోచనలేవేవో నా (deep thoughts in my mind), 
ఇని� (so many), అర్హత (qualification), deep, nature, 
అక్కడ (there), బంగారం ధర (gold price) 

Personal Opinions & Social Media 
(వ్యకి్తగత అభిప్ార యాలు & సో షల్ మీడియా) 10.30% 

నా (my), మా (ours), ఈ (this), వీరిచే పో స్�  (posted by 
them), ఏదో  (something), పూరి్త ప�్ర ఫైల్ ను (complete 
profile), నా చిని�ప్రపంచం (my little world), నా 
చిని�ప్రపంచానికి (to my little world), చెయ్యబడింది రాజ్యల�ి� 
(done by Rajyalakshmi), లో (in) 

Technology & Gadgets (సాంకేతికత & 
గాడె�ట్ లు) 7.80% 

యువకుడు (young man), డి (D), డిస్ పే�  (display), 
అరుణాచలం యాత్ార  (Arunachalam Yatra), కతి్తతో (with 
knife), ప్ార సెసర్ (processor), విషు� కంచి (Vishnukanchi), 
రా్యమ్ (RAM), సో్త త్ార లు (hymns), కాణిపాకం (Kanipakam) 

General Conversations & Thoughts 
(సాధారణ చర్చలు & ఆలోచనలు) 9.10% 

ఈ (this), ఆ (that), అని (said), మీ (your), లో (in), చాలా 
(very), ఇది (this), నా (mine), కోసం (for), నుండి (from) 

Movie Reviews & Comments (సినిమా 
సమీక్షలు & వా్యఖ్యలు) 8.70% 

తెర సినిమా (screen cinema), suresh_comments, 
ముఖా్యంశాలు (highlights), sudheer_comments, 
comments, January, desk_comments, July, August, 
October 

Entertainment & Films (వినోదం & 
సినిమాలు) 9.40% 

ఈ (this), సినిమా (movie), లో (in), ఆ (that), తన (his/her), 
ఓ (a), చిత్రం (film), తో (with), చేసిన (did), ఇక (next) 

News & Government Updates (వార్తలు & 
ప్రభుత్వ సమాచారం) 10.10% 

ఈ (this), నుండి (from), కరోనా (Corona), ప్రభుత్వం 
(government), చేశారు (did), తెలంగాణ (Telangana), 
ఆయన (he), చేసిన (done), మంది (people), కోసం (for) 

Online Services & Verification (ఆన్ లైన్ 
సేవలు & ధృవీకరణ) 8.30% 

మీ అభిప్ార యాలు (your opinions), తెలియజేసినందుకు 
ధన్యవాదాలు (thanks for sharing), దయచేసి (please), కి�క్ 
చేయండి (click here), మీకు పంపించాము (sent to you), 
ధృవీకరణ కోసం (for verification), ఆ లింకుపై (on that link), 
ఈమెయిల్ ను (email), అని� (all), �� (Sri) 

Politics & Business (రాజకీయాలు & 
వా్యపారం) 11.20% 

days, movies, బడె�ట్ (budget), politics, ద�ిణ (South), 
వార్తలు (news), hrs (hours), కి�ంద (below), •, అతిపెద్ద  
(biggest) 

Sports & National News (కీ�డలు & 
జాతీయ వార్తలు) 9.50% 

భారత (India), news, జట��  (team), ర��తులు (farmers), 
భారత్ (India), నుండి (from), టీమిండియా (Team India), 
కోరారు (requested), తొలి (first), చదువు సుఖీభవ 
(education happiness) 

Figure 10. Topic modelling results for Kannada language in Chitrakshara-IL dataset.



 

 

Topic Name (English & 
Kannada) 

Topic Ratio 
(%) Top Words (with Translation) 

Personal Thoughts & Conversations 
(ವ್ಯ�್ತಗತ ಚಿಂತನೆಗಳು & ಮಾತುಕತೆ) 9.20% 

ನಮ್ಮ (our), ನಿಮ್ಮ (your), ನನ್ನ (my), ನಾನು (I), ನೀವು (you), 
ನಾವು (we), ಅಂತ (like that), ನನಗೆ (to me), ನೋಡಿ (see), ಹೇಗೆ 
(how) 

Regional News & COVID-19 (ಪಾ್ರದೇಶಿಕ ಸುದಿ್ದ 
& ಕೋವಿಡ್-19) 8.90% 

ಕನ್ನಡ (Kannada), ಮಂಗಳೂರು (Mangalore), ಕೋವಿಡ್ 
(COVID), ಸಾವು (death), ಕನಾ�ಟಕ (Karnataka), ಜಿಲಾ್ಲ 
(district), ಪೊ�ೕಸರು (police), ಉಡುಪಿ (Udupi), ರಾಜ್ಯ (state), 
ಮಾಹಿತಿ (information) 

Online Services & User Feedback 
(ಆನ್ ಲೈನ್ ಸೇವೆಗಳು & ಬಳಕೆದಾರ ಪ್ರತಿ�್ರಯೆ) 9.50% 

�್ಲಕ್ (click), ನಿಂದನಾತ್ಮಕ (negative), ದಯವಿಟು್ಟ (please), 
ಕಾಣಿಸಿಕೊಂಡರೆ (if visible), ನಾವು ಫಿಲ್ಟರ್ (we filter), ನಿಮ್ಮ ಅನಿಸಿಕೆ 
(your opinion), ಮಾಡಿದರೆ (if done), ನಿಯಮಗಳನು್ನ ಉಲ್ಲಂಘನೆ 
(violating rules), ಅಳವಡಿಸಿದ ್ೆದೕವೆ (implemented), ವ್ಯಕ್ತಪಡಿಸಿದ್ದಕೆ� 
ಧನ್ಯವಾದಗಳು (thanks for expressing) 

Family & Daily Life (ಕುಟುಂಬ & ದಿನನಿತ್ಯದ 
ಜೀವನ) 8.70% 

ನನ್ನ (my), ತಂದೆ (father), ರಂದು (on date), ದಿನಾಂಕ (date), ಆನಿ 
(Ani), ಪುಟ್ಟ (small), ಬಂದು (came), ಅಂತಾ (like that), ನಾಲ್ವರು 
(four people), ಚಿತ್ರಗಳು (pictures) 

Music, Yoga & Spirituality (ಸಂಗೀತ, �ೕಗ & 
ಆಧಾ್ಯತಿ್ಮಕತೆ) 8.40% 

ಸಂಗೀತ (music), ಸ್ಪಷ್ಟನೆ (clarification), ರೈ (Rai), �ೕಗ 
(yoga), �ೇತ್ರಗಳ�್ಲ (fields), ನಿತ್ಯ (daily), ಪುನೀತ್ (Puneeth), 
ಗಮನ (attention), ಗೋವಿಂದ (Govinda), ಅಪು್ಪ (Appu) 

Politics & Elections (ರಾಜ�ೕಯ & ಚುನಾವಣೆ) 10.10% 

ಬಿಜೆಪಿ (BJP), ಕಾಂಗೆ್ರಸ್ (Congress), ಸಿದ್ದರಾಮಯ್ಯ 
(Siddaramaiah), ಬೆಂಗಳೂರು (Bangalore), ಯಡಿಯೂರಪ್ಪ 
(Yediyurappa), ಸಿನಿಮಾ ಪ್ರದಶ�ನ (film screening), ಬೆಂಗಳೂರಿನ 
ಚಿತ್ರಮಂದಿರದ�್ಲ (in Bangalore theater), ಪಕ್ಷದ (party’s), ಸಿಎಂ 
(CM), ಮಾಜಿ (former) 

Movies & Entertainment (ಚಲನಚಿತ್ರಗಳು & 
ಮನರಂಜನೆ) 9.80% 

ಸಿನಿಮಾ (movie), ನಟ (actor), ಚಿತ್ರದ (of the film), ಚಿತ್ರ (film), 
ನಟಿ (actress), ದಶ�ನ್ (Darshan), ಚಿತ್ರದ (in the film), ಕನ್ನಡ 
(Kannada), ಗೌಡ (Gowda), ಅಭಿಮಾನಿಗಳು (fans) 

Government & National Issues (ಸಕಾ�ರ & 
ರಾ��ೕಯ ವಿಷಯಗಳು) 8.60% 

ವಿರುದ್ಧ (against), ಕೇಂದ್ರ (central), ಸಕಾ�ರ (government), 
ಭಾರತ (India), ಭಾರತದ (of India), ನಂತರ (after), �ೕದಿ 
(Modi), ಹೇಳಿದಾ್ದರೆ (said), ಕಳೆದ (last), ಇಂದು (today) 

Social Change & Awareness (ಸಮಾಜ 
ಪರಿವತ�ನೆ & ಜಾಗೃತಿ) 9.30% 

ಸುದಿ್ದಗಳನು್ನ ನಾವು (we report news), ಸಮಾಜದ ಉತ್ತಮ 
(betterment of society), ಪ್ರಯತ್ನವನು್ನ ಮಾಡುತಿ್ತದ ್ೆದೕವೆ (we are 
making an effort), ನಿಮ್ಮ ಮುಂದಿಡುವ (placing before you), 
ನೀವು ಸಿ್ವೕಕರಿಸಿದಾಗ (when you receive), ಪೊ್ರೕತಾ�ಹಿಸಿ ಸಿ್ವೕಕರಿಸಿ 
(encourage & accept), ತಲುಪಿಸುವವರು ನಾವಾಗಬಾರದೇಕೆ (why 
shouldn't we be messengers), ಒಳ �ೆಯ ಸುದಿ್ದಗಳಿಗೆ (for good 
news), ಸಮಾಜ ತೆರೆದುಕೊಂಡಿದೆ (society has opened up), ನಾವು 
ಬೆಳೆಯಬಹುದು (we can grow) 

Finance & Market Trends (ಆ��ಕತೆ & 
ಮಾರುಕಟೆ್ಟ ಪ್ರವೃತಿ್ತಗಳು) 7.50% 

ನಿಮ್ಮ (your), ನೀವು (you), Kannada, ಬೆಲೆ (price), read, ಅಧಿಕ 
(high), ಕೆಳಗಿನ (below), ಚಿತ್ರದುಗ� (Chitradurga), ಮಾಡುತ್ತದೆ 
(does), ಗಾಗಿ (for) 

Figure 11. Topic modelling results for Telugu language in Chitrakshara-IL dataset.



Figure 12. Example Interleaved document for Hindi



Figure 13. Example Interleaved document for Telugu



Figure 14. Example Interleaved document for Kannada



Figure 15. Example Interleaved document for Tamil



Figure 16. Comparison of the same interleaved document retrieved from mOSCAR against Chitrakshar-IL pipeline



Rank Domain Name # Docs

1 hi.medindia.net 346,395
2 hindi.news18.com 320,997
3 zeenews.india.com 307,467
4 hindi.alibaba.com 278,389
5 amarujala.com 273,655
6 thamilislam.blogspot.com 260,763
7 jmi.ac.in 249,841
8 dbhwd.portal.gov.bd 234,413
9 esakal.com 226,417

10 cpiup.blogspot.com 218,939
11 patrika.com 216,397
12 hindi.oneindia.com 213,376
13 newsnationtv.com 197,463
14 hindi.webdunia.com 177,184
15 hindutamil.in 175,280
16 vikatan.com 174,547
17 jagran.com 166,565
18 maalaimalar.com 162,471
19 khabar.ndtv.com 158,986
20 newstracklive.com 153,967
21 aajtak.intoday.in 147,650
22 myupchar.com 146,792
23 bhaskar.com 145,080
24 aajtak.in 132,935
25 dailythanthi.com 130,525
26 tamil.oneindia.com 127,532
27 livehindustan.com 127,211
28 raji-rajiworld.blogspot.com 125,848
29 malayalam.oneindia.com 119,674
30 kannada.oneindia.com 114,459
31 gujarati.oneindia.com 108,781
32 navbharattimes.indiatimes.com 108,541
33 pustak.org 106,866
34 telugu.oneindia.com 106,284
35 bengali.oneindia.com 104,611
36 anandabazar.com 103,539
37 lokmat.news18.com 103,088
38 udayavani.com 97,609
39 origin-www.amarujala.com 95,979
40 abpnews.abplive.in 94,350
41 tv9marathi.com 90,914
42 celebrity.astrosage.com 88,193
43 ndtv.in 86,399
44 loksatta.com 85,491
45 newstrack.com 84,154
46 vivalanka.com 84,075
47 prabhasakshi.com 83,619
48 hindi.newsbytesapp.com 82,588
49 mathrubhumi.com 79,742
50 m.jagran.com 78,261

Table 6. Top 1-50 URL domain names by number of documents
in Chitrakshara-IL dataset.

Rank Domain Name # Docs

51 bhopalsamachar.com 77,566
52 tamil.news18.com 76,878
53 india.com 72,341
54 origin1qaz2wsx-hindi.webdunia.com 71,966
55 cgkhabar.com 69,293
56 mpbreakingnews.in 68,935
57 ap7am.com 68,798
58 lion-muthucomics.blogspot.com 68,121
59 mumbailive.com 67,404
60 hi.topwar.ru 64,629
61 newstm.in 62,938
62 hi.forvo.com 62,270
63 thejasnews.com 62,063
64 asianetnews.com 61,024
65 globaltamilnews.net 60,971
66 khaskhabar.com 60,394
67 naturalfoodworld.wordpress.com 57,818
68 hmtvlive.com 57,770
69 hindi.latestly.com 57,677
70 specialcoveragenews.in 56,047
71 ujjawalprabhat.com 55,647
72 pravakta.com 55,429
73 bn.fanpop.com 55,284
74 rokomari.com 55,252
75 matrubharti.com 54,751
76 tv9hindi.com 54,009
77 navodayatimes.in 54,009
78 pricedekho.com 53,973
79 sharechat.com 53,959
80 bharatkhabar.com 53,918
81 hindi.catchnews.com 53,878
82 ek-shaam-mere-naam.in 53,295
83 hindi.asianetnews.com 52,033
84 hindi.siasat.com 51,838
85 dinamalar.com 51,564
86 bsb.portal.gov.bd 51,367
87 merisaheli.com 50,811
88 varthabharati.in 50,529
89 upuklive.com 50,410
90 sarita.in 49,967
91 mymahanagar.com 49,775
92 swadeshnews.in 49,474
93 dw.com 48,642
94 thewirehindi.com 48,265
95 earchive.amarujala.com 47,870
96 marathi.webdunia.com 47,628
97 copypastelove.org 46,892
98 bansalnews.com 46,508
99 maayboli.com 45,694

100 liveaaryaavart.com 45,218

Table 7. Top 51-100 URL domain names by number of documents
in Chitrakshara-IL dataset.
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