Published as a conference paper at ICLR 2025

REASONING3D - GROUNDING AND REASONING IN
3D: FINE-GRAINED ZERO-SHOT OPEN-VOCABULARY
3D REASONING PART SEGMENTATION VIA LARGE
VISION-LANGUAGE MODELS

Tianrun Chen**  Chunan Yu?*  Jing Li? Jianqi Zhang? Lanyun Zhu®
Deyi Ji* Yong Zhang? Ying Zang?!  Zejian Li® Lingyun Sun'

ICollege of Computer Science and Technology, Zhejiang University
2School of Information Engineering, Huzhou University
3Singapore University of Technology and Design

4University of Science and Technology of China

3School of Software Technology, Zhejiang University
SKOKONI3D, Moxin (Huzhou) Technology Co., LTD.

tianrun.chen@kokoni3d.com 02750@zjhu.edu.cn

(a) Reasoning 3D Segmentation

If you are hungry, Can you segment the portions that taste If you want to move from one place to another, Can you
best in this image? Please output segmentation mask and segment which part you need to use in this image? Please
explain why. < output segmentation mask and explain why.

If you want to move from one
place to another, you can use
the two legs of the chair as
wheels to roll it across the floor.
This would allow you to move
the chair easily from one
location to another without
having to lift it

In the picture, the part of the
hamburger that is likely to taste the
best is the beef patty. The patty is the
meat component of the hamburger,
and its quality and flavor directly
contribute to the overall taste of the
sandwich.

Can you segment the part that is essential if you want to
detonate it in this image? Please output segmentation mask
and explain why.

In the picture, there is a large fish on a cutting board, and a

knife is present nearby. The knife can be used to cut the fish In the picture, the essential part

into smaller pieces or portions, as needed. for detonating the bomb is the
red button located on the top of
the bomb. This button is
typically used to arm or trigger
the bomb, causing it to explode
when pressed.

Can you segment the abdomen and the foot and the butt
Can you segment the man's head in this image? and the area below the abdomen in this image?

Y

(b) Open-Vocabulary 3D Segmentation

"What can cut fish into small pieces? Please output
segmentation mask and explain why."

Figure 1: In this work, we propose a new task: reasoning 3D segmentation. We also propose
a method that can segment 3D object parts with explanations based on various criteria such as
reasoning, shape, location, function, and conceptual instructions.

ABSTRACT

In this paper, we introduce a new task: Zero-Shot 3D Reasoning Segmentation, a
new paradigm in 3D segmentation that goes beyond traditional category-specific
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methods. We propose a baseline method, Reasoning3D, that leverages pre-trained
2D segmentation networks powered by Large Language Models (LLMs) to in-
terpret user queries and segment 3D meshes with contextual awareness. This
approach enables fine-grained part segmentation and generates natural language
explanations without requiring extensive 3D datasets. Experiments demonstrate
that Reasoning3D can effectively localize and highlight parts of 3D objects. Our
training-free method allows rapid deployment and serves as a universal baseline
for future research in various fields such as robotics, object manipulation, au-
tonomous driving, AR/VR, and medical applications. The code and the user inter-
face have been released publicly.

1 INTRODUCTION

Traditional 3D segmentation approaches are typically confined to fixed object categories. With
recent breakthroughs in Multi-modal Large Language Models (LLMs) and Large Vision-Language
Models (LVLMs) Liu et al.[(2023b)); |Shen et al.| (2023)); Lin et al.[(2021));[Wang et al.|(2024); Zheng
et al. (2024); |Zhu et al.| (2024b)), were extending these capabilities [Lai et al.| (2024); |[Yang et al.
(2024b); Zhu et al.| (2024a) to 3D.

However, the scarcity of 3D data with question-and-answer pairs stopped us from performing large-
scale training. Inspired by research that has tackled similar challenges in 3D generation, we propose
to leverage off-the-shelf 2D networks to perform the task in a zero-shot manner. This approach,
which we named Reasoning3D, renders a 3D model from multiple viewpoints and applies a pre-
trained reasoning segmentation network to each 2D view. By fusing these individual masks and
explanations, we create a comprehensive 3D segmentation mask.

While Reasoning3D is a straightforward baseline method, we believe it serves as a good starting
point for researchers to explore and expand the future of 3D part segmentation, paving the way for
future research in 3D part segmentation. To spark further innovation, were releasing the implemen-
tation and benchmark code.

Below in Tab. [I} we show how our approach differs from some existing LLM-based 3D segmen-
tation method (including SQA3D Ma et al.| (2022), 3D-VisTA [Zhu et al| (2023), ViewRefer |Guo
et al.| (2023b), Point-Bind |Guo et al.| (2023a)), 3D-OVS |Liu et al.| (2023a), OpenMask3D [Takmaz
et al.[(2023)), PLA |Ding et al.| (2023), OpenScene |Peng et al.| (2023)), Chat-3D |Wang et al.| (2023)),
M3DBench [Li et al| (2023), LLM-Grounder [Yang et al.| (2024a)), 3D-LLM |Hong et al.| (2023),
LL3DA |Chen et al.|(2024)), PointLLM Xu et al.|(2025), PARIS3D |Kareem et al. (2025)).

Table 1: Recently, there has been a significant increase in comparative studies of 3D segmentation
models and large multimodal models (LMMs), highlighting their potential for 3D reasoning and
conversations. In reasoning queries, these models need to autonomously analyze tasks and generate
text or perform corresponding actions. In terms of segmentation, some models respond using 3D
segmentation masks, while others focus on providing conversation-style answers.

Method SQA 3_D— View Po_inl— 3D- Open PLA Open | Chat- M3D LLM- 3D- LL Point  PARIS Ours
3D VisTA  Refer  Bind OVS  Mask3D Scene 3D Bench  Grounder LLM  3DA LLM 3D

Input Input Type Scene  Object Scene Object | Scene Scene Scene Scene | Scene Scene Scene Scene Scene Object Scene  Object
Reasoning Query Yes Yes No No No No No No Yes No No Yes No No Yes Yes
Conversation No No No No No No No No Yes Yes Yes Yes Yes Yes Yes Yes

Task Segmentation No No No No Yes Yes Yes Yes No No No No No No Yes Yes
Explanation No No No No No No No No Yes No Yes Yes Yes Yes Yes Yes

2 METHOD

Reasoning3D begins with a mesh input fed into the renderer for viewpoint rendering, generating the
face id for each corresponding viewpoint. Next, the rendered viewpoints and the user-input prompt
are processed by the pre-trained 2D reasoning segmentation network |Lai et al.|(2024), which seg-
ments the image to extract the desired parts and output explanations. Finally, using the mapping
relationship between each viewpoint and its corresponding mesh face id, the segmented parts are
reconstructed back onto the mesh with a specially designed multi-view fusion mechanism. Follow-
ing |Abdelreheem et al.| (2023)), we smooth and refine the segmentation boundaries, reducing noise
and errors with Gaussian Geodesic Reweighting. Subsequently, we apply the Visibility Smoothing
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technique to eliminate discontinuities caused by changes in viewpoints, ensuring that the segmented
mesh appears natural and coherent from all angles. Finally, we use a Global Filtering Strategy that
filters out the masked regions with low confidence scores. The threshold is the mean confidence
score calculated for every face.

8 Can you segment the part of a fish that helps it
maintain balance in the water in this image? Please
output the segmentation mask and explain why.
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Figure 2: The overview of Reasoning3D. First, a 3D model represented by 3D meshes is fed into
a renderer to obtain multi-view images. Then, each image goes through a vision backbone and a
multi-modal LLM along with user input queries. The decoder decodes the final layer embedding
which contains the extra token, thus producing K segmentation masks. We also extract the bounding
boxes in this stage. Finally, a specially designed mask-to-3D segmentation algorithm elevates the
projections back into the 3D space.

3 EXPERIMENTS

We first evaluated the zero-shot open-vocabulary segmentation performance on the FAUST [Bogo
et al) benchmark (an open-vocabulary 3D segmentation benchmark) proposed in SATR |Ab-
delreheem et al| (2023)). We also validated the effectiveness of our method on reasoning 3D segmen-
tation by our collected in-the-wild data from SketchFab. During the rendering process, we centered
the input mesh at the origin and normalized it within a unit sphere. We evenly sample 8 images hori-
zontally around all 360 degrees with a resolution of 1024 x 1024 and set a uniform black background
color. Multiple reasons (or explanations) will be generated in each view to give a comprehensive
understanding of the object, and users can choose one as the desired answer.

3DHighlighter SATR 3DHighlighter ~ SATR

Figure 3: Qualitative results and comparison between our method and baseline method in FAUST
benchmark. The segmented regions are shown in red.

The examples in Fig. [ ane Fig. [] show that Reasoning3D has the capabilities to offer in-depth
reasoning, 3D understanding, part segmentation, and conversational abilities. The model can output
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‘What part of a fish can move it forward quickly in this
image? Please output segmentation mask and explain why.

In the picture, the part of the fish that allows it to move forward
quickly is its tail. The tail is an essential part of a fish's anatomy
that helps it swim efficiently through the water. By flexing its
tail back and forth, the fish can generate force and propel itself
forward, enabling it to move quickly through the water.

e @

Can you segment the supporting part and explain why?

In the image, the table is a rectangular wooden dining table
with a flat top and four legs for support. The legs of the table
can be seen at the corners, providing stability and structure to
the table.

Can you segment the part that is essential if you want to hear
others speak in this image? Please output segmentation mask
and explain why.

In the picture, the essential part for
hearing others speaking is the
phone handset, which is the grey
object shaped like a house that is
connected to the phone. The
handset is the part of the phone
that captures your voice and
allows you to hear the person on
the other end.

Can you segment the supporting part in this image? Please
output segmentation mask and explain why.

The segmentation result is <SEG>. In the image, the bed is a
metal bed frame with a mattress on it. The bed is placed on a
hardwood floor

R s e

Figure 4: This figure shows Reasoning3D’s ability to segment 3D object parts (in a fine-grained
manner) from in-the-wild samples, including real-world scanned data (samples are randomly col-
lected from SketchFab). These examples highlight Reasoning3D’s advanced capabilities in in-depth
reasoning, comprehensive 3D understanding, precise part segmentation, and robust conversational
abilities. The original mesh and the segmentation result are visualized, and the segmented region is
highlighted in Red.

the segmentation masks and the explanation as we desire. We also show that though not designed
for open-vocabulary segmentation tasks and without fine-tuning or specially designed structure, our
method achieves satisfactory performance in the open-vocabulary segmentation benchmark com-
pared to existing open-vocabulary 3D segmentation models such as SATR |Abdelreheem et al.| (2023)
and 3DHighlighter [Decatur et al.| (2022) (Fig. [3).

To better allow users to interact with our system, we designed a User Interface (UI) so that users can
input arbitrary 3D models and their desired prompt to segment the desired region. (Fig. [3))

Figure 5: We offer a user-friendly and open-sourced interface designed for users to interactively
segment 3D objects.

4 CONCLUSION

This paper introduces a new task: Zero-Shot 3D Reasoning Segmentation for part searching and
localization within 3D objects. The proposed method, Reasoning3D, leverages pre-trained 2D seg-
mentation networks and large language models to enable zero-shot 3D segmentation. This allows for
effective part-level 3D understanding with limited 3D datasets. Experiments demonstrate that Rea-
soning3D can accurately localize and identify parts of 3D objects based on textual queries, including
articulated objects and real-world scans. The method can also produce natural language explanations
for the segmented 3D models and their components. The training-free approach facilitates rapid de-
ployment and provides a robust baseline for future research in part-level 3D object understanding.
This has potential applications across various domains such as robotics, object manipulation, and
AR/VR. We have released the code, Ul, and more experimental results publicly.
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