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Abstract

Sociocultural norms serve as guiding princi-001
ples for personal conduct in social interactions002
within a particular society or culture. The study003
of norm discovery has seen significant develop-004
ment over the last few years, with various in-005
teresting approaches. However, it is difficult to006
adopt these approaches to discover norms in a007
new culture, as they rely either on human anno-008
tations or real-world dialogue contents. This pa-009
per presents a robust automatic norm discovery010
pipeline, which utilizes the cultural knowledge011
of GPT-3.5 Turbo (ChatGPT) along with sev-012
eral social factors. By using these social factors013
and ChatGPT, our pipeline avoids the use of hu-014
man dialogues that tend to be limited to specific015
scenarios, as well as the use of human annota-016
tions that make it difficult and costly to enlarge017
the dataset. The resulting database - Multi-018
cultural Norm Base (MNB) - covers 6 distinct019
cultures, with over 150k sociocultural norm020
statements in total. A state-of-the-art Large021
Language Model (LLM), Llama 2, fine-tuned022
with our proposed dataset, shows remarkable023
results on various downstream tasks, outper-024
forming models fine-tuned on other datasets025
significantly.026

1 Introduction027

Sociocultural norms are informal rules or guide-028

lines that dictate acceptable behavior within a par-029

ticular society or culture (Morris et al., 2015).030

These norms encompass a wide range of behav-031

iors, including manners, customs, values, and tra-032

ditions. They govern how individuals interact with033

one another and shape societal expectations regard-034

ing appropriate conduct in various contexts. With035

the rapid development of AI in the last decade, it036

is crucial to define effective methods for discov-037

ering and assessing the cultural knowledge of AI038

systems, especially the knowledge of sociocultural039

norms.040

The study of cultural norm discovery has wit- 041

nessed significant development in recent years. 042

SOCIAL-CHEM-101 (Forbes et al., 2020), one 043

of the earliest corpora, introduces social norms rep- 044

resented in a Rule of Thumb (RoT) format. Norm- 045

Bank (Ziems et al., 2023) is another large-scale 046

corpus of norms that contains situational norms 047

within a multivalent sociocultural frame. While 048

these datasets have high-quality samples and can be 049

applied to many culture-related tasks, they are con- 050

structed by humans, which is very time-consuming 051

and costly. In response to this problem, Fung et al. 052

(2023) introduced NormSage, a norm dataset con- 053

structed with a fully automated pipeline. Norm 054

statements in NormSage are extracted by prompt- 055

ing Large Language Models (LLMs) with dialogue- 056

based contents. The norms are then fed to a self- 057

verification process to ensure their quality. While 058

NormSage showcases a promising direction for 059

automatic norm discovery, it is based on real di- 060

alogue data, which may not be available in dif- 061

ferent cultures and can be limited to specific do- 062

mains. Moreover, social norms, relevant to specific 063

frames, should possess the flexibility to be appli- 064

cable across diverse dialogues, instead of being 065

bound to a single specific conversation. 066

To address the above challenges, in this paper, 067

we present an automated frame-based pipeline for 068

norm dataset construction using ChatGPT in a 069

multi-cultural setting. Socio-cultural norms are 070

often strongly associated with several social fac- 071

tors (Zhan et al., 2023), and we refer to the com- 072

bination of social factors as situational frames. 073

Norms in the proposed dataset are generated by 074

prompting ChatGPT with situational frames as the 075

context, instead of using real-world dialogue con- 076

tent like existing works. These frames consist of 077

carefully chosen social factors (culture, social re- 078

lation, power distance, and so on) which help to 079

align the norm generation process. In this way, 080

we will not have to collect dialogue data for spe- 081
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cific cultures and can easily expand the dataset.082

Once the norms are extracted, we evaluate them083

both intrinsically and extrinsically. For the former,084

we use human evaluation to assess the quality of085

the extracted norm statements. For the latter, we086

employ the constructed norm database in various087

downstream tasks to prove the adaptability as well088

as the performance of our proposed dataset. To089

summarise, our contributions are as follows:090

• We propose an automatic pipeline for extracting091

socio-cultural norm statements in multiple cul-092

tures. This pipeline makes use of the implicit cul-093

tural knowledge of ChatGPT, as well as a set of094

carefully chosen social factors, to derive meaning-095

ful norm statements. In this way, we address the096

aforementioned problems of pioneering works.097

By using social factors and ChatGPT, we avoid098

the high costs of human annotation. Addition-099

ally, our social factors can also replace human100

dialogues, which tend to be limited to specific101

domains (Fung et al., 2023).102

• With the proposed pipeline, we construct the103

Multi-Cultural Norm Base (MNB) dataset and104

make it publicly available to the research com-105

munity. The dataset contains 150k sociocultural106

norm statements for 6 different cultural back-107

grounds, extracted from 29k situational frames.108

MNB is also one of the very few datasets that109

feature multi-cultural settings. We will make the110

dataset and code publicly available upon paper111

publication.112

• We conduct extensive experiments to analyze the113

quality of MNB, as well as to demonstrate the114

benefits of MNB in various downstream tasks.115

Intrinsic evaluation results highlight both the116

strengths and weaknesses of our method. We117

observe that using ChatGPT for norm extraction118

results in correct and insightful norms. At the119

same time, the model cannot utilize all of the120

given social factors, which, in many cases, leads121

to norms being too general. On the other hand,122

however, extrinsic experimental results show that123

MNB can generalize well across multiple related124

datasets and their corresponding benchmarks, out-125

performing other datasets significantly.126

2 Related Work127

2.1 Commonsense Knowledge Bases128

Commonsense Knowledge Bases (CKBs) encap-129

sulate essential information that mirrors human130

everyday understanding and reasoning, covering 131

broad aspects such as relational taxonomies (Liu 132

and Singh, 2004), logical associations (Zhang et al., 133

2018; Elsahar et al., 2018), and the underlying prin- 134

ciples of causality and mechanics (Talmor et al., 135

2019; Bisk et al., 2020). Following Cyc’s estab- 136

lishment (Lenat, 1995), there has been a signif- 137

icant advancement in the development of expan- 138

sive, human-curated CKBs (Liu and Singh, 2004; 139

Speer et al., 2017; Forbes et al., 2020; Bisk et al., 140

2020; Hwang et al., 2021; Mostafazadeh et al., 141

2020; Ilievski et al., 2021). Notably, Concept- 142

Net (Speer et al., 2017) exemplifies a compre- 143

hensive commonsense knowledge graph, charac- 144

terized by its structured representation of knowl- 145

edge in entity-relation-entity triples. The ATOMIC 146

(Sap et al., 2019) advances this domain by cata- 147

loging social interaction dynamics through nearly 148

880,000 annotated triples. Its enhanced iteration, 149

ATOMIC2020 (Hwang et al., 2021), further in- 150

tegrates ConceptNet’s relational framework with 151

additional novel relations, thereby constructing 152

a more elaborate CKB focused on event-related 153

dynamics. Moreover, GLUCOSE (Mostafazadeh 154

et al., 2020), derived from narrative texts in ROC 155

Stories (Schwartz et al., 2017), delineates a frame- 156

work for understanding causal relationships and 157

effects based on foundational events, presenting a 158

nuanced exploration of commonsense dimensions. 159

2.2 Sociocultural NormBase Construction 160

SOCIAL-CHEM-101 (Forbes et al., 2020) intro- 161

duced a comprehensive dataset of social and moral 162

guidelines, established through a crowdsourcing 163

approach to gathering descriptive norms from vari- 164

ous situations using rules-of-thumb as fundamental 165

elements. Another critical contribution is from 166

(Ziems et al., 2023), who devised a layered clas- 167

sification system for social constraints, dubbed 168

the Situational Constraints for Social Expecta- 169

tions, Norms, and Etiquette (SCENE), and sub- 170

sequently recruited participants to label the exten- 171

sive SCENE categories. Our methodology diverges 172

significantly from that of NormBank by implement- 173

ing an automated system to discover sociocultural 174

norms, in contrast to the reliance of NormBank 175

on manual annotation. Moreover, the research 176

by (Fung et al., 2023) introduced the NormSage 177

framework, aimed at identifying norms embedded 178

within conversations, utilizing LLM prompting and 179

self-verification techniques, and drawing from real- 180

life scenarios like negotiations, casual discussions, 181
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Figure 1: Proposed norm discovery pipeline.

and documentaries. Our approach sets itself apart182

from NormSage by focusing on extracting norms183

through a social-cultural lens exclusively, omitting184

dialogue-based information.185

3 Building Multi-cultural Norm Base186

In this section, we describe our proposed automatic187

pipeline for collecting socio-cultural norms for var-188

ious cultures. The following subsections will dis-189

cuss the overall pipeline, as well as provide a de-190

tailed explanation for each step in the pipeline. For191

simplicity, the term socio-cultural norm will be192

referred to as norm or social norm for short.193

3.1 Overall Pipeline194

The overall norm discovery pipeline is illustrated195

in Figure 1. Starting from a collection of situation196

frames, we begin by filtering invalid frames, fol-197

lowed by performing norm extraction, deduplica-198

tion, and verification to construct the multicultural199

norm base.200

3.2 Situational Frame Construction201

Social norms are context-specific patterns that gov-202

ern behavior in a given situation (Morris et al.,203

2015). Therefore, we design situational frames204

to ground meaningful norms and create diversity205

in the proposed dataset. Following the works of206

social factor taxonomy (Hovy and Yang, 2021)207

and SocialDial (Zhan et al., 2023), these situa-208

tional frames consist of several social factors that209

mimic the conversations between two speakers.210

Specifically, there are 10 key social factors in a211

frame, and these factors are categorized as either212

conversation-related factors (Norm Category, Con-213

versation Topic, Conversation Location, Culture,214

Formality) or speaker-related factors (Age, Gender,215

Social Relation, Social Distance, Power Distance).216

Each of these social factors can take a range of 217

values, some of which are sourced from SocialDial 218

and LDC (Li et al., 2022). 219

Conversation-related Factors. In each situa- 220

tional frame, Norm Category can take values from 221

greetings, requests, apologies, persuasion, and crit- 222

icism. Formality is characterized as either formal 223

or informal. Conversation Location spans various 224

settings, including open areas, online platforms, 225

homes, police stations, restaurants, stores, and ho- 226

tels. Conversation Topic covers a wide array of 227

subjects, such as sales, everyday life trivialities, 228

office affairs, school life, culinary topics, farm- 229

ing, poverty assistance, police corruption, counter- 230

terrorism, and cases of child disappearance. Cul- 231

ture refers to the cultural background of a conversa- 232

tion, which can be derived from one of the follow- 233

ing values: American, British, Canadian, Indian, 234

Afghan, and Chinese. We selected the American 235

and Canadian to represent North American cultures. 236

We chose the British as the representative of Eu- 237

ropean culture. For Asian cultures, we identified 238

Afghan as representing Middle Eastern culture and 239

considered Chinese and Indian due to their status 240

as the most populous countries in the world. 241

Speaker-related Factors. Regarding the 242

speaker-related factors, Social Distance encom- 243

passes five distinct values: family, friends, roman- 244

tic partners, working relationships, and strangers. 245

Social Relation covers the following cases: peer- 246

to-peer, elder-junior, chief-subordinate, mentor- 247

mentee, student-professor, customer-server, and 248

partner-partner. Age describe the age group of each 249

speaker in the conversation, which can take the fol- 250

lowing values: child, teenager, adult, middle-aged 251

adult, senior adult, and elderly. Similarly, Gender 252

represents the gender of each speaker, which is cat- 253

egorized as either male or female. Lastly, Power 254

distance is the perceived degree of inequality be- 255

tween the two speakers. This factor can take values 256

from lower, equal, or higher, which indicates the 257

inequality of the first speaker with respect to the 258

second speaker. 259

3.3 Frame Filtering 260

With the values of each social factor predefined 261

in the previous section, we then proceed to re- 262

move invalid situational frames. Invalid frames 263

are those considered to have combinations of val- 264

ues that hardly represent real-world scenarios (eg. 265

“a student and a professor discussing life trivialities 266

in a police station”, or “two colleagues discussing 267
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Figure 2: The prompt template for situational frame
classification.

school life at a restaurant”). In general, we propose268

to train a frame classification model, along with sev-269

eral hand-written rules to filter out invalid frames.270

The process of this can be broken down into three271

steps: Training Data Construction, Model Training,272

and Frame Classification.273

Training Data Creation. The training data of274

the frame classification model will have two parts,275

golden-labeled data and pseudo-labeled data. For276

the golden-labeled subset, we utilize the human-277

labeled frames from SocialDial, as many of the fac-278

tor values of our data are sourced from this dataset.279

The number of human-labeled frames is 6,433. Re-280

garding the pseudo-labeled data, we first sample281

100,000 combinations of factor values, then prompt282

ChatGPT1 for labeling. The prompt template is il-283

lustrated in Figure 2. To minimize the label errors284

made by ChatGPT API, we derive the probabili-285

ties of generating the tokens "Yes" or "No" from286

the API. Specifically, frames with either of the two287

probability scores higher than 0.85 are kept and288

assigned with the corresponding labels, and the re-289

maining frames are removed. In total, we created290

a frame classification dataset with 41,016 samples,291

in which 16,547 samples are labeled as valid.292

Model Training. With the constructed training293

dataset, we opt for the RoBERTa architecture (Liu294

et al., 2019) for frame classification. Specifically,295

the large version of the pretrained model is used296

for fine-tuning. We randomly split the constructed297

dataset into a training and development subset, with298

a ratio of 8:2. Adam optimization (Kingma and299

Ba, 2014) is used for model training. The choices300

1https://openai.com/blog/chatgpt

of values for hyperparameters, such as learning 301

rate, batch size, and number of epochs, are tuned 302

through grid search over the development subset. 303

Frame Classification. The fine-tuned RoBERTa 304

model is applied for frame classification. To ensure 305

the label quality, we kept only the frames that the 306

model predicted with a 0.995 probability value of 307

the positive class. Additionally, we also introduced 308

30 handwritten simple rules that are used to filter 309

out invalid frames. These rules are represented as 310

combinations of different values for social factors 311

that are not considered relevant in the real world. 312

3.4 Norm Extraction 313

The norm extraction process is illustrated in Figure 314

3. Specifically, we include the filtered situational 315

frames in the prompts to discover social norms 316

with ChatGPT. The prompt template includes four 317

distinct parts: 318

• A template header describing the nature of the 319

situational frame data. 320

• The body of the prompt template that outlines the 321

social factors in a situational frame. 322

• A direct question describing the task of social 323

norm extraction. This is followed by several con- 324

straints to ensure the quality and format of the 325

generated norm statements are unified and con- 326

trollable. 327

• Some Rules of Thumbs (RoTs) constraints. These 328

contain RoT templates (Forbes et al., 2020) that 329

will help to better structure the norm statement 330

(eg. “In [X] culture, it is good to do action [Y], 331

under situation [Z].”). 332

3.5 Norm Deduplication 333

As the extracted norms can overlap in a single sit- 334

uational frame as well as across different frames, 335

we remove one norm statement from each dupli- 336

cating pair. This process is done separately for 337

each culture. Specifically, we calculate the cosine 338

similarity scores for every pair using their BERT 339

embeddings (Devlin et al., 2019). If the similarity 340

score is higher than 0.95, we flag the norm pair as 341

duplicated. 342

3.6 Norm Verification 343

With the distinct norms obtained after the dedu- 344

plication process, we begin to filter invalid norms. 345

Invalid norm statements are norms that are incor- 346

rect in a specific culture, and we utilize ChatGPT 347

for this verification process. Similar to Section 348
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Figure 3: The norm extraction process with ChatGPT.

Culture # of Norm Statements # of Frames
American 27,481 4,505
Canadian 25,726 5,072
British 34,213 5,133
Chinese 24,789 4,496
Indian 25,760 4,675
Afghan 17,960 4,923

All 155,929 28,804

Table 1: Statistics of norms in different cultures.

3.3, we prompt ChatGPT with a Yes-No question,349

and derive the probability of the token "Yes" for350

filtering. Details of the prompt are given in the351

Appendix A.1. The probability threshold for valid352

norms is set to be 0.85.353

3.7 Dataset Summary354

With the above pipeline, we obtained the Multi-355

cultural Norm Base (MNB), which consists of356

155,929 norm statements, extracted from more than357

28,804 situational frames of 6 distinct cultures. The358

norm statements also represent real-world scenar-359

ios, where they reflect daily conversational situa-360

tions through various speaker attributes. The norm361

statistics of the 6 cultures are reported in Table362

1. The cultures have roughly equal numbers of363

situational frames. On average, about 5 norm state-364

ments are extracted with each situational frame in365

our data.366

4 Experiments367

To demonstrate the quality of our proposed method368

and dataset, we carry out experiments with our data369

and other related datasets. Our experiments are di- 370

vided into two types: Intrinsic Evaluation and 371

Extrinsic Evaluation. For intrinsic evaluation, we 372

examine the quality of the constructed norm knowl- 373

edge base and the norm extraction method. In the 374

case of extrinsic evaluation, we demonstrate the ap- 375

plicability of our proposed dataset across different 376

downstream tasks and compare the performance 377

with other datasets. 378

4.1 Intrinsic Norm Discovery Evaluation 379

Similar to NormSage (Fung et al., 2023), we as- 380

sess each norm statement on a Likert scale ranging 381

from 1 to 5, where 1 denotes “Very Unsatisfied” 382

and 5 denotes “Very Satisfied”, for five criteria: 383

Relevance, Well-Formedness, Correctness, Insight- 384

fulness, Relatableness. A detailed description of 385

each criterion is provided in Appendix A.2. 386

As there are many norm statements in the dataset 387

and evaluating all of them will be very time- 388

consuming, we sample 100 norms from each cul- 389

ture for evaluation. Specifically, we randomly sam- 390

ple 100 situational frames from each culture and 391

then sample 1 norm statement from each of the 392

frames. This ensures that the selected data is di- 393

verse and covers a wide range of scenarios. To 394

perform the evaluation, we employed 6 native hu- 395

man annotators, one in each of the 6 cultures to 396

assess the data (e.g. a British person will label the 397

British samples) to ensure the annotation quality. 398

Figure 4 illustrates the score distributions of dif- 399

ferent evaluation criteria. Regarding the distribu- 400

tions of Well-Formedness, the results are signif- 401

icantly high, as the percentage of the maximum 402
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Figure 4: Score distributions of human annotators for different metrics.

score of 5 is above 60%. This shows that including403

the RoTs constraints in the prompt leads to a better404

structure of norm statements. For Correctness and405

Insightfulness, most score values also fall in the406

satisfaction categories (4 and 5), which highlights407

the quality of our norms. However, we observed a408

weakness of our method on the criteria Relevance409

and Relatableness, especially the distribution of410

Relevance, which seems to be evenly spread across411

all values. This indicates that ChatGPT is not uti-412

lizing all of the provided social factors for norm413

generation, which leads to lower Relevance scores414

and higher Relatableness scores. In other words,415

although the norms are correct and insightful, many416

of them are general and can be applied in various417

situations, which limits the diversity of the norm418

database. Upon closer inspection, we noticed that419

in many cases, ChatGPT only uses some of the420

factors in the prompt. We will describe some norm421

statements along with their problems in Appendix422

A.3 to further illustrate this observation.423

4.2 Extrinsic Evaluation on Downstream424

Tasks425

To set up extrinsic evaluations, we derive several re-426

lated datasets and their corresponding downstream427

tasks, which can be categorized into generation428

tasks and classification tasks. For all extrinsic ex-429

periments, we will use Llama 2 (Touvron et al.,430

2023) and perform fine-tuning with different in-431

struction tasks. Specifically, the 7B version of the432

Llama2-Chat model (Llama2-Chat-7B) is used for433

fine-tuning, as it already has been fine-tuned with434

a large set of instruction tasks and can be used as435

the baseline in experiments.436

4.2.1 Generation Task437

In terms of the generation task, we opt for the438

Moral Integrity Corpus (MIC) (Ziems et al., 2022)439

for our experiments. The norms covered in this440

dataset mostly are sourced from Reddit and belong441

Metric Llama2 Llama2 SC Llama2 MNB

ROUGE-1 15.53 20.15 21.56
ROUGE-2 3.59 6.01 7.92
ROUGE-L 14.65 19.46 20.48
BLEU 11.95 16.16 16.61
BERT-Score 88.60 89.35 90.94

Table 2: Experimental results on the MIC dataset.

to the American culture. The authors of MIC have 442

set up the task of RoT generation, which requires 443

models to generate a norm statement with a given 444

dialogue content. To carry out the experiments, we 445

compare the performance of the following models: 446

• Llama2 The original Llama-2-Chat-7B model. 447

• Llama2 SC The Llama-2-Chat-7B model fine- 448

tuned with the SOCIAL-CHEM-101 dataset. The 449

instruction task is generating a norm statement 450

based on a given situation and a behavior. 451

• Llama2 MNB The Llama-2-Chat-7B model fine- 452

tuned with our MulticulturalNormBase dataset. 453

The instruction task is to generate a norm state- 454

ment based on a set of social factors (similar to 455

how we extract the norms with ChatGPT in §4.4). 456

While the NormBank dataset can be used for 457

training as it is also a norm dataset, its norms have 458

a very different structure compared to our data as 459

well as SOCIAL-CHEM-101 and MIC. The sit- 460

uational norms in NormBank are represented as 461

taxonomies of various factors, while in the other 3 462

datasets, the norms are stated as Rules of Thumb 463

statements. As converting the taxonomy-based 464

norms into RoT involves great complexities, we 465

chose to not experiment with the NormBank dataset 466

for this generation task. 467

Following the authors of MIC, for the eval- 468

uation metrics, we apply the standard ROUGE 469

(Lin and Hovy, 2003) (ROUGE-1, ROUGE-2, and 470

ROUGE-L), BLEU score (Papineni et al., 2002), 471
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and BERT-Score (Zhang et al., 2020). The ex-472

perimental results are reported in Table 2. All473

three models are evaluated in a zero-shot set-474

ting, meaning that they have not seen or been475

trained with the MIC dataset. It can be observed476

that when trained with cultural or commonsense477

knowledge data, the performance improves signif-478

icantly over the baseline. Both the Llama models479

trained with SOCIAL-CHEM-101 and our dataset480

present better results than those of the baseline481

model. On all metrics, the model trained with482

our data (Llama2 MNB) achieves slightly higher483

results than the one trained with SOCIAL-CHEM-484

101 (Llama2 SC). This demonstrates that the ex-485

tracted cultural norms are highly useful, and can486

be used to train models to adapt on different bench-487

marks.488

4.2.2 Classification Tasks489

Regarding the classification tasks, we consider the490

following datasets for evaluation:491

EtiCor. (Ziems et al., 2023) This is a corpus of492

etiquettes, consisting of texts about social norms493

from five different regions across the globe, serving494

as a benchmark for evaluating LLMs for knowl-495

edge and understanding of region-specific etiquette.496

Specifically, the dataset covers 5 regions: EA (East497

Asia), IN (India), MEA (Middle East & Africa), NE498

(North America & Europe), and LA (Latin Amer-499

ica). With this data, the corresponding evaluation500

task is “Etiquette Sensitivity”. Given a statement501

about etiquette, the task is to predict whether the502

statement is appropriate for a region. For this503

dataset, we use the entire data for evaluation.504

NormBank. (Ziems et al., 2023) This is a knowl-505

edge base of situational norms. While the work506

of NormBank does not primarily concentrate on507

multicultural aspects, the dataset itself includes508

multicultural information. To extract the cultural509

information of norms in this dataset, we identify510

constraints that mention “Person Y’s country is XX”511

and link them to specific cultures. We follow their512

evaluation on the task of “Norm Classification”.513

Specifically, this task requires models to classify a514

combination of behavior and some constraints to be515

either expected, okay, or unexpected. To perform516

an evaluation on this dataset, we randomly split the517

samples into a training and test subset, with a ratio518

of 8:2. The reason for this split is that the models519

will be evaluated on the test subset, where the train-520

ing set will be used to train a Llama 2 model, which521

will be used to compare with one trained with our 522

proposed dataset. 523

Regarding the models for evaluation, we fine- 524

tuned the Llama 2 model separately with the Norm- 525

Bank dataset and our dataset. Both models are 526

trained with the classification task and the training 527

procedure is different for each of the datasets, as 528

their data attributes are different: 529

• Llama2 NB-CLS The Llama-2-Chat-7B model 530

fine-tuned with the training subset that we de- 531

rived from the NormBank dataset. The model is 532

trained for the task of norm classification, which 533

utilizes the 3-class labels described previously. 534

• Llama2 MNB-CLS The Llama-2-Chat-7B model 535

fine-tuned with our MulticulturalNormBase 536

dataset. The instruction task is also norm classifi- 537

cation. Since the norms of our dataset are all rec- 538

ommended behaviors, we perform data augmen- 539

tation to negate a portion of the data. Specifically, 540

we apply two augmentation methods: rule-based 541

and negative claim generation. For the rule-based 542

method, we simply negate the adjectives that are 543

defined in the norm statement template (eg. "It 544

is bad/wrong/evil to do something" is converted 545

to "It is good to do something"). In terms of the 546

negative claim generation method, we utilize a 547

pretrained BART model2 to generate the negative 548

version of a norm statement. 549

Apart from the fine-tuned models, we also ex- 550

perimented with a RAG (Retrieval Augmented 551

Generation) based method with our data and the 552

NormBank dataset. We derive two models - 553

Llama2 MNB-RAG and Llama2 NB-RAG - which use 554

the baseline Llama 2 model and retrieve the most 555

relevant norms from our data and NormBank for 556

a test sample, respectively. To ensure this method 557

gets maximized results, we experimented with 558

several numbers of norms being retrieved, rang- 559

ing from 1 to 10, and reported only the best re- 560

sults. Interestingly, both Llama2 MNB-RAG and 561

Llama2 NB-RAG achieve optimal results when us- 562

ing only 1 norm in the context. 563

Results on EtiCor. The experimental results on 564

the EtiCor dataset are described in Table 3. The 565

model trained with our dataset (Llama2 MNB-CLS) 566

consistently demonstrates better results than the 567

other two models, in all regions. The model shows 568

the smallest absolute and relative improvements 569

2https://huggingface.co/minwhoo/bart-base-negative-
claim-generation
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Region Llama2 (Baseline) Llama2 NB-CLS Llama2 NB-RAG Llama2 MNB-CLS Llama2 MNB-RAG

Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1
EA 68.08 69.97 63.40 66.88 63.61 63.67 67.57 76.99 62.16 73.75
IN 70.55 70.98 68.51 69.62 68.02 67.56 74.65 80.72 63.38 73.30
MEA 69.32 71.03 64.83 69.11 66.85 67.82 69.74 78.94 63.17 73.69
NE 76.43 82.62 77.94 84.07 73.21 79.40 87.62 92.27 76.28 84.95
LA 66.89 67.66 61.03 63.87 66.15 66.01 65.64 76.05 61.07 72.38

All 70.25 72.45 67.14 70.71 67.57 68.89 73.04 80.99 64.78 75.31

Table 3: Results of different models on the EtiCor dataset.

Culture Llama2 (Baseline) Llama2 NB-CLS Llama2 NB-RAG Llama2 MNB-CLS Llama2 MNB-RAG

Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1
British 19.00 7.22 43.21 38.26 23.31 20.44 27.66 23.16 22.65 19.24
Canadian 9.06 5.17 61.07 57.82 26.49 32.23 33.62 35.51 13.81 16.07
American 14.01 4.67 52.71 50.20 16.68 15.69 32.76 32.60 19.77 19.89
Afghan 5.98 4.37 69.18 67.27 6.31 5.69 42.94 48.90 11.36 15.21
Indian 42.36 26.21 51.35 45.28 42.73 35.76 45.17 36.82 29.69 26.60
Chinese 31.86 16.23 50.01 43.81 33.33 25.24 37.50 27.93 32.52 26.60

All 18.60 9.68 56.81 52.67 23.73 21.09 37.30 35.71 22.38 21.20

Table 4: Results of different models on the NormBank dataset.

on the EA (East Asia) subset of EtiCor. This570

is because while our dataset consists of norms571

for the Chinese culture, EtiCor itself does not in-572

clude Chinese data in the EA subset. Regarding573

Llama2 NB-CLS, while the nature of NormBank is574

also similar to EtiCor, however, the model does575

not achieve better overall results than the baseline576

Llama2 model, except for the NE (North America577

& Europe) subset, where the model demonstrates578

a significant improvement. This is understandable,579

as the portion of North American data accounts for580

almost 30% of the NormBank dataset. Despite be-581

ing not as good as fine-tuning, the retrieval-based582

method also shows its improvements over the base-583

line, where the Llama2 MNB-RAG model achieves584

roughly 2.8% F1 improvement over the Llama2585

model.586

Results on NormBank. The experimental results587

of different models on the NormBank dataset are588

described in Table 4. Llama2 NB-CLS obviously589

achieves the best results in terms of F1 and accu-590

racy, as it is trained on the NormBank data. How-591

ever, Llama2 MNB-CLS - the model trained with592

MNB still shows great improvements over the base-593

line, with more than 18% and 26% absolute im-594

provements in overall accuracy and F1, respec-595

tively. Notably, Llama2 MNB-CLS demonstrates sig-596

nificant improvements over the baseline model on597

the Afghan culture - a culture that is considered598

low-resource. Furthermore, the Llama2 MNB-RAG599

model also outperforms the baseline and the 600

Llama2 NB-RAG model on this Afghan subset. In 601

terms of retrieval-based model, Llama2 MNB-RAG 602

and Llama2 NB-RAG achieve competitive results, 603

even though Llama2 NB-RAG takes advantage of 604

retrieving norms from NormBank itself. Interest- 605

ingly, Llama2 MNB-RAG reaches a better accuracy 606

and F1 score than Llama2 NB-RAG on the Ameri- 607

can subset, despite this is the largest subset of the 608

NormBank dataset. These results have proven that 609

models utilizing our MNB dataset can generalize 610

well across different domains and cultures, in both 611

cases of fine-tuning and RAG. 612

5 Conclusions 613

In this paper, we propose an automatic norm discov- 614

ery pipeline using ChatGPT for the multi-cultural 615

setting. The pipeline extracts norm statements upon 616

situational frames filled with crucial social factors. 617

As real dialogues are not always available and can 618

be limited to some domains, we have showcased 619

that it is possible to extract meaningful norm state- 620

ments only from social factors. Our derived norm 621

database has shown its effectiveness in the exper- 622

iments, achieving remarkable results on several 623

downstream tasks and outperforming other norm 624

datasets. In the future, we plan to expand the data 625

with coverage to more cultures and implement large 626

language models embedded with explicit cultural 627

knowledge. 628
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Limitations629

Our proposed pipeline is based on the implicit630

knowledge of ChatGPT from OpenAI to extract631

cultural norm statements from conversational situa-632

tions. While ChatGPT is trained on a large amount633

of data, its cultural knowledge and reasoning capa-634

bilities can have potential bias. We also acknowl-635

edge that cultural norms can vary and evolve sig-636

nificantly over time, which requires LLM to have637

better adaptation to new data. Despite the availabil-638

ity of more robust LLMs, such as GPT-43, we opted639

to use ChatGPT in our experiments due to the time640

limitation and costly usage of GPT-4. Addition-641

ally, more datasets should be compared with the642

proposed MNB dataset in future works. NormSage643

(Fung et al., 2023) is the closest work to ours, as it644

also has the multi-cultural element, but at the time645

of submitting this paper, the NormSage dataset and646

code are not publicly available for us to make a fair647

comparison in the experiments.648

Another limitation of our work is the limited649

number of human annotators for intrinsic evalua-650

tion. We acknowledge that hiring more people to651

annotate the norms will better represent the norm652

quality, but due to the time constraint and cost limit,653

there is only one annotator for each culture. Al-654

though the chosen annotators are all native, there655

can still exist potential biases in the evaluation pro-656

cess.657

Ethical Considerations658

We recognize that automatically generated socio-659

cultural norm statements can carry an authoritative660

and normative tone (Fung et al., 2023). Therefore,661

we want to emphasize that these statements are not662

intended to serve as the basis for establishing a663

normative system or framework within any society.664

Their application in any operational system must be665

approached with caution. It is imperative to involve666

manual oversight to validate their accuracy prior to667

deployment. Consequently, these norm statements668

primarily serve only research purposes.669
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A Appendix845

A.1 Norm Verification846

As discussed in Section 3.6, we prompt ChatGPT847

to filter invalid norm statements. Figure 5 illus-848

trates the prompt template for norm verification.849

Similar to previous prompt templates in Section850

3.4 and Section 3.6, this template includes a header851

describing the nature of the situational frame, and852

a body outlining the social factors.853

Figure 5: Prompt template for norm verification.

A.2 Intrinsic Evaluation854

The definition for each criterion of the intrinsic855

evaluation process is as follows:856

• Relevance. This criterion measures how well857

the situation inspires the generated norm. If858

a norm does not use the provided informa-859

tion from the situational frame, regardless of860

whether the norm is correct or not, the rele-861

vance score should be low.862

• Well-Formedness. This criterion measures863

how well is the norm structured – is the norm864

self-contained, and does it include both a judg-865

ment of acceptability and an action or soci-866

etal/cultural phenomena that is assessed?867

• Correctness. This criterion measures the cor-868

rectness of the norm. If a norm is considered869

to be correct in a given culture, its correctness870

score should be high.871

• Insightfullness. This criterion measures the 872

degree to which the norm conveys an enlight- 873

ening understanding of what is considered ac- 874

ceptable and standard in the provided cultural 875

background. 876

• Relatableness. This criterion measures the 877

degree of generalization of a norm. If the 878

given norm is highly applicable in various 879

situations, the relatableness score should be 880

high. 881

A.3 Problematic Norm Examples 882

Some examples of problematic norms are described 883

in Table 5. We split the problems into three types: 884

(i) generated norms that utilize only some of the 885

speaker-related factors; (ii) generated norms that 886

utilize only some of the conversation-related fac- 887

tors; and (iii) generated norms that do not use any 888

of the given social factors. The examples shown 889

here are the norms that are considered correct, but 890

not relevant to their given situation frames. Hence, 891

their Relevance scores are low and Relatableness 892

scores are high, indicating that these norm state- 893

ments are very general. 894
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Category Topic Social Relation Social Distance Power Distance Norm Relevance Relatableness

Generated norms that utilize only some of the speaker-related factors (social relation, social distance, and/or power distance)

Apology Sale Elder-Junior Working Relationship Equal In American culture, it is important to give equal
opportunities for each speaker to express their
opinions during a conversation.

1 5

Persuasion Life-trivial Peer-Peer Friend High In American culture, it is expected to maintain
a friendly and casual tone during peer-to-peer
interactions.

2 4

Criticism Food Peer-Peer Working Relationship Equal In Chinese culture, it is common to exchange
business cards when meeting new colleagues.

1 4

Generated norms that utilize only some of the conversation-related factors (norm category and/or conversation topic)

Request Sale Chief-Subordinate Working Relationship High In American culture, it is common for customers
to be given the option to return or exchange items
within a specified time frame.

2 4

Greetings Life-trivial Peer-Peer Friends Equal In Afghan culture, it is common to offer tea or
refreshments when hosting guests.

1 5

Request Food Customer-Server Stranger Low In Chinese culture, it is helpful to share dishes
among the table instead of ordering individual
portions.

3 4

Generated norms that do not use any of the given social factors

Request Life-trivial Elder-Junior Family High In Chinese culture, it is important to maintain
a casual and friendly tone during an informal
conversation.

2 4

Greetings School Life Peer-Peer Stranger Equal In Indian culture, it is important to maintain a
modest and appropriate dress code during pro-
fessional interactions.

2 4

Criticism Office Affairs Chief-Subordinate Working Relationship Low In British culture, it is important to be punctual
and respect others’ time commitments.

1 4

Table 5: Some norm examples with low Relevance score and high Relatableness score
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