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Abstract

Large language models (LLMs) have achieved
remarkable progress in autonomous reasoning,
evolving from basic text processing to sophis-
ticated multimodal reasoning, a critical capa-
bility for general-purpose Al assistants. How-
ever, existing benchmarks usually fail to ade-
quately capture the intricate multi-step reason-
ing demands inherent in real-world scenarios.
To bridge this gap, we propose C>RBench: a
Chinese Complex Reasoning Benchmark for
evaluating multi-step, multimodal advanced
reasoning capability of LLMs. C2RBench com-
prises 1,115 carefully curated Chinese tasks,
which are organized into eight domain-specific
subsets, each meticulously designed to mirror
real-world challenges. This hierarchical bench-
mark features three difficulty tiers based on the
number of reasoning steps required (average
8.44 steps per task), significantly exceeding
existing benchmarks in cognitive complexity.
Extensive evaluations of 16 LLMs (including
DeepSeek-R1) and 20 multimodal large lan-
guage models (MLLMs) on C2RBench reveal
critical performance gaps: GPT-4o0 achieves
only 45.20% accuracy, indicating substantial
room for improvement.

1 Introduction

Recent advances in reasoning language models
like ol-preview! and DeepSeek-R1 (DeepSeek-Al
et al., 2025) have greatly improved the reasoning
capacity of large language models (LLMs), en-
abling LLMs to engage in more extended and de-
liberate thought processes to tackle increasingly
complex problems compared to earlier LLMs (Yao
et al., 2023). These reasoning models exhibit im-
proved multi-step reasoning, decision-making, and
adaptability across diverse tasks (Chen et al., 2024).

However, existing reasoning benchmarks usually
fail to satisfy the evaluation requirements of rea-
soning language models (Huang and Chang, 2023).
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Figure 1: Illustration of the features of C?RBench.
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First, these benchmarks often focus on a small
number of reasoning tasks with limited reasoning
steps. For instance, GSM8K (Cobbe et al., 2021)
assesses elementary mathematical operations in-
volving only 2 to 8 reasoning steps.

Second, current benchmarks, such as DRCD
(Shao et al., 2019) and C-Eval (Huang et al., 2023),
lack alignment with real-world problem-solving
scenarios.

Third, many reasoning benchmarks suffer from
modality and language constraints as they usually
focus on textual reasoning in English, neglecting
other modalities and languages (Li et al., 2024b;
Huang et al., 2024b).

To mitigate these challenges, we propose
the Chinese Complex Reasoning Benchmark
(C2RBench) for evaluating multi-task, multi-step
and multimodal reasoning capability of LLMs. As
illustrated in Figure 1, it features a broader and
more reasoning steps than most existing bench-
marks. Specifically, C2RBench favors multi-step
reasoning, with an average of 8.44 sequential rea-
soning steps per task. It is designed with three
levels of reasoning complexity in terms of the num-
ber of reasoning steps required, where level-3 rea-
soning tasks consist of 13.03 reasoning steps on
average. It is also developed to support multimodal
reasoning across text, images, tables and files. Rea-
soning tasks selected in C2RBench are usually from
real-world scenarios, e.g., file processing, graph
analysis, reasoning in science, in order to simulate
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evaluation of LLM reasoning in real-world applica-
tions. Despite being related to a previous reasoning
benchmark GAIA (Mialon et al., 2023), C2RBench
is larger (1,115 vs 466 reasoning tasks) and more
aligned to real-world scenarios than GAIA with a
different language focus (Chinese vs English).

The main contributions of the C2RBench can be
summarized as follows:

1. We curate a challenging multimodal multi-
step reasoning benchmark in Chinese, ad-
dressing the critical gap in Chinese reasoning
benchmarks.

2. The curated benchmark C2RBench benefits
from its high cognitive complexity and close
alignment with real-world reasoning scenar-
10s. It consists of 1,115 tasks across 8 subsets
and 3 complexity levels, with an average of
4.63 reasoning steps per level-1 task, 8.56 per
level-2 task and 13.03 per level-3 task.

3. We conduct extensive evaluations of 16 LLMs
and 20 multimodal large language models
(MLLMs) on C?RBench. Experiments re-
veal critical performance gaps: even state-of-
the-art models such as GPT-40 achieve only
45.20% accuracy, suggesting the challenging
nature of C2RBench for advanced LLM:s.

2 Related Work

As LLMs continue to advance, the tasks they ad-
dress have grown more complex (Giadikiaroglou
et al., 2024). Reasoning, as a fundamental capa-
bility essential for solving complex problems, has
increasingly become a focal point of research (Wei
et al., 2023; Huang and Chang, 2022; DeepSeek-
Al et al., 2025; Team, 2025). Based on the nature
of the reasoning tasks, existing benchmarks can be
categorized into task-specific benchmarks and com-
prehensive benchmarks. Compared to task-specific
benchmarks designed for particular tasks, compre-
hensive benchmarks attempt to assess the general
reasoning capabilities of LL.Ms.

Task Specific Reasoning Benchmarks. Many
studies evaluate the reasoning capabilities of LLMs
across specific dimensions. For instance, Hel-
laSwag (Zellers et al., 2019) and SIQA (Sap et al.,
2019) measure LLLMs’ common-sense reasoning
abilities, while MathVista (Lu et al., 2024) and
GSMBS8K (Cobbe et al., 2021) assess their mathe-
matical reasoning skills. SQuAD (Rajpurkar et al.,
2018) evaluates LLMs’ reading comprehension,

whereas ARC (Clark et al., 2018) examines their
scientific question-answering capabilities. These
benchmarks serve as a foundation for evaluating
the specific reasoning capabilities of LLMs.

Comprehensive Reasoning Benchmarks. To
provide a more comprehensive and systematic eval-
uation of MLLMSs’ reasoning capabilities, several
comprehensive benchmarks have been proposed,
typically encompassing a diverse set of tasks (Li
et al., 2024a). For instance, MMMU (Yue et al.,
2024a,b) provides a comprehensive evaluation of
MLLMs’ performance across tasks in the cate-
gories of Art & Design, Business, Science, Health
& Medicine, Humanities & Social Sciences, and
Technology & Engineering, with tasks presented
in a multiple-choice format. Similarly, C-Eval
(Huang et al., 2023) is a Chinese benchmark for
assessing models’ advanced knowledge and rea-
soning abilities. In addition, both MMBench (Liu
et al., 2023) and GAOKAO-MM (Zong and Qiu,
2024) assess MLLMs’ visual perception and rea-
soning abilities, also using multiple-choice tasks.
GAIA (Mialon et al., 2023) provides a compre-
hensive evaluation of MLLMSs’ capabilities in web
search, coding, multimodal tasks, and document
reading, with tasks presented in an open-ended gen-
eration format. However, these benchmarks still
exhibit limited task coverage and lack real-world
relevance, constraining their applicability to broad
use cases. Moreover, research on comprehensive
reasoning evaluation benchmarks in the Chinese
domain remains an area yet to be fully explored
(Huang et al., 2023). Addressing this gap is crucial
for developing LLLMs that can effectively handle
complex reasoning tasks in Chinese, particularly in
multimodal settings.

To address these challenges, we propose
C?RBench, a Chinese dataset designed for multi-
task, multi-modal and multi-step reasoning scenar-
ios in real-world applications. Detailed comparison
of our dataset with previous datasets is presented
in Table 1.

3 Dataset Curation

We follow the pipeline illustrated in Figure 2 to
curate C2RBemch.

3.1 Data Sources and Preprocessing

To maintain applicability in real-world scenarios,
we derive our primary data sources from four key
categories: (1) published materials (e.g., civil ser-



Datasets MS Anno? Size Lang Domain Task Type
MathVista no 5.14K en Math Open&MC
MMMU a few 12K en Real-world  Open&MC
GAIA yes 0.5K en Real-world Open
GaoKao-MM no 0.6K zh Exams MC
C-Eval no 14K zh Exams, Web MC
DRCD no 30K zh Reading Open
C?RBench yes 1.1K zh Real-world Open&MC

Table 1: Comparison of C2RBench with existing reasoning benchmarks. The column “MS Anno?” indicates
whether the dataset provides multi-step reasoning annotations. MC denotes Multi-choice QA, while open refers to

open-ended QA.
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Figure 2: The dataset curation pipeline of C?RBench.
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vice examination question banks, classical litera-
ture), (2) authoritative databases (e.g., China Na-
tional Bureau of Statistics), (3) educational re-
sources (e.g., secondary and post-secondary aca-
demic examination questions), and (4) structured
datasets from platforms such as Kaggle. Addi-
tionally, we employ a hybrid human-AlI approach,
leveraging ChatGPT for partial data generation (
see A.1), followed by rigorous manual screening,
verification, and refinement to uphold data quality.
This dual strategy—integrating authentic sources
with high-quality synthetic data—provides a ro-
bust foundation for the real-world applicability of
C?RBench.

Once we collect raw data from multiple sources,
we perform preprocessing, which adheres to three
key principles. First, we implement strict data con-
struction protocols executed through standardized
workflows. Second, all annotators undergo compre-
hensive training to ensure a thorough understand-
ing of annotation guidelines and consistent labeling
practices. Third, we establish a multi-stage quality
control strategy featuring periodic progress moni-
toring and randomized sample audits. Identified is-
sues undergo immediate corrective measures, with
error patterns systematically analyzed to prevent

recurrence. During preprocessing, we normalize
data formats while preserving original semantic
structures, ensuring compatibility with diverse rea-
soning architectures.

3.2 Annotation

Preprocessed data are then transformed into struc-
tured formats (please see examples sampled from
C?RBench provided in Appendix 12) adhering to
four fundamental question design principles:

* Unambiguous responses: All questions must
yield unique, deterministic answers with con-
cise solutions.

* Multi-step reasoning requirements: Each
problem necessitates more than 3 interde-
pendent reasoning steps, where intermediate
steps demonstrate indispensable logical pro-
gression.

* Non-retrievability constraint: Solutions must
resist direct retrieval through search engine
queries, ensuring genuine reasoning demands.

* Synthetic data validation: ChatGPT-generated
content undergo specialized human screen-
ing and validation, including semantic consis-
tency checks and logical consistency verifica-
tion.

* Prevention of Data Contamination: To prevent
data contamination, we ensure that no ques-
tion in C2RBench can be answered directly
through a simple search engine query from.

To operationalize these principles, we imple-
ment a dual-layer verification system: automated
rule-based filtering complemented by expert review.
This framework ensures strict adherence to com-
plexity thresholds while maintaining real-world
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Figure 3: Proportion of different subsets in C2RBench.

problem-solving relevance. The final dataset pre-
serves original semantic structures through normal-
ized representation, enabling compatibility with
diverse reasoning architectures without compro-
mising task authenticity.

3.3 Quality Control

Following data annotation, we implement a rig-
orous quality control protocol through cross-
verification. This validation process ensures data
accuracy and logical consistency through three
key metrics: (1) logical coherence of the problem-
solving steps, (2) correctness of the final answers,
and (3) relevance of supporting materials.

The dataset undergoes systematic iterative re-
finement via a dual-phase optimization strategy. (1)
Deduplication: Qustions with high similarity are
removed based on similarity scores (using TF-IDF
combined with cosine similarity). Automatically
detected duplicates are further verified manually.
(2) Dynamic Difficulty Calibration: The complex-
ity of questions is adaptively adjusted based on
solver feedback statistics. Our empirical thresh-
olding mechanism automatically elevates problems
exceeding 11 procedural steps (originally classified
as Level 2) to higher complexity tiers (Level 3),
with human validation applied to all reclassifica-
tions.

This multilayered quality control framework en-
sures that the dataset maintains optimal difficulty
progression while preserving content diversity and
pedagogical validity throughout iterative updates.

3.4 Statistics

After extensive manual annotation and quality con-
trol, C2RBench ultimately comprises 1,115 data
instances across 8 subsets: Math, Multimodal, Log-
ical, General Knowledge, Graph Analysis, Reading,
Science, and File Processing. The proportion of
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Figure 4: The proportion of different difficulty levels in
each subset.
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each subset is shown in Figure 3. To enable a more
detailed analysis of model reasoning capabilities,
we categorize data instances into three difficulty
levels based on the number of annotated reasoning
steps:

1. Level 1 (3-6 reasoning steps): Basic reason-
ing tasks, evaluating fundamental reasoning abili-
ties of LLMs.

2. Level 2 (7-11 reasoning steps): Intermediate
reasoning tasks, assessing the proficiency of LLMs
in multi-step reasoning.

3. Level 3 (12 or more reasoning steps): Ad-
vanced reasoning tasks, providing a comprehensive
evaluation of the multi-step reasoning and informa-
tion integration capabilities of LLMs.

We provide detailed statistical data and visual
analyses to offer a deep understanding of the struc-
ture of C>2RBench in Figure 4 and Figure 5.

4 Experiments

We conducted extensive experiments with 16 LLMs
and 20 MLLMs on C?RBench to evaluate its effec-
tiveness and utility for assessing reasoning capabil-
ities of LLMs. All models used for evaluation are
summarized in Table 2.



Models Open Source? Model Size Multimodal?

DeepSeek-R1 (DeepSeek-Al et al., 2025) Yes 671B No
DeepSeek-V2.5-1210 (DeepSeek-Al, 2024) Yes 236B No
DeepSeek-V3 (DeepSeek-Al et al., 2024) Yes 671B No
Doubao-1.5-vision-pro- 2 No undisclosed Yes
Doubao-pro-32k 2 No undisclosed No
Doubao-vision-pro-32k 2 No undisclosed Yes
Ernie-4.0-Turbo-8k 3 No undisclosed No
Gemini 1.5 Pro * No undisclosed Yes
Gemini 1.5 Flash * No undisclosed Yes
GLM-4-Long (GLM et al., 2024) No undisclosed Yes
GLM-4v-plus ° No undisclosed Yes
GLM-Zero-preview > No undisclosed No
GPT-3.5-Turbo © No undisclosed No
GPT-4o ¢ No undisclosed Yes
GPT-40-mini ¢ No undisclosed Yes
GPT-4-Turbo No undisclosed No
hunyuan-turbo-latest 7 No undisclosed No
hunyuan-turbo-vision 7 No undisclosed Yes
Llama-3.2-Vision (Patterson et al., 2022) Yes 11B, 90B Yes
LLaVA-OneVision (Patterson et al., 2022) Yes 7B, 72B Yes
Moonshot-v1-32k ® No undisclosed No
Moonshot-v1-32k-vision-preview No undisclosed Yes
ol-mini © No undisclosed No
ol-preview ! No undisclosed No
Pixtral (Agrawal et al., 2024) Yes 12B Yes
Qwen2-VL* Yes 2B, 7B, 72B Yes
Qwen-VL-max (Bai et al., 2023) No undisclosed Yes
QwQ-32B (Yang et al., 2024) Yes 32B No
SenseChat-5-1202 '© No undisclosed No
Spark4.0 Ultra ! No undisclosed No
Yi-Lightning (Wake et al., 2025) No undisclosed No
Yi-Vision-V2 12 No undisclosed Yes

Table 2: Models evaluated on the C2RBench.

4.1 Evaluation Settings

We evaluated various models on C2RBench, in-
cluding both LLMs and MLLMs. For each type,
both closed-source and open-source models were
considered. All evaluations were conducted in a
zero-shot setting to assess the ability to generate
accurate answers without fine-tuning or reliance on
few-shot examples.

We used accuracy (ACC) as the evaluation met-
ric. Given that the dataset contains a large num-
ber of open-ended and multiple-choice questions,
simple regularized matching is deemed unsuitable.
Therefore, we employed GPT-40 as the evaluation
model, and through random sampling and manual
inspection, the evaluation accuracy exceeded 98%.
The evaluation process is illustrated in Figure 6.

All experiments were conducted on servers con-
taining eight NVIDIA A6000 GPUs with 48GB
memory each. When available, we preferentially
utilized the official APIs provided by the model
developers for experimental evaluations.

To ensure fairness and reproducibility of ex-
perimental results, we standardized the setting of
temperature = 0@ whenever possible. For mod-
els that necessitate a positive sampling tempera-
ture, such as Llama, we set temperature = 0.001
and configured do_sample = False. Notably, ol-
preview only allows temperature = 1, while the
temperature setting is ineffective for DeepSeek-R1.

4.2 Tested Models

All tested models are summarized in Table 2.

MLLMs. We evaluated 20 MLLMs on
C?RBench. Both closed-source and open-source
models were considered. By default, we se-
lected the most recent and highest-performing
model for testing for each model family, such
as GPT-40, Qwen-VL and Doubao. Specifically,
Llama-3.2-Vision does not officially support
Chinese.

Text-only LLMs. We selected 16 highest-
performing text-only LLMs, including Deepseek-
R1 and ol-preview.

4.3 Results

Overall Performance: The best-performing
models, GPT-40, Doubao-vision-pro-32k and
Doubao-1.5-vision-pro-32k, achieve accuracy of
45.20%, 47.62% and 54.98%. On the logical sub-
set, the most powerful reasoning language models,
ol-preview and Deepseek-R1, gain an accuracy of
72.33% and 76.1%, highlighting the challenging
nature of C2RBench.

Disparity between Open-source and Closed-
source Models: The current leading open-source
MLLM (e.g., Qwen2-VL-72B-Instruct, as of the
paper submission) achieves an accuracy of ap-
proximately 37.76%, which is significantly lower
than closed-source models like GPT-40, Doubao-
vision-pro-32k, and Doubao-1.5-vision-pro-32k.
However, encouragingly, open-source models have
shown promising performance on logical reasoning
tasks. For instance, Deepseek-R1 achieves an ac-
curacy of 76.10% on the logical subset, surpassing
the performance of closed-source state-of-the-art
models such as ol-preview.

Zhttps: //www.volcengine.com/product/doubao
*https://ai.baidu.com/ai-doc/WENXINWORKSHOP/
am3ih7xdy
*https://deepmind.google/technologies/gemini/
Shttps://www.zhipuai.cn
6https://openai.com
"https://hunyuan.tencent.com
8https://platform.moonshot.cn
9https://qwenlm.github.io/blog/qwenZ—vl/
10https://platform.sensenova.cn
11https://www.xfyun.cn
12https://platform.lingyiwanwu.com
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Figure 6: The pipeline for task evaluation in C2RBench is illustrated using a task example. LLM:s represent all the
models to be evaluated (see Table 2). The input to the LLM to be tested consists of the prompt for generation, file,
and question. The answer of the LLM is derived by extracting its generation. GPT-40 is used as the evaluation
model. The input to GPT-40 includes the prompt for evaluation, the answer of the LLM, and the ground truth
answer. Finally, the score for the evaluated reasoning task is derived by extracting GPT-40 evaluation results.

Model Performance across Different Subsets:
Figure 7 compares the performance of MLLMs
across the eight subsets of C2RBench. Currently,
MLLMs still require further attention and improve-
ment in areas such as mathematical reasoning and
multimodal inference. Additionally, these mod-
els perform relatively poorly on tasks that involve
longer reasoning chains, suggesting that future ad-
vancements in large models must prioritize enhanc-
ing their multi-step reasoning capabilities.

Model Performance across Different Complex-
ity Levels: Figure 8 compares the performance
of models across the three levels in C2RBench.
Doubao-1.5-vision-pro-32k demonstrates signifi-
cantly higher proficiency in Level 1, achieving an
accuracy of 64.85%, while open-source models
show relatively lower success rates. In Level 2,
although the gap narrows, Doubao-1.5-vision-pro-
32k still leads with a success rate of 57.55%. In
Level 3, the performance differences among mod-
els further decrease, indicating that as task com-
plexity increases, the advantages of more advanced
models, such as Doubao-1.5-vision-pro-32k and
GPT-40, diminish. This observation highlights cur-
rent limitations of large language models in han-

dling complex reasoning tasks.

MLLMs Performance on Multimodal Reason-
ing: Figure 9 presents the evaluation results of
MLLMs on the multimodal subset. The results
show that open-source models, such as Pixtral-12B,
have already surpassed closed-source state-of-the-
art models like GPT-40 in multimodal reasoning.
Furthermore, the performance gap among models
is relatively narrow, while overall accuracy remains
low. This underscores the substantial room for im-
provement in the multimodal, multi-step reasoning
capabilities of current MLLMs.

Text-only LLMs Performance on Logical Rea-
soning: Figure 10 presents the evaluation results
of text-only LLMs on the logical reasoning subset.
These results primarily target existing large reason-
ing models, where even the state-of-the-art models,
such as ol-preview and DeepSeek-R1, achieve an
accuracy of only 72.33% and 76.10%. These re-
sults underscore the significant challenges posed
by C2RBench in advanced logical reasoning tasks.

We further investigated DeepSeek-R1’s perfor-
mance through web interface testing, obtaining an
accuracy of 74.48% on the logical reasoning sub-
set. Detailed inference time analysis (Table 3) re-
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Figure 8: MLLMs’ performance across different levels.

veals a positive correlation between reasoning time
and problem difficulty level. Notably, incorrect
responses consistently require longer processing
time (mean = 285.83s) compared to correct solu-
tions (mean = 100.69s), aligning with established
findings in reasoning models (Huang et al., 2024a).
This observed pattern highlights the critical chal-
lenge of persistent reasoning loops in LLMs, sug-
gesting that mitigating unproductive computational
cycles represents a key direction for future research.

Times (s) All Correct Wrong
Overall 147.26 100.69 285.83
Level 1 83.57 63.88 167.25
Level 2 132.49 91.98 281.00
Level 3 226.19 158.37 345.88

Table 3: Average reasoning time per task for DeepSeek-
R1 on the logical reasoning subset.

5 Analysis

We further conducted an in-depth error analysis and
case study to gain deeper insights into the factors
underlying the evaluation results for reasoning.

5.1 Error Analysis

To systematically assess the limitations in model
performance, we conducted an extensive error ty-

Error Type Deepseek-R1 ol-preview GPT-40 Qwen2-VL-72B
Perception & Input 0.00% 0.00%  4.42% 3.17%
Knowledge & Comprehension 13.16% 18.92% 52.21% 52.88%
Logic & Reasoning 97.37% 97.73%  69.39% 65.56%
Task Execution 10.53% 0.00%  9.82% 13.40%
Refusal & Inability 0.00% 0.00%  1.96% 7.06%
Generation & Output 0.00% 227%  1.31% 2.74%

Table 4: Error type distribution across models. Please
note that one output of LLM may involve multiple types
of errors (e.g., both Knowledge & Comprehension and
Logic & Reasoning), resulting in column totals exceed-
ing 100%. It is important to note that DeepSeek-R1
and ol-preview were evaluated exclusively on the log-
ical subset, while GPT-40 and Qwen2-VL-72B were
assessed on the full C2RBench dataset.

pology analysis across four state-of-the-art LLMs.

The responses from each model were catego-
rized into six distinct error classes through a multi-
stage annotation process. (1) Perception & In-
put: Failures in processing multimodal inputs. (2)
Knowledge & Comprehension: Gaps in domain-
specific knowledge. (3) Logic & Reasoning:
Breakdowns in multi-step reasoning chains. (4)
Task Execution: Procedural errors in problem-
solving. (5) Refusal & Inability: Unwarranted
non-responses. (6) Generation & Output: Errors
in formatting or linguistic generation. Note: Indi-
vidual problems may exhibit multiple error types
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Figure 10: Results of text-only LLMs on the logical reasoning subset.

simultaneously. Full definitions and prompt for
error analysis are provided in Appendix A.2.

Table 4 highlights two critical needs for LLMs in
Chinese reasoning: improved cross-modal under-
standing to resolve perceptual-input mismatches,
and more efforts dedicated to multi-step reasoning.
The persistent prevalence of logical errors (exceed-
ing 65% across all LLMs) particularly underscores
the urgency of addressing these challenges.

5.2 Case Study

Figure 13 presents a multimodal case from
C?RBench, showcasing responses from four mod-
els: two high-performing closed-source models,
Doubao-1.5-Vision-Pro-32k and GPT-40; and two
high-performing open-source models, Qwen2-VL-
72B and Llama-3.2-90B-Vision. This multimodal
reasoning example effectively facilitates a compara-
tive analysis of the performance differences among
existing MLLMs.From the responses, it can be ob-
served that the errors made by Qwen2-VL-72B
and Llama-3.2-90B-Vision stem from insufficient
fine-grained visual analysis capabilities.

Figure 14 illustrates a logical reasoning example
from C?RBench, showcasing responses from four
models: one high-performing closed-source large
reasoning model, o1-preview; one high-performing

open-source large reasoning model, DeepSeek-R1;
Hunyuan-turbo-latest and GPT-40. This example
highlights the differences in reasoning steps across
these models, revealing variations in their multi-
step reasoning capabilities.

6 Conclusion

In this paper, we have presented C2RBench, a
benchmark designed to evaluate the multi-step rea-
soning capabilities of LLMs in Chinese. C2RBench
consists of 1,115 tasks organized into eight distinct
subsets. These tasks are categorized into three diffi-
culty levels based on the number of steps involved.
The key highlights of C2RBench are its real-world
scenarios, extensive task coverage, and its focus on
Chinese. Our core contribution lies in providing
a comprehensive and challenging benchmark for
assessing LLMs’ performance on these complex,
multi-step tasks in Chinese. Experimental results
of 20 MLLMs and 16 text-only LL.Ms indicate that
C2RBench remains challenging for state-of-the-art
models. By systematically assessing complex rea-
soning across eight subsets, C’RBench establishes
a rigorous and comprehensive benchmark.



Limitation

Although C?RBench is comprehensive, like any
benchmark, it has its limitations. The manual cu-
ration process may introduce biases, and its fo-
cus on high-difficulty, multi-step reasoning prob-
lems may not fully capture the capabilities required
for LLMs. However, we believe strong bench-
mark performance is essential for evaluating ad-
vanced LLMs. The reasoning challenges posed by
C?RBench are evident from the performance of
20 MLLMs and 16 text-only LL.Ms. To balance
complexity and practicality, the dataset includes
multiple-choice, single-choice, calculation-based
tasks, and concise open-ended questions.
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A Appendix

A.1 Prompts for Dataset Curation

In Figure 11, we present a complete prompt ex-
ample required to construct a Graph Analysis task
using ChatGPT. The generated content is manu-
ally reviewed each time to ensure its relevance and
usability.

A.2 Prompt for Error Analysis

The GPT-40-based error analysis prompt as fol-
lows:

You will be provided with: 1. A
reference answer that follows
standard reasoning steps. 2. A model
-generated response containing
errors.

Your task is to analyze the errors,
attribute them to their root causes,

and classify them into an
appropriate error type and subtype
based on the following categories:

1. **Perception & Input Errorsxx -

Perceptual Error: Misinterprets

visual or structured input (e.g.,

tables, charts). - Input Parsing

Error: Mishandles input format,

structure, or symbols (e.g., JSON,

XML) .

*xKnowledge & Comprehension Errors**
- Lack of Knowledge: Lacks necessary
domain knowledge. - Factual Error:
Provides incorrect or hallucinated

facts. - Misinterpretation of

Question Intent: Misunderstands task

requirements.

*xLogical & Reasoning Errors** -

Logical Reasoning Error: Produces

inconsistent or invalid reasoning. -

Inductive Reasoning Error:
Incorrectly generalizes from

2.

3.

specific cases. - Deductive
Reasoning Error: Misapplies general
rules to specific instances. - Long-

range Dependency Error: Fails to
maintain key context across

reasoning steps. - Hypothesis
Generation Error: Assumes
unsupported premises. - Causal

Reasoning Error: Misidentifies cause
-effect relationships. - Analytical
Reasoning Error: Struggles with

12

multi-step analysis (e.g.,
mathematical proofs).

. **xTask Execution Errorsxx -

Arithmetic Error: Makes numerical

miscalculations. - Constraint

Violation Error: Ignores explicit

constraints (e.g., word limits,

formatting). - Planning & Omission

Error: Skips necessary reasoning

steps or lacks structural coherence.

**Refusal & Inability Errors*x -

Overly Conservative Refusal:

Unjustified refusal despite

sufficient information. - Failure to
Answer: States inability to respond
when reasoning is possible. - Model
Breakdown: Produces irrelevant,

incoherent, or nonsensical output.

. **Generation & Output Errorsxx -
Grammar & Syntax Error: Contains
grammatical or syntactical mistakes.

- Disorganized Response: Presents
information in a confusing manner. -
Hallucination Error: Generates non-
existent or fabricated content.
Redundancy & Repetition Error:
Repeats content excessively. -
Ambiguous Response: Provides vague
or unclear answers.

**Response Format#x:

- Analysis: {Detailed analysis of the

errors, including their root causes}

- Error Type: {Main error category}

- Error Subtype: {Specific error subtype

3

5.

A.3 Examples

In this subsection, we present C2RBench examples
from each subset (see Figure 12). Additionally, for
the logical (see Figure 13) and multimodal (see Fig-
ure 14) subsets, we show responses sampled from
four models, with green text representing correct
answers and red text representing incorrect ones.



Prompt for data source construction

H4i[Technology and the Internet]iX 38, ZEMR[2]4 4184 EISCIDa csvAR BG . FRE JRURUER /1 ks, J%Flﬂﬁbﬁiﬂj‘[title]”ZIﬁ . B
B fE ST AT T lﬁﬁhﬁig LU #l ARPEH . Pl 42 JR Technology and the Intemnet]. S Sl AR A K. Kebiwitofis A7
AR5 1 (Generate two logically related CSV data points based on the theme of [Technology and the Internet]. Create a title based on the
theme and the data, and place it after the tag “[title]”. The information contained in the data can be expanded or adjusted as needed to fit the type of [bar chart]. The
chart’s theme is [Technology and the Internet]. The differences between each data point should not be too large. Each row of the data represents different aspects of
a particular category.)

[ Prompt for generating graph image files ]

e o liipythonP B # . BSHEpythonfila UL P B BFORAZERE , PelRIRinT FLL. QRS ANATIIINKAINE . Ho0 o B =448
e data labels. %djiline_labels, Data_labels#&nbRes—5ll Z Ay ig—Flilhi%E . Line labels#nbReE—1 1.2 AN g1 Tiba%E . ﬁﬂﬁ"iﬁmﬁ(ﬂ?'l'ﬁﬁ&
(8. PRI OB R . PRI AR BE R . (2B LR LR, DI FEPE. QA5 47 Dlpath to_save].png. i

l@ﬁﬂﬂﬂ%ﬂ’l:‘iﬁﬁlﬁlﬁ{#\lw T'T‘saveﬁg()Zﬁlﬁ‘knghl,layout()EZJJIJ*in%F?'I%}\'l‘ PR bR [k BRI PR bR . SRR iAok, TR
— PR AR R )70, MASVE B RS e . AR WIS A A 2 RIS, Bl “python code. python. " %,

e A i A LA R b/f‘é?ﬂiﬁ%ﬂ B, AMUE A RS Bl SO R : (Assume you are a professional Python graphics expert. Please use Python to
plot and save the chart based on the following data. The image must be clear and intuitive. The code should not have unnecessary indentation. Convert the given
data into three variables: data_labels, line_labels. Data_labels represents the labels for each column except the first one. Line_labels represents the labels for each
row except the first one. The data represents the array of values in the dataset. Plot the data using the [bar chart] type. [Plot the basic settings for the selected chart
type.] [Specific settings for the plot code to add variety.] The image must be saved as [path_to_save].png. Clear the current image state at the end of the code.
Automatically adjust the image size with tight_layout() before calling savefig(). The chart title should be [Generated Chart Title]. If the strings in the image are too
long, find a way to display all characters without them being covered or stacked together. The generated code should not contain unnecessary leading words at the
beginning and end, such as "python code", "python", etc. Check the generated code to ensure it will not report errors or contain undefined functions. The data file is
as follows:)

( q )

Prompt for generating QA

HUR A BAT Eha R R I esv it BEvk— AP i 15 A REAE 7221 it hard e EM I 200, WL Al Bl . A%
FAWALEATMHR . RS . B RN, JFE IR BIA RIS Fe5E. (Design a hard-level question-answer pair based on the input
CSV data with a given title and chart type, where the answer can only be obtained by combining information from both charts. The answer should be directly
derived from the data. Each answer should not contain any hints, explanations, or comments. The answer must be unique. Also, provide the reasoning process chain
that leads to the answer.)

Figure 11: Example prompts for constructing a Graph Analysis task using ChatGPT.

Multimodal
MFR AR, R AEN—MEARSL,
iz BB —EM . (Select the most appropriate option from

the given four choices to fill in the question mark, ensuring a

c?nsistent pattern.)

Final answer : A g \4'7, ﬁ
a0

uldl

Logical Graph Analysis

Question : 202 4EF TSR FH 3B E? (Which school had
the highest graduation rate in 2021?)
Final answer : DFIE (D and E.)

Question: 2NN, M10028E EATH, HRWBEMNEL
R, WADSEASREA R, fES10Z2HNT, BABE
AEERHHERARBIR. HABBENRLWERLBRLIE
FR, BOBENRSIR?

(Given two eggs, the goal is to determine the highest floor from
which an egg can be dropped without breaking in a 100-floor
building. For example, if an egg survives a drop from the 9th
floor but breaks on the 10th, the critical floor is the 9th. What is
the minimum number of drops required to identify this critical
floor with certainty?)

Final answer: 143k (14 drops)

£g4¢ 50l 2 AFH(Number of Graduates per Year) ; 3% (School)
H4EF AL (Number of Students Advancing per Year);

SEAFAR

'l,lJ!

‘5':"

Level: 2; Number of steps: 7 Level: 3; Number of steps: 15 Level: 2; Number of steps: 8

Math Science

Quesnon qu] FELEAABCDEFF, FRERCDEFEET FEABCD, ¥
JECDEF R&H, PLIBABCD RYATIAME, /BAD=60, AD=DE=2,
DC=; 2 ( HABINCF, DERFE. \nR_BHE-AB-GRIFEANAR
{E. (In the polyhedron ABCDEF, the plane CDEF is perpendicular to the
plane ABCD. The quadrilateral CDEF is a rectangle, while the quadrilateral
ABCD is a parallelogram. Given that Z BAD=60° , and the side lengths
satisfy AD=DE=2, DC=2, let G and H be the midpoints of CF and DE,
respectively.\nFind the cosine of the dihedral angle between the planes
E-AB-G.)

L’—vl

nl 7(,

Final answer: 37
inal answer: 2

Level: 3; Number of steps: 13

File Processing
TR PR TR A LI DY

(In which month did the product with the highest average customer
satisfaction rating achieve the highest sales volume?)
Final answer: = H March
VA Monthly Sales Votume
M Category Jan[ 1 Feb | 1 Ntar[ PO Apr] 01 My 701 Jum,
= o
71

57 E
% B

Score
Feb |1 Mar P41 Apr] 13 May[ 751 Jun
35 5 39 | a8
32 39 3 3
1z [ 19| 35
W% Clothing B 49 38 x) a 35

Level: 2; Number of steps: 8

C?RBench

Chinese Complex Reasoning
Benchmark for Large
Language Models

& Question: 1929438 /R CF R E MR IAMIFRIIME BN

IR R IR 5 19304F MR SO 3 AR 1 RSkt o
RIAWEBRAYZ —HETFHTFEYEZ ZRE /DT (What is
the difference in the number of letters between the name of the
main character mentioned in the Nobel Prize in Literature-
winning work of 1929 and the name of one of the main
characters mentioned in the Nobel Prize in Literature-winning
work of 1930?)

Final answer: 3

Question: AT, XTLFTRKEARIEEF KRB
As shown in the figure, which of the basic chemical experiment
operations is correct?

Final answer: D

A. Preparation of pure Fe(OH)
B. Collection of ammonia gas and
treatment of tail gas

C. Measurement of dilute sulfuric
acid and removal of air bubbles
from the burette

D. Conducting a fountain
experiment using this apparatus

YW (Solution) ZK(Water)

E—t=]

Level: 1; Number of steps: 3

Reading
Question: KEZFEMER S L ATERBARBAA? (Why did the Great

Sage disguise himself as the Barefoot Immortal at the Peach Banquet?)

Final answer: 37 ASHRE, HEFTHEMNE. (To avoid being

recognized and to gather information.)

B (Excerpl from the text):

RERH: “AHRA? il RV, "AH.

WO, AFTRN? "l LR ERIEM, SRR,
1 (EINEATIT NI, TOTET .

: CRITFRRE, BRHREN
PRI “E R,
“(The Great Sage smiled

d, . Would it not be fitting to invite me as an
honored guest?" The fairy responded, "This was the custom in previous gatherings, but I am
unsure about the amangements for this one." The Great Sage remarked, "That is reasonable, and I
do not blame you. Stay here for now, while I go and inquire whether I am to be invited.")
REBHZ, TEIE, B2, WEBGREAMBEE, A7, (With that, the
Great Sage mounted a cloud, recited an incantation, and transformed himself into the form of the
Barefoot Immortal. He then proceeded swiftly toward the Jade Pool.)

Level: 1; Number of steps: 5

Figure 12: Sampled C?RBench examples from each subset.



"Question":" \NBT#R AT, BERABN—MEAFSL, E22H ek,

("Select the most appropriate option from the given four choices to fill in the question mark, ensuring a consistent pattern.")

"Label": "Multimodal", "Level": "2", "Final answer": "A",

"Steps": "LYWEEE , AWHEERRIGE. 2 WEFTHENERHITE (BEPR. B4 RE) T T8
EEHH. 3240 AR ETEAHME: \nd FERNIREENTE, HBRC. DI \nSIEZE ENHEAFER; \n6fERNA

EifE. \n7.H1it, AEERERHARI. ",

""1.0bserve the problem. This question assesses the pattern of graphical rotation.\n2.Observe that the elements of each

p | P grap
shape in a row (including shape, pattern, and color) reappear in the next row.\n3.Analyze the characteristics of the shape at
the ""?" position:\n4.The flowerpot should be a black square, eliminating options C and D;\n5.The stem should feature a

~ |Np|®

/]
A
U

(L |9

crescent shape; \n6.The flower should be circular.\n7.Therefore, the correct answer is option A.") A B C D
e GPT-40 Qwen2-VL-72B Llama-3.2-90B-Vision
D ek sy || A0 wagEmE (| P . EABEA R A
U —AE A, SR || o R, .|| TR, EERBRANN: H2
\n3. BREBEET: ... \n\n ﬁﬁ?ﬁ Bﬁﬁi@ ZBB@WZJ‘ ~ % ﬁm@%ﬁmlﬂﬁﬁﬁ ﬁ%i, = H —
TR a7 A A || L W, B || o0, SPRRaTEal, . || REREE L, EXBET, 8
I, RBBSHRPRENELR. AN || RIS RAIE, ﬁﬁggﬂgéﬁggmiﬁ Egggﬁgguﬁgﬁﬂ%gw
R R P TRHE, ARG, AR EROORBIIAR. || EVLAF. ks b
(Analysis: \nObserve \n\nZ5: A (Analysis: ... The shapes come in

the elements in each row: ...
the options:...

Option A satisfies these missing
elements.\nAnswer: A)

(1. First, observe the graphical features: ...
pattern of traversal requires that the same
elements appear in each row.\n2.Next, analyze
\n3. Finally, examine
\n\nAnalysis: Through a thorough
analysis of the pot shapes, plant orientations, and
plant top shapes in each row, it is evident that the
third row is missing a black trapezoid pot, a left-
oriented plant, and a plant with a round top.

The .
each row and column in

the image, focusing on the
color of the flower pot, as
well as the shape and
orientation of the

flower. ...\n\nThus, the
missing element in the
third row, third column
should be a black flower
pot with a circular
flower.\n\nAnswer: A)

(Analysis: This is a figure
reasoning question. ... The
shapes in the first row rotate 90
degrees clockwise sequentially,
with alternating colors. ...
Therefore, the third row should
also adhere to this rule. Based
on this pattern, the last shape
in the third row should be
black and rotated 90 degrees
clockwise.\n\nAnswer: A)

two colors: black and white. There
are two possible arrangements of
the shapes: one with the square on
top and the triangle on the bottom,
and the other with the triangle on
top and the square on the bottom. ...
Based on these patterns, it can be
deduced that the shape at the
question mark should be a black
triangle on top with a white square
at the bottom.\n\nAnswer: D)

Figure 13: An example from the Multimodal subset. Correct analyses are highlighted in green, while errors are

marked in red.

"Question": "FE—RI24/NZ 1, BIBIRRIEH ST ELBATE—RAILK, SRRHARNR ",
("In a 24-hour day, how many times do the hour, minute, and second hands of a clock coincide completely, and at what times?"')
"Label": "Logical", "Level": ""3", "Final answer": "Twice, at 12:00 and 00:00.", "File_name": "",

"Steps"': "1. FBIHRA... \n2. PEAMEE... \n3. et SHEFEANIA.. \nd. IS \nS. DERARIE... \n6. SHEAKF: \n SHEAME—HIE

RAEEIZRRI0R - \n7. B :

.. \n8. - EEEIH:

09, TR /NVAER: ... BNVAMESCH 11 % 719, \n EAHIFREN 11 * 719 * \(\Delta\\)(Bf12

/M) \n10. BREA: \n =E (=0 FTES. Wil F—KEA: \n ?~y(§g»u=jni|; W(t=12 \)/NBf. \nl2. £538: \n ZE24/REERN, BESES 4-4FR1
P LBEAHRRAHER: 1258058, "

("'1. Problem statement... \n2. Determine angular velocities ...

Verify second-hand alignment ...
Mathematical proof: ...

\n8. Compute the coincidence time: ...

\n9. Least common

\n3. Compute the coincidence of the minute and hour hands ...
\n 6. Condition for complete overlap:\n - The only times when all three hands coincide are exactly at 12:00 and 00:00.\n7.
The coincidence interval is \\( 11 \\times 719 \\times \\Delta

multiple: ...

\n4. Convert time units ... \n5.

\\) (i.e., 12 hours).. First coincidence:\n - The three hands coincide at \\( t =0 \\).\n11. Next coincidence:\n - The next coincidence occurs at \\( t=12\\)
hours.\n12. Conclusion:\n - In a 24-hour period, the hour, minute, and second hands coincide completely only twice: at 12:00 and 00:00.", ")

ol-preview

AT \nitBhEgRTEL SRR SE
SEAWRZE, BYEIIRbHE12
WA E. .. REEIRERERH, H
FIVNHBA RN EA 2008, B
B, FE240MP, BIISERR
12:00:00f154-12:00:004 H A —1K
R \n—320K, SHEER
12:00:00F7412:00: 00K 1 o
(Analysis: \nThe moment when the
hour, minute, and second hands of a
clock completely coincide occurs
when all three hands point to the 12
o’clock position simultaneously. ...
Despite their differing speeds, all
three hands align at the 12 o’clock
position every 12 hours. Therefore,
within a 24-hour period, they coincide
twice: once at 12:00:00 AM and again
at 12:00:00 PM.\n\nAnswer: \nA total
of two times, specifically at 12:00:00
AM and 12:00:00 PM.)

DeepSeek-R1

S FE240EIPY, BEEAL 12/M B A
llkk, AMABEEE, HASREHb AR
ﬁ‘L A &=4f WA RIETE
EA ﬁ#ﬂ%ﬁ%mﬁﬁld\ﬂisﬁﬂﬂ) »

BRI B T vk it
B0 TR, 'H?E%l'mﬁﬁn .
W, ORUAIN2ZR & HA—K, HEFHK. \n\n

%: WK, ﬁ%ﬂ%ﬂﬁﬂﬁﬂﬂ‘ﬂ]llﬁﬂﬁﬂﬂo
(Analysis: Within 24 hours, the hour hand and
minute hand overlap 11 times every 12 hours.
However, with the addition of the second hand,
the three hands only coincide when the second
hand also points to the same position. Since the
overlap time of the minute hand and hour
hand is not an exact second (for example,
around 1 hour, 5 minutes, and 27 seconds), the
second hand cannot synchronize with the
positions of the minute and hour hands at this
moment. The three hands only coincide exactly
at 12:00:00 and 0:00:00. Therefore, within 24
hours, this happens twice—once at 0:00:00
and once at 12:00:00.\n\nAnswer: Twice, at
0:00:00 and 12:00:00.)

Hunyuan-turbo-latest

BRI 12 45 0 43 0 b

(Analysis: ...

hour hands overlap. ... it is

period, the hour, minute, and

AM and 12:00:00 PM.)

B0 . BUYEIEL AMEAESE
SHEE, BEEIERITHEAN
RIZ), BETUutRdFeE 12 QAL ..
—X 24/NiR, BEER SEHRIED
st BAEBRARK, 49
ROFOL 0120408
R Pk, R0 R 040

For all three hands to
coincide, the second hand must also
be at the 12 o’clock position at the
exact moment when the minute and

determined that within a 24-hour
second hands align perfectly only

twice: at 12:00:00 AM and 12:00:00
PM.\n\nAnswer: Twice, at 12:00:00

GPT-40

S BN EI 2N,
SECRNNTE—E, BEHEL M
—HE, BACiESE BN AIE
. —RAN, HitEMSE
B2, \nnEFR: 240K, SRR
AR RIBm: 0:00:00,
1:00:00, 2:00:00, ..., 23:00:00)
(Since the hour hand completes
one full revolution every 12 hours,
the minute hand every hour, and
the second hand every minute,
they align precisely at the
beginning of each hour. Given that
there are 24 hours in a day, this
alignment occurs 24
times.\n\nAnswer: 24 times,
occurring at the start of each hour
(e.g., 0:00:00, 1:00:00, 2:00:00, ...,
23:00:00).)

Figure 14: An example from the Logical subset. Correct analyses are highlighted in green, while errors are marked

in red.
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