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Abstract. This paper introduces a hybrid approach to address the Ca-
pacitated Vehicle Routing Problem with Time Windows by integrating
quadratic unconstrained binary optimization (QUBO) hardware with
deep learning-assisted heuristics. The proposed three-phase heuristic lever-
ages the strengths of QUBO-solving hardware while mitigating its limi-
tations, aiming at o�ering better scalability to larger problem instances.
In the �rst phase, a deep learning-enhanced QUBO formulation is em-
ployed to partition the vertices into clusters. The second phase uses deep
learning-assisted tree searches to generate candidate routes within each
cluster. These candidate routes are combined in the third phase into
a feasible global solution by solving a quadratic unconstrained binary
set partition problem. This framework ensures compliance with capacity
and time window constraints while maintaining computational e�ciency.
Computational results indicate that the hybrid approach is promising to
potentially scale well for larger problem cases while respecting hardware
limitations, o�ering a viable approach for leveraging quantum-inspired
hardware in combination with advanced heuristics for solving complex
combinatorial optimization problems.

Keywords: Vehicle Routing · Deep Learning · Quantum-inspired Com-
puting

1 Introduction

The capacitated vehicle routing problem with time windows (CVRPTW) is an
extension of the travelling salesman problem (TSP), where the goal is to �nd a
set of routes, such that all vertices except for a depot node are visited exactly
once and the capacity and time window constraints are met. The objective is to
�nd routes to minimize the total distance traveled. First introduced by Solomon
[25], the problem has been extensively studied since and has found application
in various practical scenarios. Given a �xed number of vehicles, even �nding a
feasible solution is NP-hard [4]. Therefore, various approaches have been pro-
posed to address the CVRPTW over the years. Recent developments in both
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software and hardware have inspired novel approaches to address this problem.
Advancements in machine learning have provided valuable tools for extracting
essential graph properties in routing problems [27], [13]. Moreover, specialized
hardware is being developed to address combinatorial optimization problems,
including quantum computers. Oftentimes, quantum and quantum-inspired al-
gorithms and devices are designed to solve quadratic unconstrained binary opti-
mization (QUBO) problems. Many combinatorial optimization problems can be
formulated as QUBOs [17], hence, it is increasingly intriguing to explore ways
to utilize specialized hardware for solving combinatorial optimization problems
formulated as QUBOs. However, since these hardware systems can handle only a
limited number of variables so far, it is essential to develop new scalable methods
for integrating this hardware into a solving framework.

In this work, we propose a hybrid approach to approximately solve the
CVRPTW. The proposed 3-phase heuristic combines quadratic unconstrained
binary optimization hardware with a deep learning-assisted heuristic. The goal
is to leverage the strengths of QUBO-solving hardware while ensuring that the
hardware limits are not exceeded. For this purpose, we �rst use a deep learning-
complemented QUBO formulation to cluster the set of vertices into subsets,
generate sets of candidate routes for each cluster using deep learning-assisted
tree searches that are then combined into a complete solution by a quadratic
unconstrained binary set partition problem.

We solve the QUBO problems using Fujitsu's Digital Annealer (DA) [18] in
its third generation (v3). The DA uses classical dedicated hardware with the
purpose to heuristically solve QUBO problems as fast as practically possible.
Ultimately, the goal is to use quantum computers for this task and the DA is
often considered to be an intermediate quantum-inspired solution that allows to
assess some of the potential of quantum computers already today. Technically,
the DAv3 uses an application-speci�c integrated circuit (ASIC) implementing a
Markov Chain Monte Carlo (MCMC) method. This method is then called by a
global tabu search that can handle QUBO instances up to 100,000 bits. A major
advantage of the DA is its massively parallel implementation and an innovative
MCMC sampling technique. In comparison to standard simulated annealing,
its update steps typically have a much smaller rejection rate speeding up the
optimization, and one update step is made within one clock cycle of the ASIC.
The DA also supports parallel tempering, which improves the dynamic properties
of the Monte Carlo method. Moreover, it uses dynamic o�-setting of the objective
function to escape local minima in order to explore the optimization landscape
more comprehensively. This explains why the DA can outperform other known
approaches to solving QUBO problems [15].

2 Related work

For the CVRPTW, there exist only a limited number of approaches that clus-
ter the set of customers while taking into account the time window constraints.
Most methods focus on the spatial characteristics of the customer's features.
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The sweep-based heuristic [9], [25] clusters the customers based on their polar
coordinates based on a center of gravity, which in the context of vehicle routing
is the depot. An imaginary ray originating from the depot is swept counter-
clockwise over all vertices. The demand of each swept vertex is accumulated.
Once the accumulated demands reach the capacity for one vehicle, or if includ-
ing the next vertex exceeds the capacity, the current nodes are included in a
cluster. Other spatial approaches include [19], [1] and [5]. Qi et al. [22] use time
geography theory to represent time and space in the same coordination system
de�ning a spatiotemporal distance, which is used to build clusters minimizing
this distance. To our knowledge, the only literature that utilizes machine learn-
ing assistance within a clustering algorithm for the CVRPTW is the one by
Poullet [21]. They develop an optimal classi�cation tree method [2] to predict
the number of vehicles.

The utilization of specialized QUBO hardware for solving vehicle routing
and similar problems is still in its early stages of exploration. Most of these
approaches have a hybrid structure, as the physical limitations of specialized
hardware require dividing the problem into smaller subproblems that can be
handled. Tran et al. [26] propose a hybrid quantum-classical tree search, where
a classical processor maintains a global search tree and enforces constraints on
relaxed sub-problems, and a quantum annealer is applied to obtain strong candi-
date solutions by sampling from the con�guration space of the relaxed problem.
Rie�el et al. [23] investigate the e�ectiveness of a quantum annealer in solving
small instances within families of hard operational planning problems. Feld et al.
[8] follow the Cluster First, Route Second [16] approach to solve the capacitated
vehicle routing problem (CVRP) using D-Waves quantum annealer. In their 2-
Phase heuristic they divide the set of customers into clusters by formulating
this as a QUBO knapsack problem with additional distance minimization. Each
cluster is then mapped to a TSP QUBO formulation and subsequently solved
using the quantum annealer. Irie et al. [12] develop a QUBO formulation for
the CVRP that incorporates constraints with time, state and capacity and con-
duct experiments on D-Waves quantum annealer, but their formulation quickly
exceeds the hardware limits even for smaller instances.

3 Three-Phase Heuristic

Solving the CVRPTW formulated as a QUBO directly using quantum(-inspired)
computing is currently not a feasible option because the number of binary vari-
ables required to represent an instance quickly surpasses the capabilities of ded-
icated hardware like the DA. Therefore, we propose an extended version of the
Cluster First, Route Second method. The three phases are:

1. Split the set of vertices into a number of k clusters by solving a cluster
optimization problem, complemented with edge weights given by a deep
neural network, formulated as a quadratic unconstrained binary optimization
problem on the DA. Repeat this for di�erent values of k to diversify the set
of clusters.
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2. Generate a set of di�erent feasible candidate routes for the CVRPTW on
each of the found clusters by applying a deep learning-assisted tree search
heuristic.

3. Solve a set partition problem (SPP) formulated as a QUBO on the DA to
compose a complete solution by choosing a subset of the set of candidate
routes generated in Step 2 minimizing the total costs.

This approach o�ers the advantage of signi�cantly reducing the size of the QUBO
matrix solved by the DA compared to solving a CVRPTW instance directly on
it. The heuristic applied in step 2 is highly �exible, as it does not attempt
to solve each cluster as a single-route instance but instead �nds the best set
of routes within each cluster and can build di�erent sets of routes for each
cluster in parallel. This �exibility allows us to vary the number of clusters in
step 1 by a parameter λ that we call cluster range, forcing di�erent cluster
assignments and thereby creating a more diverse set of candidate routes for
inclusion in step 3. In this way, we leverage the strengths of the DA, particularly
its ability to handle binary quadratic unconstrained optimization problems with
a manageable number of binary variables and delegate the handling of the hard
capacity and time window constraints to a heuristic for more e�cient processing.

3.1 Problem De�nition

A CVRPTW instance is given as a directed complete graph G = (V ∪ {0} , E)
with n+1 nodes, where node 0 is the special depot node. Additional constraints
are imposed by a demand and time window attached to each node i, given as di
and [ai, bi], respectively, with [a0, b0] representing the planning horizon regarding
the earliest possible departure from and latest possible return to the depot. Each
vehicle has a capacity of Z, which the sum of the demands along the vehicle's
route must not exceed. The provided time window [ai, bi] at each node i ∈ V
represents the time interval in which the service at node i is allowed to start. An
arrival at node i before ai is allowed, the vehicle then has to wait until ai to start
the service. Furthermore, each node i ∈ V requires a speci�c service duration
hi. We assume a homogeneous �eet of vehicles so that the capacity and travel
time are equal for all vehicles. Furthermore, the edge weights cij for each edge
e = (i, j) represent the transit costs from node i to node j and without loss of
generality include the service duration hi of node i. The objective is to minimize
the total distance traveled over all vehicles.

3.2 Graph Convolutional Network

For our approach, we use a Residual Gated Graph Convolutional Neural Network
(GCN) [3], [13], which is adapted for the CVRPTW in [6] by modifying the layers
to account for additional constraints and brie�y described in the following.

The neural network assigns a value to each edge in the graph to predict
which edges are most promising to include in a solution. These associated edge
values can be interpreted as probabilities. In the following, we describe each of
the neural network's layers.
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Input Layer The input for the node features is �ve-dimensional. For node i
we have the two-dimensional coordinates xi ∈ [0, 1]2, the time window given as
[ai, bi] and the normalized demand di/Z, where we set d0 = 0 for the depot.
These features are concatenated to the �ve-dimensional input feature vector yi
and are then embedded to an h

2 -dimensional representation, where h denotes the
hidden dimension of our network that represents the number of parameters each
hidden state within the network stores. The depot node gets a separate learned
initial embedding parameter in order to mark the depot node as special for the
network. For that, de�ne ŷ0 ∈ {0, 1}n+1 to be the unit vector with entry one
at the �rst position and zeros otherwise. This is put together as the node input
feature as follows:

αi = A1yi ⊕A2ŷ0, (3.1)

where A1 ∈ Rh
2 ×5, A2 ∈ Rh

2 ×(n+1) are the weight parameters that are learned
during the training procedure and · ⊕ · is the concatenation operator.

For the input edge feature, the edge values cij are embedded as an h
2 -

dimensional feature vector. We use an indicator function δij of an edge which
has the value one for edges connecting nodes i and j, with i ̸= j and i, j not the
depot, and value two for edges connecting nodes with itself. To tag the depot as
a special node, the indicator function δij furthermore has a value of 3 for edges
to and from the depot and a value of 4 for the depot self-loop. Together, the
edge input feature is given as:

βij = A3cij ⊕A4δij , (3.2)

with A3 ∈ Rh
2 ×1 and A4 ∈ Rh

2 ×1as above are weight parameters to be learned.
These h

2 -dimensional edge and node feature representations are then concate-
nated to form the h-dimensional input for the �rst graph convolution layer and
are subsequently passed through all graph convolution layers before producing
our desired output within our classi�er layers.

Graph Convolution Layer In each of the graph convolution layers the model
updates the edge and node embeddings. We leverage the design of the residual
gated graph convolutional network developed in Bresson et al. [3] by adding an
edge feature representation. Let ℓ be the current layer and for node i and edge
(i, j), let xℓ

i be the node features vector and eℓij the edge features vector. We
de�ne the features for layer ℓ+ 1 in the following way:

xℓ+1
i = xℓ

i + ReLU

BN
W ℓ

1x
ℓ
i +

∑
j∈N(i)

ηℓij ⊙W ℓ
2x

ℓ
j

 , (3.3)

eℓ+1
ij = eℓij + ReLU

(
BN

(
W ℓ

3e
ℓ
ij +W ℓ

4x
ℓ
i +W ℓ

5x
ℓ
j

))
, (3.4)

where W ℓ
k ∈ Rh×h for k ∈ [5] again are the weight parameters to learn, with the

notation [n] = {1, . . . , n} for any positive integer n, ReLU being the recti�ed
linear unit, BN stands for batch normalization, N(i) denotes the neighborhood
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of node i, moreover ⊙ denotes the Hadamard product operator and ηℓij being

de�ned as ηℓij =
σ(eℓij)∑

j′∈N(i) σ(e
ℓ
ij′ )+ε

with σ being the sigmoid function and ε a small

value. For the input layer, we set x0
i = αi and e0ij = βij . We implement W ℓ

5 as
a separate parameter to allow the model to distinguish di�erent directions of
edges since in the context of CVRPTW we have directed edges in our solutions.

MLP Classi�er A multi-layer perceptron (MLP), which is a fully connected
feedforward neural network with a number ℓM of hidden layers, is used for gen-
erating the desired output, a �nite measure that represents probabilities over
the edges of our fully connected graph. For each edge embedding eLij of the last
graph convolution layer L, the MLP outputs the probability pij that this edge
is included in the tours of the CVRPTW solution: pij = MLP(eLij). The edge
representations are linked to the ground-truth tour through a softmax output
layer, which allows us to train the model parameters end-to-end by minimizing
the cross-entropy loss via gradient descent.

3.3 Vertex Clustering

In each iteration of step 1, we split the set of vertices into a varying number
of k subsets to vary the assignment of vertices to the clusters and subsequently
obtain a more diverse set of candidate routes in step 2. To achieve this, we bound
k from above by the minimal number of vehicles needed to solve the instance, as
a number of clusters exceeding this bound could potentially exclude the overall
optimal solution to this instance by forcing more routes than necessary. The
bound k̄ is given as the sum over all demands divided by the capacity of a
vehicle. We de�ne our decision variables xvm to be

xvm =

{
1 if vertex v is assigned to cluster m,

0 otherwise.
(3.5)

With this notation, we can formulate the clustering problem as a quadratic
integer program as follows:

min

k∑
m=1

n∑
i=1

n∑
j=1

cijximxjm s.t. (3.6)

k∑
m=1

xim = 1 ∀i ∈ V,

xim ∈ {0, 1} ∀i ∈ V,m ∈ [k],

where we minimize the sum of costs between all vertex pairs in each cluster under
the constraint that each vertex belongs to exactly one cluster. The equivalent
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QUBO formulation is given as:

min

k∑
m=1

n∑
i=1

n∑
j=1

cijximxjm + P

 n∑
i=1

(
k∑

m=1

xim − 1

)2
 , (3.7)

where the constraint is added as a penalty term with a penalty factor P ≥ 0.
This QUBO problem is subsequently solved using the DA [18]. In contrast to
other formulations, we do not include inequality constraints ensuring that the
sum of the demands of each cluster does not exceed the capacity of the vehicles
as well as taking into account the time windows within the clusters, as we do
not solve each cluster with one route. This aligns with the strengths of the DA,
as inequalities and integer variables cause di�culties.

By augmenting the objective function with additional terms, we can incor-
porate additional information gained by the deep neural network (cf. Section
3.2) into the cluster decision process instead of relying solely on the costs cij .
For this purpose, let pij be the probability to be included in the correct solution
for each edge (i, j), assigned by the neural network. Note that this associated
probability value is directional, i.e., pij ̸= pji. For the clustering procedure,
however, the directions are not relevant and would even distort the result, as
a large probability for one direction does not mean that the probability for
the other direction is also large. We therefore take the maximum value of the
two directions: pij = max {pij , pji} . A shortcoming of using these probabilities
straightforwardly for clustering is that it may overlook important relationships
between nodes. If we have edges (v1, v2) and (v2, v3) with high probabilities,
but the neural network assigns a low probability to the edge (v1, v3) because it
recognizes the bene�t of visiting v2 between v1 and v3, we want to incorporate
the insight that v1 and v3 should be assigned to the same cluster into the opti-
mization problem. We do this by replacing the probabilities pij in (3.9) by path

probabilities, which we de�ne as:

ppathij := max

 ∏
(v,w)∈P

pvw : P is a path from i to j

 . (3.8)

Then the clustering problem can be formulated as follows:

min αdist

k∑
m=1

n∑
i=1

n∑
j=1

cijximxjm (3.9)

+ αprob

k∑
m=1

n∑
i=1

n∑
j=i+1

(1− ppathij )ximxjm s.t.

k∑
m=1

xim = 1 ∀i ∈ V,

xim ∈ {0, 1} ∀i ∈ V,m ∈ [k],
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where αdist and αprob denote the tuning parameters assigned to each part of the
objective function to weigh the di�erent arguments.

Example 1. Figure 1 shows an example solution of the clustering problem (3.9)
for an instance with 50 nodes. Figure 1(a) shows the path probability heatmap,
where only edges with an associated value greater than 0.25 are displayed, where
a darker red indicates a higher value. Figure 1(b)-(d) show the clusters built by
solving (3.9), where each cluster is depicted as a di�erent node color, for the
di�erent values of k = 3, 4, 5.

(a) Heatmap (b) k = 5 (c) k = 4 (d) k = 3

Fig. 1: Path probability heatmap and solutions for clustering problem (3.7) for
di�erent numbers k of clusters

3.4 Candidate Route Generation

Each cluster Ci, i ∈ [k], is solved as a CVRPTW instance. Note that a CVRPTW
solution can consist of several routes. Since the purpose of this step is to generate
candidate routes to be included in the SPP in step 3, which then selects routes
from the set of generated candidate routes in step 2 to form a feasible solution
to the complete instance, it is bene�cial to not only create one set of candidate
routes per cluster.

For this, we adapt a deep neural network-assisted beam search [6] that utilizes
the GCN presented in Section 3.2. The beam search is designed to build a number
of solutions in parallel. In [6] it is shown that this heuristic works quite well for
smaller instances. In the context of our 3-phase heuristic we use the beam search
to generate a set candidate routes by considering all individual routes of all built
solutions by the beam search, instead of choosing one solution built by the beam
search and disregarding all others, as done in [6]. Furthermore, by applying the
beam search only to the smaller clusters generated in step (1), we mitigate the
inaccuracies of the beam search for larger instances, as shown in [6].

A beam search with beam width b is a limited-width breadth-�rst search, such
that b sets of routes are built simultaneously. It builds a search tree iteratively,
where each tree node represents a partially constructed solution. This heuristic
uses the values pij associated with each edge e = (i, j) of the graph, as described
in Section 3.2, to build solutions that are most promising according to the values
pij .
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Starting from the root node that holds the partial solution [0], i.e., being at
the depot, in each layer of the beam search tree, only the bmost promising partial
solutions with respect to a scoring policy S are further explored. The descendants
of each search tree node are those that add a vertex to the partial solution of its
parent that is compliant with the side constraints of the CVRPTW. The scoring
policy S of a (partially) built solution g = [v1 . . . , vm] is given as

S(g) =

m−1∏
i=1

pvivi+1 ,

where a partial solution g can be interpreted as an array starting at the depot
node 0 and then following a trail in the graph where the only node to be included
more than once in g is the depot node.

Let ñ be the number of vertices in one of the clusters including the depot
for which we want to build a set of solutions by applying the beam search. Let
Sℓ ∈ Rb×ñ be the scoring matrix at the ℓ−th iteration of the beam search,
which is subsequently calculated in each iteration of the beam search, and gb′ =
[v1, . . . , vℓ] be one of the b partially built solutions after ℓ iterations. The w−th
entry in the b′−th row of the scoring matrix Sℓ+1 then re�ects the score if the
partial solution gb′ is continued by adding the vertex w. That is, Sℓ+1 is given as
the policy score S(gb′), multiplied by the probability given by the neural network
of getting from vℓ to w in the next step for all nodes w ∈ [ñ]:

Sℓ+1
b′w = S(gb′) · pvℓw.

Then, the invalid expansions, including the already visited nodes, are ex-
cluded within the scoring matrix Sℓ+1 by masking the values that correspond to
infeasible continuations of the partial solutions to be zero. From the b · ñ values
in the masked scoring matrix the b highest scores are chosen, and the b partial
solutions represented by these b search tree nodes are continued while the other
are discarded. The beam search stops when b complete solutions are built.

3.5 Set Partition Problem

As described in [4], the CVRPTW can be formulated as a set partition problem
(SPP), which we will de�ne in the following. The SPP is the basis of the currently
best exact method for the CVRPTW, the branch-cut-and-price algorithm [4]. It
uses the SPP as the master problem, as the solution of the linear relaxations of
the SPP provides better lower bounds than, for example, the linear relaxation
of the mixed integer linear program (MILP) formulation of the CVRPTW.

For this purpose, let R be the set of all feasible routes on subsets of vertices.
For r ∈ R denote with cr the cost of route r, let δvr be a binary coe�cient that
is equal to one if and only if vertex v ∈ V is in route r. De�ne the decision
variable yr to be

yr =

{
1 if route r is used in the solution,

0 otherwise.
(3.10)
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Then the set partition problem can be formulated as an integer program

min
∑
r∈R

cryr s.t. (3.11)∑
r∈R

δvryr = 1, v ∈ V

yr ∈ {0, 1} ∀r ∈ R,

where we minimize the costs of the chosen subsets of routes under the constraint
that each vertex appears in exactly one route. For a given solution y of this
problem we can link together all routes indicated by y to obtain a feasible solution
to the instance with respect to the side constraints such that every node is visited
and every route starts and ends at the depot. This integer program translates
to the following QUBO formulation:

min
∑
r∈R

cryr + P

∑
v∈V

(∑
r∈R

δvryr − 1

)2
 , (3.12)

with P being a penalty factor. This QUBO problem is then solved by the DA.
With R being the set of all feasible routes, this corresponds to the optimal so-
lution of the CVRPTW. But in general, �nding the optimal solution for this
problem is only practically possible for small instances if all feasible routes are
included in R, as the number of routes grows exponentially fast. For our ap-
proach, we do not choose R as the set of all possible routes but only include
the subset of routes generated as described in Section 3.4 in the consideration,
such that the number of routes included in the SPP is easily controllable via the
beam width b.

4 Computational Experiments

This section evaluates the overall performance of our approach by comparing
its results to those of other methods, including state-of-the-art solutions for the
CVRPTW.

All models are implemented in Python 3.10 and run under Windows 10. The
neural network architecture is implemented using PyTorch version 2.0.0 to use
GPU computation with Cuda version 11.8. The network consists of ℓGCN = 30
hidden layers and ℓM = 3 layers in the MLP. We use a hidden dimension h = 300
in each of the layers. For each problem size, an individual neural network is
trained on 1 million randomly sampled instances based on the distribution given
in the R201 instance of [25], which consists of randomly generated geographical
data, a long scheduling horizon and short to medium-sized time windows allow-
ing only a few customers per route. The instances were solved to optimality by
Gurobi [10] for 20 node instances, whereas the instances with 50 and 100 cus-
tomers, respectively, were solved using one run of LKH [11] and are therefore not
necessarily optimal. We apply a supervised learning procedure, where, given as
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input a graph with the additional node features time windows and demands, the
model is trained to output a probability matrix by minimizing the cross-entropy
loss via gradient descent with respect to the adjacency matrix corresponding to
the target solution. We utilize the Adam optimizer [14] along with a gradual de-
crease in the learning rate for smoother convergence, starting at a rate of 10−3.
We train the nets using a batch size of 24 for 1500 epochs with 500 randomly
chosen batches and select the point of training with the lowest validation loss.
The training procedure is executed on machines with two CPUs of type Intel
Xeon E5-2680v3 @ 2,50GHz with 12 Cores and four NVidia Tesla K80 GPUs
with 12GB RAM.

The path probabilities ppathij are calculated by applying the Floyd-Warshall
algorithm to the graph (G,ω) with the weight function ω : E 7→ R, ω((i, j)) =
− log(pij) to �nd shortest paths. With the weight function ω de�ned like this, a
shortest path in (G,ω) corresponds to maximizing (3.8).

To �nd the best con�guration of weights αdist and αprob in the objective
function (3.9), each combination of weights in {0.0, 0.1, . . . , 0.9, 1.0} summing
up to one is tested for combinations of the distance c, the edge probabili-
ties p given by the neural network and the path probabilities ppath. The best
weighting of the objective function given by the manual experiments is given
as αdist = 0.2, αprob = 0.8 using the distance and path probabilities. The accu-
racy of determining clusters based solely on distance di�erences is lower because
the time window constraints in CVRPTW signi�cantly impact route feasibility,
making spatial arguments less relevant.

To set the beam width as well as the time limit for calculations using the DA,
we manually conduct experiments on small sets of instances for all problem sizes
to test di�erent impacts. First, given the clusters that correspond to the optimal
routes in the best solution, we test the impact of beam width and time limit
for the SPP optimization problem. Second, given the clusters found by solving
(3.7) with the DA and the routes built by the beam search for each cluster,
we include the routes of the correct solution to �nd the average calculation
time it takes the DA to �nd this solution when solving the SPP (3.12). Based
on these experiments, for the beam width, we choose b = 50, 150 and 300 for
n = 20, 50, 100, respectively. For n = 20, we choose a cluster range λ = 2, for
the other problem sizes λ = 3. Even one to two seconds is enough for the DA
to solve the SPP (3.12) to optimality for 20 node instances. To account for the
increase of variables when solving (3.7) for multiple values of k, we choose a time
limit of 5, 15 and 50 seconds for n = 20, 50, 100, respectively, for the DA to solve
the SPP.

In Table 1, we compare our approach to the commercial exact MILP solver
Gurobi version 10.0.0 [10] as well as to the best known exact solution method for
vehicle routing problems, branch-cut-and-price (BCP) algorithm [24], [7]. We fur-
ther compare results to the heuristic LKH3 [11] and Google's OR-Tools (GORT)
version 9.5.2237 library [20], both of which frequently serve as heuristic baselines
in related literature. The comparison is done by calculating the percentage gap

of the cost of the found solution to the cost of the best known solution for each
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instance. The runtime for our approach is measured as the time for the execution
of all three steps without the communication and idle time with the DA. The
values are averages over 100 instances for each problem size n.

For GORT, one can choose di�erent con�gurations regarding the underlying
local search heuristic. We chose guided local search (GLS) to be best suited for
our needs. As a time limit is needed for the GLS, we have chosen time limits
of 10, 100, and 300 seconds for the di�erent problem sizes. These time limits
are selected to align with the runtime of our method, which allows for a fair
comparison between the approaches. Gurobi is applied to the 2-index Integer
Linear Program formulation of the CVRPTW and is given a time limit of 10,
100 and 300 seconds per instance for the di�erent problem sizes, respectively,
to allow for a comparison with similar running times. We evaluate the baseline
models on machines with two Intel Xeon E5-2680v3 @ 2.50GHz CPUs with 12
cores and 128GB RAM available at the High Performance Computing Cluster of
Hamburg University of Technology, while the execution of our 3-phase heuristic
is done on a local machine with an Intel Core i7-1165G7 CPU @ 2.80GHz and
16GB RAM running on Windows 11. The reason for this is that communication
with Fujitsu's DA is limited to selected local machines, which requires the entire
heuristic, including the beam search, to be run on this machine. This in turn
a�ects the runtime of our approach and complicates the comparison with the
other approaches in terms of execution time. Therefore, we mark our time in
italics in Table 1 and also report results for LKH3, GORT-GLS and BCP on our
local machine used for the 3-phase heuristic to provide some more comparability
regarding the computational time. The evaluation of our approach as well as the
baseline models is done on datasets containing 100 randomly generated instances
following the same data distribution as the training data.

Table 1: Mean cost, gap and time (sec.) per instance for di�erent problem sizes

Model
n = 20 n = 50 n = 100

cost gap (%) time cost gap (%) time cost gap (%) time

3-Phase Heuristic 5.95 0.00 10.18 10.22 0.30 80.08 15.10 1.45 153.53

Gurobi 5.95 0.00 0.60 10.27 1.63 51.61 17.92 18.47 300.00
BCP 5.95 0.00 1.07 10.10 0.00 10.68 14.89 0.00 119.87

GORT-GLS 5.95 0.00 10.00 10.13 0.33 100.00 15.12 1.56 300.00
LKH3 5.95 0.00 6.20 10.13 0.30 11.74 15.08 1.28 19.69

GORT-GLS local 5.95 0.00 20.00 10.16 0.58 100.00 15.68 3.99 300.00
LKH3 local 5.95 0.00 10.41 10.13 0.30 23.75 15.08 1.28 40.96
BCP local 5.95 0.00 3.31 10.10 0.00 19.30 14.89 0.00 227.17

Our 3-phase heuristic demonstrates optimal performance for small instance
sizes. For instances with 50 nodes, the heuristic yields results comparable to
GORT-GLS and LKH executed on a high-performance computer, while out-
performing GORT-GLS on the same local machine in terms of solution quality
given the same computation time. For medium-sized instances, Gurobi already
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cannot solve most of the instances to optimality within the given time limit.
The BCP method outperforms all heuristics for medium instances. However,
it shows a larger relative increase in running time for large instances, whereas
LKH and our heuristic exhibit much slower scaling in computation time. For
n = 100 nodes, our heuristic surpasses GORT-GLS in both running time and
quality on both local and high-performance setups, albeit producing slightly in-
ferior results compared to the LKH heuristic. Gurobi is generally unable to solve
large instances within the time limit and has a signi�cantly worse optimality gap
compared to the heuristics. While BCP continues to produce the best results,
the computation time of our heuristic scales noticeably slower with respect to
the increase of the input size, which shows the potential of our approach to o�er
good scalability for larger instances.

5 Discussion

With our proposed 3-phase heuristic, we provide a proof of concept of how to
use specialized quantum-inspired computing hardware such as Fujitsu's Digital
Annealer in combination with deep learning to solve combinatorial optimization
problems with constraints that are di�cult to solve directly with the current
state of quantum(-inspired) computing hardware. Computational results show
that this approach is promising, as it utilizes the strengths of quantum(-inspired)
computing to potentially provide better scalability than state-of-the-art meth-
ods such as GORT and BCP while yielding near-optimal solutions for larger
instances.

Future research could focus on improving our approach in various ways. First,
optimizing the computation time could involve implementing the heuristic more
e�ciently in C++ instead of using Python. However, optimizing the calculation
time on the DA itself remains challenging, as no convenient termination criterion
can be set for the DA. Secondly, the structure of our approach allows each phase
to be approached using di�erent methods. For instance, since the aim of this
approach was to test to what extent the DA can be involved in solving the
CVRPTW, no alternatives for �nding the clusters in step 1 were tested. Future
research could experiment to see how other cluster algorithms perform in this
context as well as employing di�erent hardware and software for solving QUBOs.

Our work demonstrates the potential of leveraging quantum-inspired com-
puting in conjunction with deep learning for complex combinatorial optimization
tasks. As quantum and quantum-inspired technologies continue to evolve, the in-
tegration of diverse computational techniques and hardware has the potential
to provide even more e�cient and versatile solutions for complex combinatorial
optimization problems.
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