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Abstract

Stock markets play an important role in acceler-001
ating economic growth of developing countries002
like Brazil and, typically, leads to strong emo-003
tions in people, which may be reflected in their004
behaviour at social media like X, old Twitter.005
At the bright side, analysing these emotions006
could unveil interesting insights about public007
perception, potentially leading to more accu-008
rate and profitable stock market forecasts. Au-009
tomatic emotion detection in tweets has been010
explored by many studies in the past years.011
State-of-the-art pre-trained language models012
have also been used to this end. We propose to013
detect emotion on tweets related to the brazilian014
stock market, which have a few dedicated re-015
searches. We trained BERTimbau (Portuguese016
version) large and base on a free domain train-017
ing dataset and tested the models on the tar-018
get domain (Brazilian stock market), a cross-019
domain approach. Applying Plutchik’s wheel020
in its basic form, in this work we considers only021
the four main emotion pairs, to wit, joy × sad-022
ness, anger × fear, trust × disgust and surprise023
× anticipation. Models performance drops to024
values ranging from F1 nil, for BERTimbau025
Large and Joy to F1 = 0.78, also for BERTim-026
bau Large, but with Trust. Results by both027
BERTimbau Large and Base, after test on the028
Free Domain Corpus test set (same domain029
used for training) reached almost 100% accu-030
racy for all emotions.031

1 Introduction032

Artificial Intelligence (AI) conjectures that every033

aspect of learning or any another feature of intel-034

ligence can be precisely described and that a ma-035

chine can be developed to simulate it (Dick, 2019).036

In this context, the automatic detection of emotions037

is one of the research fields that has presented a038

major challenge to the AI area (Al-Omari et al.,039

2020).040

Human beings express emotions directly or in-041

directly through speech, facial expressions, ges-042

tures or writing. There are then many informa- 043

tion sources that can be used to analyse emotions, 044

specifically in texts, such as blogs, newspaper arti- 045

cles, social media posts, etc. (Sailunaz et al., 2018). 046

With the widespread use of socially-aimed tech- 047

nology over the years, events, news or activities 048

around the world began to be discussed through 049

social media by millions of people (Gaind et al., 050

2019). X, which was formerly known as Twitter 051

until its recent rebranding, is one of the commonly 052

and widely used resources to this end, encouraging 053

its users to express what they think on a daily basis 054

and real time. 055

Unsurprisingly, X also plays a major role in dis- 056

cussing stock market moves by its participants. Of- 057

ten, companies publish information that changes 058

share prices, and investors rely on X to seek for 059

opinions and comments, so as to try to figure 060

out what would be a better deal (Simões et al., 061

2017). Parallel to this, a very common belief is 062

that investor sentiment is one of the most impor- 063

tant sources behind market movements. In this 064

sense, although classic financial theory assumes 065

that investors are rational, studies have revealed the 066

significant influence of their irrational behaviour, 067

such as optimistic or pessimistic feelings, among 068

others (Hiew et al., 2019). 069

Stock markets play an important role in acceler- 070

ating economic growth (Sharma et al., 2017) and, 071

typically, volatility in such markets leads to strong 072

emotions in people (Liu et al., 2017), which may be 073

reflected in their comments at social media. At the 074

bright side, analysing these emotions could unveil 075

interesting insights about public perception, poten- 076

tially leading to more accurate and profitable stock 077

market forecasts. 078

The downside with this procedure lies, however, 079

in the very feature that makes social media in- 080

teresting for this purpose: its popularity. There 081

simply is a vast amount of data which cannot be 082

analysed quickly enough for such forecasts to be 083
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produced. At this point, machine learning methods084

might come in handy, by automatically detecting085

the emotions portrayed by many users, through the086

analysis of their comments on social media, spe-087

cially on X (Matla and Badugu, 2020).088

To do so, one has to rely on some Natural Lan-089

guage Processing (NLP) technique, so as to try090

to identify the emotion carried by the content of091

comments by investors. On this regard, BERT is092

considered state-of-the-art for several NLP tasks093

and applications (Valdes et al., 2021), given its pre-094

vious training and possibility to be fine-tuned in095

different data, in an attempt to transfer the generic096

linguistic information previously learned to the new097

task.098

Since transfer learning approaches have already099

shown improvements in general performance on100

many tasks, and pre-trained language models are101

valuable solutions especially for languages with102

few labelled training samples (Souza et al., 2020),103

this seems to be an alternative to be explored in the104

case of Portuguese, specially in such a narrow do-105

main such as comments by stock market investors.106

Within this context, an existing annotated corpus107

of stock market tweets (Silva et al., 2020) written108

in Brazilian Portuguese, already annotated with109

emotions, might come in handy as a basis for de-110

termining whether such a model could be used in111

this task.112

In their work, Silva et al. (2020) have taken a113

cross-domain approach, by training the system in114

a corpus which was automatically annotated with115

emotions and then studying how the trained system116

would perform in their human annotated corpus.117

Since their focus was on determining whether the118

syntactic structure of sentences might play a major119

role in this task, they left unresolved an important120

gap: the fact that the model developed had not121

been compared to current distributed representation122

models, such as BERT for example.123

In this work we intend to fill in this gap, by pre-124

senting the results obtained by fine-tunning and125

running BERTimbau (Souza et al., 2020) – a BERT126

flavour trained specifically in Brazilian Portuguese127

texts – in the corpus by Silva et al. (2020). The128

rest of this article is organised as follows. Chap-129

ter 2 provides an overview of different approaches,130

findings and knowledge from existing literature rel-131

evant related to the topic of this work. In Chapter 3132

we describe the materials and methods used to de-133

velop our research: the methodology, the datasets134

and the experimental setup. Chapter 4 discusses 135

the results of the experimental research. Chapter 5 136

concludes this paper emphasising the new knowl- 137

edge that contributed to the field of study and future 138

work. 139

2 Related Literature 140

In the stock market context, some researches has 141

explored the relationship between economy and the 142

emotions expressed by people on social media, ex- 143

amining whether these emotions can be influenced 144

by the stock market index or if it is possible to 145

predict fluctuating market through these emotions 146

(e.g. (Kang et al., 2017)). Twitter, rebranded to 147

X since 2023, has become widely accepted as the 148

leading platform for this purpose (Michalak, 2020). 149

Several studies have showed there to be a rela- 150

tionship between emotion and stock market moves 151

(e.g. (Liu et al., 2017; Rossouw et al., 2020; 152

Saurabh and Dey, 2020; Kang et al., 2017; Bha- 153

tia et al., 2018; Lazeski, 2020)). These, however, 154

concentrate mainly on the US market, there be- 155

ing only a few dedicated to exploring the context 156

of other markets, such as the Brazilian stock mar- 157

ket (e.g. (Medeiros and Borges, 2019; Silva et al., 158

2020)). 159

Even when it comes to our reference study Silva 160

et al. (2020), which builds on a corpus of stock mar- 161

ket tweets written in Brazilian Portuguese, there 162

is still a lack of comparison between obtained re- 163

sults and those by the direct application of current 164

language models, such as BERT’s. In this case, 165

the fact that BERT has been used with success in 166

tweets written in different languages and to a broad 167

range of tasks (e.g. (Sawhney et al., 2021; Pranesh 168

et al., 2020; Kabir and Madria, 2021; Hassan et al., 169

2021; Abdelali et al., 2021; Ahmad et al., 2021; 170

Chiril et al., 2022; De Bruyne et al., 2022)) serves 171

as an indication of its probable suitability to the 172

stock market domain too. 173

From this perspective, we propose in this work a 174

research task to detect emotions using BERTimbau, 175

a BERT-based model pre-trained on textw written 176

in Brazilian Portuguese, which has achieved state- 177

of-the-art performance in many NLP tasks, includ- 178

ing emotion detection (cf. (Hammes and Freitas, 179

2021)). 180

3 Materials and Methods 181

An important aspect to be considered for automatic 182

emotion detection are the emotion models that 183
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delimit the classification process (Graterol et al.,184

2021). Emotion models are fundamental to convey185

affective meaning in a readable way for humans186

and computers (Horvat et al., 2022) and define how187

one emotion differs from another (Acheampong188

et al., 2021).189

Emotion models can be divided in two large190

groups: discrete and dimensional (Yang et al.,191

2021). While in psychology there are several192

theories about the representation of emotions,193

within NLP two stand out as most commonly194

used: Ekman’s basic emotions (discrete model) and195

Plutchik’s wheel of emotions (multidimensional196

model) (Graterol et al., 2021).197

Plutchik’s Wheel of Emotions comprises eight198

basic emotions: joy, trust, fear, surprise, sadness,199

disgust, anger and anticipation (Zad et al., 2021).200

The model is represented through four opposing201

axes pairs, along which emotions are defined as dif-202

ferent points, as illustrated in Figure 1. New emo-203

tions can be defined on the basis of different combi-204

nations of these basic emotions, although much of205

the extant work on practical emotion detection con-206

siders only a small subset of this group (Graterol207

et al., 2021).208

Figure 1: Plutchik’s Wheel of Emotions (Zhou et al.,
2020)

For the sake of comparison, we decided to use209

the work by Silva et al. (2020) as reference, thereby210

applying Plutchik’s wheel in its basic form. Hence,211

in this work we considers only the four main emo-212

tion pairs, to wit, joy × sadness, anger × fear, trust213

× disgust and surprise × anticipation.214

In machine learning, there usually is an issue 215

regarding labelled data, given is limited amount, 216

specially regarding human produced data, whose 217

production is usually time consuming and expen- 218

sive (Willemink et al., 2020). To aid with this prob- 219

lem, transfer learning comes in handy, by relying 220

on very cheap unstructured data that is available on- 221

line to pre-train general models, which can then be 222

applied to more scarce labelled data (Diethe et al., 223

2015). 224

The most popular approach taken to make this 225

transfer is pre-refinement followed by fine-tuning. 226

Basically, it consists of two training steps applied 227

sequentially. First, a general purpose model is 228

trained on unstructured data. Then the model is 229

transferred and continues its training with data la- 230

belled according to the target task. This has been 231

reported to achieve state-of-the-art performance in 232

numerous applications (Han et al., 2021). 233

In this work we have elected BERTim- 234

bau (Almeida Neto et al., 2021) as our pre-trained 235

model. The fact that BERTimbau was originally 236

trained in one of the (if not the) largest open cor- 237

pus written in Brazilian Portuguese –brWaC, which 238

contains 2.68 billion tokens from 3.53 million web 239

pages, along with and 200,000 random articles 240

from Brazilian Wikipedia and a generated vocabu- 241

lary of 30,000 unique words (Souza et al., 2019), 242

makes it a natural candidate to this task. 243

3.1 Data 244

In order to verify the possibility of cross-domain 245

learning, in this research we work with two dif- 246

ferent data sets, the Free Domain Corpus and the 247

Stock Market Domain Corpus, both described in 248

Silva et al. (2020). The Stock Market Domain Cor- 249

pus. comprises 4,517 non-repeated tweets men- 250

tioning any of the stocks that build the IBOVESPA 251

index (the main index of B3, the Brazilian Stock 252

Exchange market), collected between March and 253

May 2014. In this corpus, tweets were manually 254

annotated by a total of 442 volunteers according 255

to the Plutchik’s wheel of emotions, so as to guar- 256

antee that each tweet was annotated by at least 3 257

volunteers. 258

During the annotation, and as a way to prevent 259

tweets from being assigned opposing emotions, an- 260

notators had to classify each tweet according to 261

each of the emotional axes. Hence, for each axe 262

they had to pick either of its opposite emotions, or 263

classify it as neutral regarding that emotion pair. A 264
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tweet was considered neutral only if it was anno-265

tated as neutral for all emotion pairs.266

Along with these categories, there was also an I267

don’t know option to annotators, so proper neutral268

tweets could be told apart from cases where anno-269

tators where in doubt. As a result, 240 (5.3%) out270

of the 4,517 tweets were discarded because they271

were marked as I don’t know in all of their emotion272

pairs by the majority of users. The final corpus273

delivers, then, a total of 4,277 tweets, labelled, for274

each emotion pair, with the emotion assigned by275

the majority of at least three annotators. Table 1276

summarises these figures, by presenting the amount277

of tweets in each of these groups. The distribution278

of emotions per pair can be seen in Table 2.279

At least one emotion assigned 2,340
Neutral 779
Inconclusive (all emotion pairs) 184
Inconclusive + "I don’t know" + Neutral 974
Total 4,277

Table 1: Distribution of tweet annotations.

Emotion Pair Total Emotion N°
Joy vs Sadness 3,307 Sadness 437

Joy 531
Neutral 2,339

Trust vs Disgust 3,088 Disgust 709
Trust 851
Neutral 1,528

Anger vs Fear 3,510 Fear 232
Anger 256
Neutral 3,022

Anticipation 2,913 Surprise 496
vs Surprise Anticipation 656

Neutral 1,761

Table 2: Number of labelled tweets per emotion in each
final corpus.

For the cross-domain part of the research, we280

also rely on the Free Domain Corpus built by Silva281

et al. (2020). This corpus was automatically col-282

lected using Twitter API3, by fetching tweets writ-283

ten in Portuguese that contained hashtags naming284

the emotions from Plutchik’s wheel (i.e. joy, sad-285

ness, anger, fear, confidence, disgust, surprise and286

anticipation) and labelling them with the emotions287

(i.e. hashtags) found. In total, 230,857 not repeated288

tweets were collected from September 2015 to Oc-289

tober 2016, almost 54 times the amount of tweets290

of the human annotated corpus. 291

It is important to notice, at this point, that the 292

Free Domain Corpus, as the name implies, has not 293

focused on any particular domain. Instead, Twit- 294

ter’s API was set to retrieve any tweets presenting 295

any of the sought emotions. Table 3 shows the dis- 296

tribution of tweets in this corpus associated to each 297

of Plutchik’s emotions. As it turns out, there is a 298

prevalence of SAD hashtags in the corpus, followed 299

by JOY. Together, these correspond to over 77% of 300

the corpus1. 301

Annotated Emotions Count
Emotion Count
SAD 109,768
JOY 71,004
FEA 27,488
DIS 9,207
TRU 5,192
SUR 5,049
ANG 4,006
ANT 1,326

Table 3: Number of annotated tweets per emotion.

3.2 Experimental Setup 302

BERTimbau-cased was used in our experiments, in 303

both its Large and Base versions. The hyperparam- 304

eters were adjusted according to Ferreira2. Settings 305

were then as follows: 306

• nclasses = 3; 307

• nepochs = 5; 308

• batch_size = 8; 309

• batch_status = 32; 310

• learning_rate = 1e-5; and 311

• early_stop = 2. 312

The only hyperparameter we changed was 313

max_length (the maximum length of the tokenised 314

text), which was set to 240. For this parameter, we 315

also tested max_length = 200 in BERTimbau base. 316

All models were trained using the training 317

dataset which is composed of a subset randomly ex- 318

tracted from the Free Domain Corpus, containing 319

1The total amount of tweets in Table 3 is higher than
230,857 because some tweets shown more than one emotion.

2Available at https://www.youtube.com/watch?v=GncyWR-
dYW8: "Aula 7.6: HuggingFace: BERT para Classificação de
Sequência | Linguística Computacional"
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80% of their original tweets, with the other 20%320

building our test dataset.321

Each model was trained per emotion pair, in a322

total of four models: joy vs sadness, trust vs disgust,323

anger vs fear and anticipation vs surprise.324

The models were tested in two different test325

datasets. The first test dataset consists of 20% of326

the tweets in the Free Domain Corpus, randomly327

chosen (these tweets were not used for training).328

The second test dataset consisted of the Stock Mar-329

ket Domain corpus. The distribution of emotion330

labels across both test sets can be seen in Table 4.331

We calculated the precision, recall and F1-Score332

for each emotion.333

Emotion Free Domain Stock Market
Corpus Corpus

Joy 14,373 (31.6%) 531 (12.4%)
Sadness 22,167 (48%) 437 (10.2%)
Disgust 1,848 (4%) 709 (16.6%)
Trust 1,093 (2.4%) 851 (29.9%)
Anger 770 (1.7%) 256 (6.0%)
Fear 5,436 (11.8%) 232 (5.4%)
Surprise 999 (2.2%) 496 (11.6%)
Anticipation 280 (0.6%) 656 (15.3%)
Total 46,171 4,277

Table 4: Number of annotated tweets per emotion.

4 Results and Discussion334

Surprisingly, fine-tuning both versions of BERTim-335

bau (Large and Base) at the Free Domain Corpus336

training set led to nearly perfect results at the train337

set for the same domain, as illustrated in Table 5.338

Such a puzzling result can only be explained on the339

simplicity of the resulting corpus, which included340

the very tag used to classify it (since it is common341

to use the hashtag as a surrogate for some word in342

the text). This might have given the model the very343

clue it needed for such a high performance.344

When tested in the Stock Market Domain Cor-345

pus, however, the tables turn considerably, and per-346

formance drops to values ranging from F1 nil, for347

BERTimbau Large and Joy to F1 = 0.78, also for348

BERTimbau Large, but with Trust. Table 6 details349

these results.350

BERTimbau large outperformed the others351

BERTimbau bases for 3 emotions: Trust (78%),352

Anticipation (6%) and Surprise (61%). Next the353

difference between their best results: Trust (14%),354

Anticipation (4%) and Surprise (1%).355

These results were obtained with 356

max_length = 240. By setting it to 200 357

one gets the results in Table 7. As it turns out, 358

performance at some emotions, such as Joy and 359

Anger, have raised considerably, whereas Trust 360

have dropped. 361

BERTimbau base fine-tuned with 362

max_length = 200 outperforms BERTimbau 363

large and base fine-tuned with max_lenght = 240 364

for 4 emotions: Joy (51%), Disgust (67%), Anger 365

(40%) and Fear (68%). The difference between 366

their best results is Joy (7%), Disgust (5%), Anger 367

(11% ) and Fear (1%). 368

As it seems, changing the text length does affect 369

performance, although it is not so clear how. To 370

answer this question, we will have to carry out more 371

experimentation, beyond what these preliminary 372

results indicate. 373

Peculiarly, we could see impressive results 374

where BERTimbau base with any configura- 375

tion had a better performance than BERTimbau 376

large. For example, Sad emotion results tied for 377

both max_length settings (200 and 240) in the 378

BERTimbau base, but the results still better than 379

BERTimbau large (the difference was only 5%). 380

In this context, the worst BERTimbau large re- 381

sult was for the Joy emotion, the accuracy was 382

zero. We can see 100% precision but zero for re- 383

call, meaning the model misclassifying all negative 384

instances as positive. 385

Related literature Silva et al. (2020) trained with 386

SVM with Tree Kernel model, wich obtained better 387

results for two emotions: Anger (41%) and Antici- 388

pation (23%). However the Anticipation emotion 389

had a very low F1 score. One possible reason may 390

be the samples for the training dataset were the 391

lowest among all emotions with 1,046 samples. 392

Also, building a reference corpus with distant 393

supervision the way described in (Silva et al., 2020) 394

may not be the best approach, leading to some 395

distorted results within the corpus, with not much 396

to carry out to other domains. Still, the system did 397

not perform so badly for some emotions, which 398

indicates this could be a direction to be pursued. 399

5 Conclusion 400

In this research, we set out to determine how a 401

Large Language Model like BERTimbau would be- 402

have in a cross-domain situation where the source 403

corpus was automatically annotated using a distant 404

supervision technique. As it turns out, results by 405
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BERTimbau Base BERTimbau Large
Emotion Prec. Recall F1 Prec. Recall F1
Sad 1.00 1.00 1.00 1.00 1.00 1.00
Joy 1.00 1.00 1.00 1.00 1.00 1.00
Trust 1.00 1.00 1.00 1.00 1.00 1.00
Disgust 1.00 1.00 1.00 1.00 1.00 1.00
Anger 0.99 0.99 0.99 1.00 0.99 1.00
Fear 1.00 1.00 1.00 1.00 1.00 1.00
Anticipation 1.00 1.00 1.00 1.00 1.00 1.00
Surprise 1.00 1.00 1.00 1.00 1.00 1.00

Table 5: Bertimbau large and base results after testing in the source domain (Free Domain) test set

BERTimbau Base BERTimbau Large
Emotion Prec. Recall F1 Prec. Recall F1
Sad 0.52 0.93 0.67 0.45 1.00 0.62
Joy 0.83 0.30 0.44 1.00 0.00 0.00
Trust 0.62 0.49 0.55 0.68 0.89 0.78
Disgust 0.51 0.63 0.57 0.80 0.51 0.62
Anger 0.88 0.17 0.29 0.68 0.16 0.26
Fear 0.52 0.97 0.67 0.50 0.92 0.65
Anticipation 0.80 0.01 0.02 0.81 0.03 0.06
Surprise 0.43 1.00 0.60 0.44 0.99 0.61

Table 6: Results after testing BERTimbau large and base in the target domain test set (Stock Market)

Emotion Prec. Recall F1
Sad 0.54 0.89 0.67
Joy 0.80 0.38 0.51
Trust 0.74 0.57 0.64
Disgust 0.59 0.76 0.67
Anger 0.80 0.27 0.40
Fear 0.53 0.93 0.68
Anticipation 0.43 0.00 0.01
Surprise 0.43 0.99 0.60

Table 7: Results after testing BERTimbau base fine-tuned max_length =200 in the target domain test set.
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both BERTimbau Large and Base, after test on the406

Free Domain Corpus test set (same domain used407

for training) reached almost 100% accuracy for all408

emotions.409

This, in turn, has raised some concerns regarding410

whether the models have actually learned some-411

thing or just memorised some existing pattern in412

the corpus. The fact that the hashtags used for clas-413

sifications were part of the text furnished the clues414

that a memorisation effect might be taking place.415

This suspect became stronger after the running416

of these trained models at the Stock Market Domain417

Corpus, where we could observe a very pronounced418

drop in performance for all emotions, some reach-419

ing as bad a result as a nil F1 score. When changing420

the maximum length of the input string, from 240421

to 200, one sees some increased values e some422

decreasing. It is still not clear how this hyperpa-423

rameter might help in this task, something we leave424

for future investigation. We also propose, for fu-425

ture work, to train the models in the stock market426

domain and evaluate the results.427
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