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Abstract 

  While the research community is making significant leaps 
in Generative AI, millions of children and women are facing 
humanitarian crisis. UNICEF reports millions of children are 
experiencing a high burden of unaddressed grief, loss, trauma 
due to recent war in Middle East and Ukraine-Russia.  WHO 
identifies the challenge of providing timely psychological 
first aid (PFA) for victims of war as a humanitarian response. 
Due to limited access to professional counselors inside war 
torn regions, and the mounting psychological trauma of war 
on children, the need for research to creatively apply AI to 
support vulnerable people in emergencies with Humanitarian 
Assistance. The challenge is to create an AI that can offer 
personalized counselling for previously unseen scenarios, 
given people have experienced different types of scenarios of 
violence.  To create LLM powered AI copilots that can be 
trusted, the paper presents a novel design for explain-ability 
to assist UNRWA staff to offer therapy at refugee camps.     
  WHO reports 1 in every 5 people exposed to war are 
impacted by mental health disorder. This is the 2nd challenge 
we addressed. To provide timely mental health intervention 
for large populations in inaccessible war zones such Gaza, 
inspite of occasional internet availability in warzones, we de-
veloped an approach to finetune a GPT-2 model personalized 
for every victim’s situation.  This opens up the opportunity to 
create & deploy personalized GPT-2 models on smartphone 
of millions of people to enable personalized healing.    
 The demos of both the solutions including source code are 
at presented at https://sites.google.com/view/hadr-ai.  

Motivation & Challenges  

 As AI research is progressing at a significant pace, the 

opportunity to apply the new advancements to address the 

critical pressing challenges faced by millions of children is 

explored in this work. Given millions of people are located 

in war zones in the recent months in Gaza and Ukraine, the 

challenge is in providing timely aid in war zones for a siza-

ble population, as war zones are inaccessible. High burden 

of unaddressed grief, loss, trauma and depression was visi-

ble when talking with refugees, reports UNHCR. “A school 

student saw his friend decapitated with in own eyes” – re-

ports an UN official at UNICEF’s Humanitarian action for 

children 2023 [1]. In this context, there is an urgent impera-

tive to explore the design and develop humanity centered 

trustworthy AI systems to create positive impact on society.   

 

 The applications of GPT-x in warzones needs research 

and attention, given the grave long term humanitarian con-

sequence of wars.  As children have been deeply trauma-

tized as we read this paper in parts of the world (Ukraine & 

Gaza),  WHO identifies the challenge of timely psychologi-

cal first aid (PFA) within humanitarian response. WHO’s 

Mental Health Gap Action Programme Humanitarian Inter-

vention Guide (mhGAP-HIG) calls for providing psycho-

logical first aid (PFA) [7] services within the humanitarian 

response. Humanitarian outreach & community members 

are being trained in PFA as per WHO/UNHCR.  There is a 

need for access to AI tools that support humanitarian out-

reach members to provide PFA counselling for victims of 

violence (gender violence, rape, war, loss & grief).   

 

Challenges:  Two challenges at the intersection of AI 

community and humanitarian causes are 

• First aid at refugee camps (LLM copilot solution with 

Explain-ability): As millions of children are trauma-

tized by war,  how to creatively apply LLMs to create 

an AI-copilot to enable humanitarian volunteers 

(UNICEF, UNRWA, Redcross) to provide  PFA to vic-

tims of different forms of violence.  As victims are sub-

jected to victim-blaming, timely assertion of human 

rights is important. Given the lack of expert counselors 

in warzones, the need to research and develop AI copi-

lots that can assist UNRWA staff to offer personalized 

counselling to refugees at warzones such as Gaza. Fur-

ther research is required to develop Explain-ability of 

LLM solutions. Since the AI copilot provides recom-

mendations, such solution needs to offer explanation to 

humans, so that the human can understand why the AI 

made that recommendation.           

• Self-help for victims (Auto GPT-2 during occasionally 

connected internet): As 1 in 5 people exposed to war 

develop mental health disorder, there is an urgent need 

to research and develop self-help mental health therapy 

for victims of violence, even when they are located in 

inaccessible warzones. Due to poor internet connectiv-

ity, the solution needs to run in offline mode on per-

sonal smartphones. Given everyone needs a different 

type of emotional support, a personalized GPT2 emo-

tional caregiver needs requires research. 

 

https://sites.google.com/view/hadr-ai


Questions: The challenges for AI research are:-  

 

1) Can the AI handle unseen scenarios?. Is it possible to de-

sign an AI solution that can understand & respond to 

new forms of violence? As different people have expe-

rienced different scenarios of violence, can the LLM 

generalize to new unseen scenarios.  

 

 

2) Is it possible to enable explainability of AI copilots: End-

users need to understand why & how the AI is making 

a certain recommendation. Is it possible to design an 

LLM AI copilot that explains its recommendations in 

crucial topics such as cognitive triad and therapy?.  

 

3) Can the AI solution work inspite of occasional internet 

connectivity in warzones? Given warzones are inacces-

sible, there is a need to innovate AI deployment ap-

proaches.   

 

4) Is it possible to scale the deployment: Given millions of 

families need aid, is it possible to scale to millions of 

families awaiting timely intervention.  

 

5) Trustable interaction with AI on sensitive topics & Pri-

vacy: Sensitive topics such as rape may get discussed in 

counselling sessions. Hence the need for on-device ML 

inference without internet connectivity to ensure confi-

dential and trust-worthy disclosure of personal experi-

ence by vulnerable victims.     

 

6) Affordability for inclusion of all sections of society: The 

AI should run on mainstream commodity smartphones. 

While the solution should support counselling to even 

new unseen violence, the model should be small enough 

to fit inside a low cost smartphone with on-device ML. 

     

7) Can an AI model be finetuned at warzone by non-experts 

to provide personalized care for every victim? Given 

every one has be counselled differently based on their 

experience and offered personalized self-help Cogni-

tive Behavior Therapy (CBT) self-therapy, Can custom 

GPT-2 model be created automatically for every indi-

vidual’s scenario & deployed on every smartphone. Is 

it possible to generate datasets and fine-tune a model by 

non-experts? We explore automatic generation of cus-

tom GPT-2. 

 

 

Approaches to design & development of AI 

for humanitarian action in emergencies & 

conflicts 

 

1. Design & development of LLM copilot solution that is 

capable of responding to new scenarios of violence: 

(How to design to enable the ability of AI solution to 

generalize to previously unseen data):  

 

To address the above mentioned challenge #1 on ability of 

AI solution to generalize to previously unseen data, we 

designed and implemented a chain of LLMs to both provide 

timely PFA (physiological first-aid) and human right asser-

tion that is capable of counselling any new unseen scenarios 

of violence. A working demonstration of the LLM based 

PFA for use at refugee camps is demonstrated in video at the 

project website at https://sites.google.com/view/hadr-ai.  

 

The design approach is to orchestrate a chain of LLM (Large 

Language Models) by chaining a set of LLM calls. By hav-

ing a LLM chain create a higher level of abstraction of 

the new form of violence, it is possible to develop a copilot 

solution that effectively address any previously unseen data 

or unseen forms of violence. By asking a LLM to generate 

an higher level abstraction of the violence, we navigate the 

solution to handle a new form of violence. (Refer Fig 1). The 

key idea is think at a higher level of abstraction of the con-

cept to enable the LLM to generalize to previously unseen 

data. The demo video in the website demonstrates how the 

AI copilot can generalize to new forms of violence.   

 

 

2. Design of AI copilot that explains the recommendation: 

(How to design AI copilot with Explain-ability):      

 

To address the challenge #2 mentioned above, the design 

should enable explain-ability of the suggestions made by the 

AI copilot. We propose creating a chain of LLMs to offer 

explain-ability of the thought process. This is illustrated in 

Fig 2.  By orchestration of a chain of LLMs, a set of 6 dif-

ferent LLM are linked to navigate the thought process of the 

individual.   

 

 

Figure 1: Design of LLM chain to think at a higher level of 

abstraction to improve the power of generalization of the AI 

solution to enable handling of previously unseen forms of vi-

olence  

https://sites.google.com/view/hadr-ai


 

As illustrated in the Fig 2, the AI pilots is designed with a 

set of 6 LLMs to create a Cognitive Behavior Therapy solu-

tion.  The output of set of LLMs provides detailed explain-

ation about the AI copilot is thinking about solving the prob-

lem for humanity.  Based on the science of Cognitive Be-

haviour Therapy (CBT), the victim of violence often de-

velop a negative view of others, and a negative view of the 

world, and a negative view of self. A set of 3 LLMs under-

stand this viewpoint by chatting with the individual.  Next, 

another set of 3 LLMs rephrase the viewpoint to help the 

individual to think more positively about the future, and 

think more positively about others, and help develop a pos-

itive outlook about the future and others.  

 

The key idea to building explainable AI copilots is to create 

a chain of LLMs (multiple LLMs switched together), where 

the thought process of LLMs is displayed to the human. 

Thus an UNICEF staff can understand how the AI copilot is 

decoding the victims view (about self, world, future) and 

then help look at the situation from a different point of view. 

By orchestrating the set of LLMs to represent the cognitive 

thinking process, we develop a AI copilot that explains the 

recommendations. Thus we design and develop explain-

ability of AI copilots. 

 

 

 

 

 

 

 

 

 

Figure 2: Explain-ability of AI copilot 



3. Design of Auto GPT:       

 

 To address the above mentioned challenges #3-#7, we de-

signed and implemented a solution based on cascade of 

BERT and GPT2. Given the lack of availability of experts 

at warzones, the idea is to let the LLM generate the custom 

dataset. This dataset is used to fine tune a GPT2. Thus based 

on the particular individual’s scenario, the GPT2 is fined 

tuned to help that individual. (Refer Fig 3)  

 To handle the personalization challenge, custom GPT2 

models are automatically fine tunned for each victims’s con-

text.  To scale personalized therapy for millions in occa-

sional connected warzone, the dataset is automatically gen-

erated by LLM and then a GPT 2 is finetuned. The finetuned 

GPT2 model is then made available for deployment for the 

individual’s smartphone.   

 

 

 

To handle the personalization challenge, custom GPT2 

models are automatically generated and deployed for on-de-

vice ML inference on smartphones. To scale personalized 

therapy for millions in occasional connected warzone, the 

dataset is automatically generated and a finetuned GPT2 

model is created for deployment for the individual’s 

smartphone. Since not everyone may need self-help, a 

BERT-GPT2 cascade is employed that activates GPT2 au-

tomatically once when appropriate for the individual. We 

implemented this solution and share the colab source code. 

A video demonstration of the solution is presented at the 

supplementary project website. 

  

 

 

 

 

 

Summary  

 

The need to innovate AI to solve critical needs of humanity 

in the context of current time and needs of fellow human-

beings was emphasized. Challenges for AI research such an 

being able to handle unseen scenarios of violence was ex-

perimented by experimenting with different ways to orches-

trate a set of Large Language models. We demonstrate the 

current state of LLMs can be immediately employed for hu-

manitarian causes to solve the pressing needs of traumatized 

children and women in war torn countries. The paper con-

ceptualized, designed, developed, implemented and demon-

strated 2 solutions.  

• The 1st solution is a LLM based copilot for human-

itarian action to enable physiological first aid at 

refugee camps.   

• The 2nd solution is automatic creation of dataset at 

warzones by non-experts using LLM to fine-tune 

BERT-GPT2 models for on-device ML for occa-

sionally connected refugees in warzones. 

 

The paper explored key challenges around application of AI 

in emergency context.  The design approach to address  

these challenges were explored  

• A key challenge addressed were how to create an 

AI copilot that generalizes to previously unseen 

data. We explored a design:- By thinking at a 

higher level of abstraction, the AI copilot is able to 

generalize to new forms of violence.   

• Another key challenge addressed was Explain-

ability of  AI copilot. We explored a design ap-

proach by chaining of a set of LLMs, and by mod-

elling the cognitive thought process, an accurate 

explanation of AI copilot thought process can be 

presented to the enduser.  

• The paper also addressed the 2nd challenge of 

providing personalized mental health support to 

victims in support occasionally connected devices 

in inaccessible warzones.  

 

Both the solutions are demonstrated as video demos in the 

supplementary project website. Thus the paper provides the 

a step towards bringing the research community closer to the 

humanitarian needs of the world in the current time, and en-

courages responsible use of AI for aiding humanity.   Given 

the state of children as reported by UNICEF and WHO, the 

world needs urgent creative research on AI for human rights 

and  humanitarian action, and this work demonstrated a baby 

step in that direction of application of Large Language Mod-

els for positive social impact. The AI research community 

needs to take urgent action to heal the planet.   The demos 

are at https://sites.google.com/view/hadr-ai 

Figure 3: Auto GPT 

https://sites.google.com/view/hadr-ai
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