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Abstract

Fine-tuning foundation models is a key
step in adapting them to a particular
task. In the case of Geospatial Foun-
dation Models (GFMs), fine-tuning can
be particularly challenging given data
scarcity both in terms of the amount of
labeled data and, in the case of Satel-
lite Image Time Series (SITS), tem-
poral context. Under these circum-
stances, the optimal GFM fine-tuning
strategy across different labeled data
regimes remains poorly understood. In
this paper, we thoroughly assess and
study the performances of two differ-
ent GFMs given several combinations
of two data scarcity factors: the num-
ber of labeled samples and the sequence
length. Specifically, we analyze the
performances on a crop classification
task, particularly, semantic segmenta-
tion of the Sentinel-2 images contained
in the PASTIS-HD dataset. We com-

pare GFMs to U-TAE, as a fully super-
vised baseline, across varying amounts
of labeled data (1%, 10%, 50%, 100%)
and temporal input lengths (1, 6, 15,
25 and 35). Among these explorations,
we find that using a smaller learning
rate for the pre-trained encoders im-
proves performance in moderate and
high data regimes (50%-100%). In con-
trast, full fine-tuning outperforms par-
tial fine-tuning in very low-label set-
tings (1%-10%). This behavior sug-
gests a nuanced trade-off between fea-
ture reuse and adaptation that defies
the intuition of standard transfer learn-
ing. The code is available here.

Keywords: Foundation Models, Fine-
Tuning, Time-Series, Data Scarcity

1. Introduction

Self-supervised learning (SSL) allows the en-
coding of knowledge into the parameters of
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so-called foundation models, which through
this kind of training leverages large unla-
beled datasets to obtain high quality rep-
resentations (Devlin et al., 2019). These
models typically display powerful transfer
learning capabilities, reaching higher perfor-
mances in tasks where the data can be scarce
in terms of labeled examples (Yu et al., 2022;
Marszalek et al., 2022; Zou et al., 2023).
Geospatial Foundation Models (GFMs) are
instances of these type of models that have
been pre-trained on huge datasets of Satel-
lite Images or Satellite Image Time Series
(SITS) (Dumeur, 2024). Processing of re-
mote sensing data, which has traditionally
focused on manual interpretation and task-
specific models, has recently been revolu-
tionized by the advent of these large-scale
and pre-trained new methods (Lu et al.,
2024). GFMs and other classical pre-trained
models showed competitive performances in
various tasks, including Crop Type Map-
ping (Dumeur et al., 2024a; Chang et al.,
2024). They are known to be especially
better in low-data and label regimes, which
makes them useful as labeled data collection
for geospatial applications can be expensive
(Rolf et al., 2024).

However, recent work suggests that GFMs
perform worse than Task-Specific Models
(TSMs) when labeled data are abundant,
even though foundation models typically
have two to three orders of magnitude more
parameters (Marsocci et al., 2024). These
results position machine learning for satel-
lite data as a unique testbed, where typi-
cal methods and techniques, which resulted
beneficial in some modalities, may not nec-
essarily apply to satellite images (Rolf et al.,
2024). As such, in this study, we take a
deeper dive into this phenomenon, focusing
specifically on the task of Crop Type Map-
ping (Garnot and Landrieu, 2021), auditing
two differently complex GFMs, and evalu-
ating whether the performance relation be-

tween GFMs and task-specific models is ag-
nostic to the data regime (i.e., small train-
ing set and/or short time series). The latter
point is motivated by the observation that
fine-tuning of large pre-trained models can
be instable, particularly in the case of data
scarcity (Mosbach et al., 2021; Zhang et al.,
2021).

In this study, we systematically compare
two GFMs and a TSM (acting as baseline),
and first propose to study the effect of the
input data sequence length effect, in order
to evaluate how much context is needed to
reach respectable performances. Second, we
propose to study the effect of label scarcity
and compare the performance of these mod-
els when fine-tuned with parametrically con-
trolled decreasing amounts of data.

We found that GFMs are competitive with
TSMs for Crop Type Mapping even in the
case of a large fine-tuning dataset. Nonethe-
less, the length of the input data sequences
affects the performance of GFMs and TSMs
in a similar way, i.e., accuracy patterns
plateau in a logarithmic manner.

Additionally, we find that the generaliza-
tion capabilities of GFMs crucially depend
on the fine-tuning strategy, under particu-
lar data regimes. In particular, this strat-
egy consists of weighting the parameter up-
date of the pretrained models, specifically
scaling down the learning rate of the en-
coder. This is done to control the alignment
of the latter to the task-specific requirements
in terms of feature extraction, manipulat-
ing the trade-off between perturbing the al-
ready learned features to solve a downstream
task, and leveraging those features when the
data scarcity conditions or the fine-tuning
strategy are not sufficient to accomplish the
downstream task.

We list the main contributions of this work
as follows:
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• Benchmarking two differently complex
geospatial foundation models (CROMA
(Fuller et al., 2023), SSL4EO’s DINO
(Stewart et al., 2023)) against a fully-
supervised U-TAE baseline (Garnot and
Landrieu, 2021) in the PASTIS-HD
Sentinel-2 dataset under four label bud-
gets and five temporal resolutions, pro-
viding a thorough analysis in real-world
data constraints. In this context, we
found that even with abundant la-
bels, some fine-tuned models can exhibit
a consistent advantage over the task-
specific model.

• We propose to use a specific fine-tuning
strategy where a hyperparameter con-
trols the learning rate of the encoder rel-
ative to the decoder, isolating the effect
of encoder adaptation on downstream
performance and allowing us to evalu-
ate how much tuning is beneficial under
different data regimes.

2. Related Works

Crop Segmentation Garnot and Lan-
drieu (2021) were among the first to pro-
pose a large scale dataset (>124k parcels) of
crop segmentation for deep neural networks.
They introduced the PASTIS dataset, and
the U-TAE, a model based on the aggrega-
tion of a U-Net and a Temporal Attention
Encoder (TAE) in order to adapt the U-Net
architecture to SITS. This dataset was aug-
mented a few years later with images from
Sentinel-1 into PASTIS-R (Sainte Fare Gar-
not et al., 2022), and with images from Very
High Resolution (Garioud et al., 2023). Rus-
towicz et al. (2019) also propose to tackle this
task, using sparse ground truth labels com-
posing 4 or 5 classes in Sudan and Ghana.
Nowadays, there has been a switch to

larger pre-trained SSL models (Yuan and
Lin, 2021). Dumeur et al. (2024b,a); Dumeur
(2024) proposed several architectures using

SSL methods applied to crop segmentation,
such as the Unet-BERT spAtio-temporal
Representation eNcoder (U-BARN) to ex-
ploit irregularly sampled SITS. They use
dense sequences (up to 100 timesteps) to
classify the pixels.

Recently, Reuss et al. (2025) proposed
to study few-shot time series classification
with basic transformers using the Euro-
CropsML dataset between Portugal, Estonia
and Latvia (Reuss et al., 2024). Barriere
et al. (2024); Barriere and Claverie (2022)
consider the same crop taxonomy to study
few-shot learning between France and the
Netherlands. Both highlighted the impor-
tance of domain adaption or pre-training of
the model on domain data.

Foundation Models Many works propos-
ing GFMs have been published in the last
months (see Lu et al. (2024) for a review
of remote sensing foundation models). They
rely on training SSL models on huge datasets
(Nedungadi et al., 2024; Guo et al., 2023;
Bastani et al., 2023).

Prithvi and Prithvi2.0 (Jakubik et al.,
2023; Szwarcman et al., 2024) are the largest
publicly available models at the time, with
600M parameters. Fuller et al. (2023) pro-
pose Contrastive Radar-Optical Masked Au-
toencoders (CROMA), which jointly learn
two modalities (Radar and Optical) using
both contrastive and masked reconstruc-
tion losses. Copernicus-FM (Wang et al.,
2025) is a model fully dedicated to Coper-
nicus data, such as Sentinel-1, Sentinel-2, or
Sentinel-5. Still with Sentinel data, series
of datasets called SSL4EO-S12 have been re-
leased (Wang et al., 2023; Blumenstiel et al.,
2025) and used to train models based on SSL
architectures like DINO (Caron et al., 2021),
MAE (He et al., 2022) and MoCo (Chen
and Xie, 2021). Moreover, Vision Transform-
ers (ViTs) have also been used succesfully.
For instance, Tarasiou et al. (2023) propose
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a ViT that splits satellite image time se-
ries into temporo-then-spatial patches, uses
date-aware positional encodings and multiple
class tokens, and processes them with fac-
torized attention. Their model outperforms
CNN/RNN baselines in crop-type segmenta-
tion and classification tasks by wide mar-
gins with similar model size and inference
time. Similarly, Bountos et al. (2023) pro-
pose FoMo-Bench, a unified forest monitor-
ing benchmark, useful to assess the ability
of GFMs. Furthermore, these authors pro-
pose FoMo-Net, a sensor-agnostic ViT pre-
trained to fuse optical, SAR, LiDAR and
other bands across scales, achieving strong
performance on zero-/few-shot classification,
segmentation and detection tasks. Yet, no
RSFM has exhibited universal superiority
across all downstream tasks so far (Adorni
et al., 2025).

GFMs for Crop Segmentation Regard-
ing agriculture applications of GFMs, Chang
et al. (2024) are studying the generalizability
of GFM for Crop Type Mapping and propos-
ing the Crop Type Bench. They compare
SSL4EO-S12 and SatlasPretrain on a bench-
mark composed of several datasets for crop
segmentation, however they do not consider
the time series while temporal information is
of paramount importance for distinguishing
between crop types.

AnySat (Astruc et al., 2024b) and Om-
niSat (Astruc et al., 2024a) are two SSL
methods focusing on jointly learning multi-
modal representation by exploiting the align-
ments of the modalities. The networks re-
main performant at inference phase with one
modality only. AnySat, based on joint em-
bedding predictive architecture (JEPA; Ass-
ran et al. 2023), obtains state-of-the-art re-
sults on the entire PASTIS dataset.

Galileo (Global and Local Flexible Earth
Observation models; Tseng et al. 2025)
is a GFM also evaluated on the PASTIS

dataset, without fully fine-tuning the model
but only doing linear probing. Guo et al.
(2023) propose SkySense, a GFM that jointly
learns from time-series optical (RGB +
multispectral) and synthetic aperture radar
(SAR) data. Their model was trained on
millions of spatiotemporal sequences, and
uses a factorized spatiotemporal encoder,
multi-granularity contrastive learning, and
geo-context prototypes to create transfer-
able pixel-, object- and image-level features.
Evaluated on distinct tasks (e.g., segmenta-
tion, detection, change detection, crop map-
ping), SkySense outperformed several prior
remote-sensing foundation models.

Nedungadi et al. (2024) propose
MMEarth, a multi-modal global dataset
used to train a multi-pretext masked au-
toencoder that reconstructs diverse pixel-
and image-level signals to learn representa-
tions for Sentinel-2 imagery. Their model
outperforms models pretrained on ImageNet
and on single-modality satellite-images on
several land-cover classification and segmen-
tation benchmarks, especially in low-label
settings.

Of particular relevance to our work, Mar-
socci et al. (2024) introduce PANGAEA,
a globally diverse benchmark that spans
multiple domains, sensor modalities, resolu-
tions and temporalities to standardize GFM
evaluation. Their result suggest that cur-
rent GFMs, although versatile, often fail to
consistently outperform simpler supervised
baselines, especially when their pre-training
data poorly match downstream tasks distri-
bution (Rolf et al., 2021), highlighting the
need for more robust multi-modal, multi-
temporal pre-training.

3. Methodology

3.1. Models

In this work, we considered two different
GFMs based on their representativeness of
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the existing SSL families (Balestriero et al.,
2023), model complexity (see Tab. 1) and
promising previous results shown by Mar-
socci et al. (2024), and a state-of-the-art
model on the relevant downstream task act-
ing as a fully-supervised specialized network:

• CROMA (Fuller et al., 2023): A GFM
pre-trained via masked auto-encoding
and contrastive learning on 3M patches
of multispectral Sentinel-2 data.

• SSL4eo-DINO (Blumenstiel et al.,
2025): A GFM pre-trained with self-
supervised learning on 3M patches
of EO imagery using DINO, a self-
supervised method based on auto-
distilled representations.

• U-TAE (Garnot and Landrieu, 2021): A
supervised baseline with temporal at-
tention, trained from scratch on each
data regime.

Table 1: Model sizes in terms of Trainable
Parameters for two configurations:
frozen encoder and whole network.

Model
# of Trainable Parameters (M)
Only Decoder Whole network

CROMA 46.95 350.0
DINO 30.89 53.5
U-TAE - 1.1

In order to compare the models fairly and
adapt them to SITS, we conducted the exper-
iments for both pretrained models using the
same decoder architecture, which is an UPer-
Net (Xiao et al., 2018), and performing tem-
poral aggregation using a Time-Attention
Encoding module to aggregate w.r.t time,
following the same methodology adopted by
Marsocci et al. (2024).

FT-Rate We control the adaptation of
pre-trained encoders via a hyperparameter
defined as the FT-Rate, which scales the en-
coder’s learning rate relative to the untrained
decoder’s. This means that FT-Rate = 0.0
freezes the encoder, FT-Rate = 0.1 applies a
10x smaller learning rate, and FT-Rate = 1.0
uses the same learning rate for both the en-
coder and the decoder.

3.2. Data Scarcity

To assess the fine-tuning of GFMs, we
conducted experiments on the PASTIS-HD
dataset based on multi-temporal Sentinel-2
imagery. The dataset comprises 2,433 agri-
cultural parcels in France with pixel-level an-
notations.

To simulate varying levels of supervision,
we sub-sample the training set into four la-
bel regimes: 1%, 10%, 50%, and 100% of the
available labeled parcels in the training set.
To do this, similar to the stratified method-
ology adopted by Marsocci et al. (2024), we
generate bins for each patch of the entire set,
based on the amount of presence of a class
within an image at a pixel-level. This re-
sults in a quantized histogram representing
a coarse distribution of the classes.

To preserve a distribution similar to that
of the original training set, we compute the
average quantized histogram of the dataset
and select the desired percentage of sam-
ples with the smallest Jensen-Shannon diver-
gence (JSD). The JSD is a symmetric and
smoothed version of the Kullback–Leibler
(KL) divergence and is defined as:

JSD(P ∥ Q) =
1

2
KL(P ∥ M)+

1

2
KL(Q ∥ M),

where P is the average quantized histogram,
Q is the quantized histogram of a patch, and
M = 1

2(P + Q). The resulting distributions
of this process, relative to each subset of the
original training set, are shown in Fig. 1.
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Figure 1: Pixel-level distributions of the
training set for each class, in the
4 different adopted label-scarce
regimes (100%, 50%, 10%, 1%).

This method differs from the one of Mar-
socci et al. (2024), which originally led to
a high quantity of samples selected, even
though the selected percentage of data was
small, because at least one sample of each
generated bin was included in the subset.
With our proposed methodology, it is not
necessary to include one sample of each bin,
but only the desired percentage of samples
that are most similar to the original distri-
bution of the training set.

3.3. Limited Sequence Length

Five temporal depths (1, 6, 15, 25, 35 dates)
were considered to test the capacity of pre-

trained models to capture phenological pat-
terns. To simulate limited sequence length,
we select 35 time instances, as evenly-spaced
as possible, for each patch, and then generate
nested subsets from those 35 selected time in-
stances. Particularly, we consider subsets of
sizes 1, 6, 15, 25 and 35. The subset with
1 temporal acquisition contains only the last
available instance.

In order to ensure that the quantity of
information contained in the smallest se-
quences is also contained in the largest ones,
we create them in a nested way. Each sub-
set, composed of samples extracted from the
35 originally selected instances, is defined
by time instances as evenly-spaced as pos-
sible from the immediately larger set, i.e., 25
instances are selected from the original 35,
then 15 instances are selected from those 25,
and then 6 instances are selected from those
15, ensuring that every subset is contained
in the larger ones in a nested manner that
preserves temporal context.

4. Experiments and Results

4.1. Label Availability

Performance is classically evaluated on the
basis of the achieved mean Intersection over
Union (mIoU). We tested data-scarce sce-
narios, the first one being the least aggres-
sive, with 50% of the original training set
included, while the validation and test sets
remain the same. In this case, Table 2 (right
part) and Figure 2(b) show patterns similar
to those appreciated in Table 2 (left part)
and Figure 2(a) where 100% of the data were
used, with partial fine-tuning marginally and
consistently outperforming other strategies
for the larger encoder, while U-TAE re-
mained above all the SSL4eo-DINO exper-
iments using multi-temporal data.

The second data-scarce configuration ex-
plored was more aggressive, with 10% of the
training data being considered for all mod-
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Figure 2: mIoU per number of instances for models trained on different levels of data
scarcity. Each line corresponds to a specific model and encoder fine-tuning rate
(FT-Rate), 0.0 corresponding to a fully frozen encoder. U-TAE is shown as a
fully-supervised baseline without encoder pretraining.

els. Table 3 (left part) and Figure 2(c) show
a change in the relation between partial fine-
tuning and full fine-tuning, with the latter
outperforming the former, and both being
the best compared to the rest of the con-
figurations. In this setting, the least com-
plex model, SSL4eo-DINO, manages to reach
the performance of U-TAE when fully fine-
tuned using 35 instances, which did not hap-
pen in previous experiments, starting to ex-

hibit the benefit that even small GFMs have
over fully-supervised methods under label-
scarcity.

Finally, we trained with 1% of the original
training data, making this configuration the
most limited in terms of labels available for
the model to learn to segment crop fields.
Table 3 (right part) and Figure 2(d) show the
advantage that GFMs have over the fully-
supervised model.
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Table 2: mIoU per instance for CROMA, SSL4eo-DINO, and U-TAE trained with 100% and
50% of the Sentinel-2 labeled samples from the PASTIS dataset. FT-Rate denotes
the factor applied to scale the encoder’s learning rate relative to the decoder. The
best result for each multi-temporal configuration is highlighted in bold.

Model FT-Rate
100% of data 50% of data

1 6 15 25 35 1 6 15 25 35

CROMA
0.0 16.10 43.40 53.37 55.66 56.71 14.83 39.83 47.43 51.02 52.15
0.1 19.52 49.65 58.11 60.41 61.12 17.44 45.54 53.08 56.95 57.50
1.0 17.71 49.15 56.55 60.12 61.06 15.71 45.03 52.71 56.20 57.10

DINO
0.0 15.55 38.08 47.41 49.59 50.68 13.52 34.55 42.52 44.30 44.92
0.1 16.43 42.50 51.17 54.03 55.19 14.36 37.34 46.98 48.65 50.24
1.0 16.91 44.61 53.65 56.14 57.23 15.34 40.28 49.16 51.85 53.02

U-TAE - 13.75 45.45 54.33 57.36 58.98 11.52 40.99 51.50 53.85 55.18

Using this configuration, when it is fully
fine-tuned, SSL4eo-DINO consistently out-
performs U-TAE, which stalls its perfor-
mance with the increasing number of in-
stances. The latter is also notably surpassed
by some settings of frozen CROMA encoders
given sufficiently long time sequences. More-
over, these frozen encoders interestingly sur-
pass the performance of some partially fine-
tuned CROMA models.
In both the 1% and 10% label regimes,

CROMA and SSL4eo-DINO significantly
outperform U-TAE, even when the encoder
is frozen in some cases, underscoring the ben-
efit of large-scale pretraining when supervi-
sion is limited.

4.2. Temporal Resolution

Across all models and label regimes, per-
formance improves consistently and plateaus
with the increment of the number of tempo-
ral observations. The greatest gains occur in
low-label settings, highlighting the value of
phenological information when supervision is
scarce. This can be seen in Figure 2, which
shows a logarithmic behavior on the progres-
sion of mIoU across an increasing number of
instances on all the regimes of labeled data.
We compare U-TAE along with CROMA

and SSL4eo-DINO on the three fine-tuning

configurations. For settings with both 100%
and with 50% of training data, U-TAE is
the second best model, outperforming every
configuration of the SSL4eo-DINO encoder
with considerably less parameter complex-
ity, except for the one using mono-instance
patches; as expected, given that the main
feature of U-TAE lies on its Time-Attention
Encoder module.
In the middle example of Figure 4, the

model trained on the entire dataset succeeds
to detect sorghum (pink) when using at least
15 instances, highlighting the need of tempo-
ral context to detect classes at the tail of the
distribution.

4.3. Learning Rate Policy

For the first case, Table 2 shows the mIoU
per number of instances for the models and
the fine-tuning strategies using 100% of the
original training set. FT-Rate indicates
the scaling factor applied to the encoder’s
learning rate relative to the decoder. The
results show that using a moderate fine-
tuning strategy (i.e., FT-Rate = 0.1), al-
though marginally, consistently improves the
performance of CROMA when the number
of instances increases, achieving the highest
mIoU in all instances counts. In this sense,
partial fine-tuning (FT-Rate=0.1) achieves
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1% 100%

1 inst.

35 inst.

Ground TruthOriginal 50%10%

1 inst.

35 inst.

1 inst.

35 inst.

Figure 3: Segmentations produced for three different images on two levels of temporal res-
olution in all the configurations of label scarcity. Left to right shows the orig-
inal image, the ground truth label, and two rows of increasing label availability
regimes, the top row shows results after training with 1 instance per patch, and
the bottom row shows results after training with 35 instances per patch.

superior performance for CROMA, the larger
model, highlighting the benefit of gentle
adaptation when ample labeled data are
available for large encoders. This pattern is
also observed in Table 2 (right part) and Fig-
ure 2(b) for regimes using 50% of the labels.
These findings suggest a non-monotonic rela-
tionship between label availability and opti-
mal FT-rate. With very few samples, full
fine-tuning (FT-Rate = 1.0) is beneficial.
With moderate or ample data, conservative

fine-tuning (FT-Rate = 0.1) preserves use-
ful representations. Freezing encoders (FT-
Rate = 0.0) offers a strong baseline, but usu-
ally underperforms partial or full adaptation.
These dynamics challenge the intuition from
natural image transfer learning, highlight-
ing the need for domain-specific strategies
in remote sensing. Several factors may con-
tribute to this unexpected result, e.g., with
few labels a small learning rate may not suf-
ficiently adapt neither the encoder, nor the
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1%

100%

1 inst. 6 inst. 15 inst. 25 inst. 35 inst.Ground TruthOriginal

1%

100%
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100%

Figure 4: Segmentations produced for three different images on two levels of label avail-
ability in all the configurations of temporal resolutions. Left to right shows
the original image, the ground truth label, and two rows of increasing temporal
resolution regimes, the top row shows results after training with 1% of the data,
and the bottom row shows results after training with 100% of the data.

Table 3: mIoU per instance for CROMA, SSL4eo-DINO, and U-TAE trained with 10% and
1% of the Sentinel-2 labeled samples from the PASTIS dataset. FT-Rate denotes
the factor applied to scale the encoder’s learning rate relative to the decoder. The
best result for each multi-temporal configuration is highlighted in bold.

Model FT-Rate
10% of data 1% of data

1 6 15 25 35 1 6 15 25 35

CROMA
0.0 10.89 26.17 34.05 36.28 37.37 7.21 16.62 20.64 22.77 25.53
0.1 13.09 30.07 37.89 39.43 40.67 7.30 18.63 22.81 23.26 24.06
1.0 12.47 32.73 40.58 42.29 45.30 6.44 20.81 24.46 25.64 26.42

DINO
0.0 10.23 23.18 28.64 31.11 31.72 6.13 13.69 16.53 17.30 15.99
0.1 11.00 25.06 32.83 35.79 36.09 6.52 14.56 17.69 19.12 18.71
1.0 11.03 27.75 35.60 37.94 39.56 6.98 17.38 20.29 21.77 22.38

U-TAE - 9.24 28.66 37.33 38.68 39.44 5.43 18.96 19.45 19.62 21.40
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randomly initialized decoder, which cannot
compensate for features misaligned with the
task. Furthermore, even pretrained repre-
sentations may not align well with segmen-
tation at high spatial resolution, so aggres-
sive adaptation may help to correct this mis-
alignment. These results also suggest that
FT-Rate should be treated as a relevant hy-
perparameter and not fixed a priori.

4.4. Semantic Map Visualization

An overall visualization of the effects of vary-
ing the temporal resolution and the avail-
ability of labels on the segmentations that
the models produce is shown in Figure 3
and Figure 4. Scarce regimes have less de-
fined regions and struggle with the correct
delineation of crop fields, generating rounded
edges and poorly classified regions, even
though the label can be correct, as shown
in Figure 5.
Conversely, richer configurations are more

able to capture the actual parcellation and
depiction of the landscape. Indeed, when
comparing the triple parcels of sorghum,
meadow and corn in Figure 5(b), we can
see on the one hand the 100% model needs
the full data sequence to classify it perfectly.
On the other hand, getting the full data se-
quence is not enough as the 35 instance mod-
els trained with 50% of the data still strugle
to get the three parcels right.

5. Conclusion

Our findings underscore that fine-tuning is
crucial for both GFMs in the studied dense
segmentation task. Pre-trained GFMs with-
out adaptation performed poorly, whereas
fine-tuned GFMs achieved large gains (e.g.,
CROMA’s reported mIoU boost). This
contribution stresses that model adaptation
must be a standard practice, in line with
benchmarks that treat fine-tuning as essen-
tial.

Ground Truth 1% 35 inst.

(a) Example of poorly delimited boundaries.
On the left the original target is shown.
On the right, the prediction of the model
trained on 1% of data with 35 instances is
shown.

1%

100%

50%10%

35 inst.

100%

15 inst.1 inst. 25 inst.

Ground Truth

6 inst.

35 inst.

(b) Progression of models under temporal
scarcity (on the top) and label scarcity
(on the bottom) converging into the
ground truth target.

Figure 5: Detailed comparison of ground
truth and segmentations produced
by data-scarce models. (a) por-
trays the poor definition of bound-
aries, even with correct classifica-
tion. (b) shows the progressive
improvement of the segmentations
when enriching the data quality.

GFMs significantly outperform supervised
baselines in low-supervision regimes, and the
choice of fine-tuning rate plays a relevant role
in achieving the strongest performance on
the selected dataset. Surprisingly, full fine-
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tuning is more effective than partial adapta-
tion when labels are extremely scarce, con-
tradicting common transfer learning assump-
tions about the quality of the pretrained en-
coder’s features. Our results underscore the
need to tailor fine-tuning strategies to data
availability and task alignment, and to care-
fully tune FT-Rate as a hyperparameter in
fine-tuning experiments.

By contextualizing our results within re-
cent literature (Marsocci et al., 2024), we
provide clear recommendations: For large
GFMs, tune FT-rate as a key hyperparame-
ter, as no guarantee of alignment of the pre-
training and downstream tasks was observed
in our experiments; for experiments with
sufficiently abundant labels, fully-supervised
models with less computational cost were
competitive or superior to larger pretrained
models, so consider them as a relevant al-
ternative; leverage long temporal sequences,
particularly when supervision is limited, be-
cause even frozen GFMs substantially bene-
fitted from richer temporal context.
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