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Abstract
Linear Text Segmentation is the task of auto-001
matically tagging text documents with topic002
shifts, i.e. the places in the text where the top-003
ics change. A well-established area of research004
in Natural Language Processing, drawing from005
well-understood concepts in linguistic and com-006
putational linguistic research, the field has re-007
cently seen a lot of interest as a result of the008
surge of text, video, and audio available on the009
web, which in turn require ways of summaris-010
ing and categorizing the mole of content for011
which linear text segmentation is a fundamen-012
tal step. In this survey, we provide an exten-013
sive overview of current advances in linear text014
segmentation, describing the state of the art in015
terms of resources and approaches for the task.016
Finally, we highlight the limitations of available017
resources and of the task itself, while indicating018
ways forward based on the most recent litera-019
ture and under-explored research directions.020

1 Introduction021

Linear text segmentation, also known as topic seg-022

mentation, is the task of identifying topic bound-023

aries in a text using coherence modeling and/or024

local cues (Purver, 2011). The attribute ‘linear’025

derives from the fact that in this setting, which is026

the most popular but not the only one, topics are027

considered “linearly” as following one another in028

documents and, as such, linear text segmentation029

ignores any sub-topic or hierarchic structure and030

focus on finding the boundaries between the topics031

thus linearly defined. This is also distinguished032

from topic classification, which relates to classify-033

ing text with the correct topic class; while linear034

text segmentation is strictly tasked with identify-035

ing the part of a text in which a topic boundary036

occurs. Such boundaries then have a relevant role037

in a variety of contexts, such as finding individual038

news stories in a news show or podcast (Ghinassi,039

2021) or even as a pre-processing step for tasks like040

summarization (Zhong et al., 2021).041

This survey aims to give a comprehensive, yet 042

brief overview of the field, highlighting the evo- 043

lution of the approaches used to tackle the task 044

as well as the available metric and resources and 045

what remains to be done. Such a survey is much 046

needed as previous surveys on the topic are mostly 047

outdated at this point (see, e.g., Purver, 2011). 048

Crucially, previous surveys lack an in-depth ex- 049

ploration of the use of language models for the 050

task, where transformer-based language models 051

and Large Language Models (LLMs) have now 052

become, as in other areas of NLP, central for the 053

task. In this survey, then, we aim to fill this gap 054

by showing how the field has slowly shifted to use 055

features from transformer-based language models 056

and supervised learning as the framework of choice 057

and how LLMs are just starting to get traction. In 058

doing so, we will also highlight the various prob- 059

lems of resources and evaluation which, we argue, 060

are central for further developments in the field. 061

Finally, we discuss future directions. 062

This work is a necessary step for summarising 063

and grounding recent research in the field, while 064

pointing towards future developments which are 065

worth the focus of future research. Note that 066

this survey does not touch upon sub-areas like 067

multi-modality and more niche domains like video- 068

lecture segmentation: we focus on NLP and on the 069

domains in which topic segmentation has tradition- 070

ally been seen as a central task. Future research 071

might integrate the current work with these aspects. 072

2 Linear Text Segmentation Approaches 073

2.1 Basic Units 074

A first step in designing a linear text segmentation 075

system is deciding which basic unit of text to use as 076

input to the system. Generally, linear text segmen- 077

tation systems work either at the word, sentence 078

(or pseudo-sentence), or paragraph level. 079

Research in discourse structure has highlighted 080
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that paragraphs usually play crucial roles in con-081

veying different topics in written text (Halliday and082

Ruqaiya, 1976; Grosz and Sidner, 1986) and, as083

such, early literature often used the paragraph as084

the unit (Yaari, 1997). As the technology started be-085

ing applied to domains such as multimedia content,086

spoken language, and, in general, text not having087

paragraph information, however, the role of para-088

graphs as preferred basic units was progressively089

superseded by textual features corresponding to090

words and sentences; or, in early literature, pseudo-091

sentences, in which an arbitrary number of words092

are aggregated to avoid introducing error from sen-093

tence tokenization (now largely a solved task for094

languages such as English). In the case of multi-095

speaker scenarios such as most meeting transcripts096

the preferred basic units are usually speaker turns,097

as segments that are usually sufficiently complete098

to represent coherent units or at least to convey099

the communicative intention shared by speaker and100

hearer, but systems working at the word level have101

been widely used as well.102

Currently, the preference for using word or103

sentence-based methods seems to be mostly de-104

pendent on the type of features being used in end-105

to-end systems. Models built on word-topic proba-106

bility distributions (Purver et al., 2006; Sun et al.,107

2008; Misra et al., 2011) or word embeddings, then,108

use words as basic units (Koshorek et al., 2018;109

Arnold et al., 2019; Yu et al., 2023), while models110

built on sentence embeddings employ sentences111

or speaker turns (Ghinassi, 2021; Ghinassi et al.,112

2023b; Solbiati et al., 2021).113

2.2 Unsupervised Methods114

2.2.1 Count-based Methods115

One of the earliest unsupervised techniques for116

linear text segmentation, TextTiling, used two adja-117

cent sliding windows over sentences and compared118

the two blocks of sentences inside these windows119

using cosine similarity between the relative bag-of-120

words vector representations (Hearst, 1994). The121

same algorithm has been successfully used with dif-122

ferent, more informative sentence representations,123

such as TF-IDF re-scoring of bag-of-words (Galley124

et al., 2003). To further improve the individua-125

tion of topically incohesive adjacent windows of126

sentences, the C99 algorithm was proposed (Choi,127

2000). This method builds on the intuitions of Text-128

Tiling but substitutes the step in which the similari-129

ties are scored with a divisive clustering algorithm,130

improving over the original approach. 131

Another early approach in topic segmentation 132

was that of using the distance between sentence 133

representations in a dynamic programming frame- 134

work, including Hidden Markov Models (HMMs). 135

Count-based language models (i.e. n-gram models) 136

were proposed in this context, where the probabil- 137

ity of different words under different topics has 138

been used either directly in an HMM framework 139

(Yamron et al., 1998) or using a linear dynamic pro- 140

gramming approach as in the U00 system (Utiyama 141

and Isahara, 2001). The most recent approach in 142

this sense, BayesSeg, added probabilistic models 143

of cue phrases to a count-based language model, 144

reaching results that are still competitive (Barzilay 145

and Lapata, 2008). The use of language models, 146

even though in a radically different way, is at the 147

base of the most recent segmentation systems. 148

2.2.2 Topic Modelling Methods 149

Early on, researchers combined techniques from 150

the closely related task of topic modelling to per- 151

form topic segmentation. The use of topic models 152

for the task falls broadly into the category of gen- 153

erative topic segmentation models, as it shifts the 154

focus from discriminatively identifying areas of 155

low cohesion and local cues, to directly modeling 156

the underlying topics “generating” the different 157

segments in the document (Purver, 2011). 158

Most early approaches in this sense build on var- 159

ious forms of Latent Dirichlet Allocation (LDA) as 160

a method to automatically individuate topics in text 161

via count-based features (Blei et al., 2003). LDA 162

produces, among its outputs, a matrix of word-topic 163

assignments, storing the probability of each word 164

in the given vocabulary under different topics. Dy- 165

namic programming approaches have been widely 166

used in this context. The MM system, for example, 167

used such a framework in conjunction with prob- 168

abilities derived from word-topic assignments to 169

decide over the most likely topic at each word in 170

the sequence (Misra et al., 2011). 171

More recently, TopicTiling used word-topic as- 172

signments from LDA models to create word vectors 173

and, by aggregating word vectors, sentence vectors 174

to be used as sentence representations for the Text- 175

Tiling algorithm (Riedl and Biemann, 2012). 176

An advantage of using topic modelling as a base 177

for topic segmentation is that such algorithms auto- 178

matically yield the classification of topic segments 179

as a by-product, as the probability associated with 180

different topics can be aggregated at the segment 181
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level after segmentation (Purver et al., 2006). Us-182

ing generative topic models also makes it easier183

to tackle the task in a hierarchical fashion, where184

the level of granularity of the topics (and there-185

fore of the segmentation) can be directly controlled186

(Du et al., 2013). These are indeed properties that187

do not yet have a parallel in modern end-to-end188

systems and, as we will see, combining the two189

paradigms is a research direction worth pursuing.190

2.2.3 Embeddings-based Methods191

Another more recent strand of research has drawn192

from improvements in vector semantics and ini-193

tially used word embeddings to determine the co-194

herence of consecutive words in the context of topic195

segmentation. This concept has been variously ap-196

plied in algorithms such as GraphSeg (Glavas et al.,197

2016), comparing consecutive sentences based on198

a graph of similarities between their constituent199

word embeddings.200

More recently, the evolution of neural lan-201

guage models has shifted the paradigm from word-202

based methods to sentence-based ones, in which203

dense sentence representations are obtained from204

transformer-based language models like BERT and205

employed in conventional techniques such as Text-206

Tiling (Ghinassi, 2021; Solbiati et al., 2021).207

2.2.4 LLM-based Methods208

During last year, pioneering work has also been car-209

ried out using multi-billion parameter LLMs such210

as ChatGPT and prompt engineering to treat the211

problem as a Natural Language Generation (NLG)212

task (Fan and Jiang, 2023; Yu et al., 2023). The213

use of LLMs in a zero-shot setting can be classed214

as an unsupervised method, and it has been shown215

to outperform all other unsupervised methods after216

careful prompt optimization (Fan and Jiang, 2023;217

Jiang et al., 2023). This approach, then, is promis-218

ing and it should be explored as a way forward to219

overcome specific limitations of the generally more220

effective supervised framework described below.221

2.3 Supervised Methods222

Supervised methods have been present since early223

on in the field. The surge of these methods, how-224

ever, coincides with the improvements in neural225

language modeling and, as such, we limit our de-226

scription to such methods. For an in-depth discus-227

sion of discriminative supervised methods before228

neural language models, we refer to (Purver, 2011).229

2.3.1 Single-Task Methods 230

As mentioned, advances in neural language models 231

have changed also the landscape of linear text seg- 232

mentation, as they did for NLP more generally. In 233

the context of linear text segmentation, this meant 234

a progressive shift towards supervised end-to-end 235

systems (typically based on neural architectures) 236

building on strong semantic features like modern 237

word and sentence embeddings, as well as new 238

large datasets to train such systems. 239

In the supervised setting, the segmentation prob- 240

lem is often treated as one of sequence tagging, 241

where a binary scheme is used to label individual 242

units such as sentences, to individuate where a seg- 243

ment ends or starts. 244

Among the first such approaches, TextSeg 245

(Koshorek et al., 2018) is a hierarchical LSTM 246

model that builds on Word2Vec features and that 247

outperformed by a large margin other methods 248

available at the time. Following this work, other 249

systems have been proposed similarly building on 250

recurrent neural networks and word embeddings, 251

with several improvements either at the embedding 252

level (Arnold et al., 2019) and/or at the classifier 253

level (Badjatiya et al., 2018; Sehikh et al., 2018). 254

As transformer-based language models changed 255

the landscape of NLP, transformer and LSTM clas- 256

sifiers for linear text segmentation drawing on 257

sentence-level BERT features started being pro- 258

posed as well (Lukasik et al., 2020; Xing et al., 259

2020) and they have since become the norm, as 260

they have been shown to outperform other features 261

for the task (Ghinassi et al., 2023a). The use of 262

pre-trained language models like BERT to extract 263

features (generally known as transfer learning) has 264

been shown to improve the generalization capabil- 265

ities of topic segmentation systems, thanks to the 266

general knowledge encapsulated in such encoders. 267

LSTM architectures building on such features 268

have been shown to outperform Transformers for 269

the task in certain cases, especially when not 270

enough training data is available (Ghinassi et al., 271

2023b), while they perform comparatively simi- 272

larly in case of bigger datasets (Lukasik et al., 273

2020). This evidence also reflects the tendency 274

of such models to overfit to specific cue phrases 275

and domain-specific features (e.g. naming a cor- 276

respondent in certain news shows, Ghinassi et al., 277

2023a) and the use of domain adaptation has also 278

been proposed in this context to attenuate the prob- 279

lem of overfitting to specific domains that come 280
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with the supervised setting (Glavaš et al., 2021).281

Finally, a very recent line of research has at-282

tempted to use transformer-based language models283

directly as classifiers by placing a linear classifi-284

cation head on top of the beginning of sentence285

tokens. Among the limitations of transformers is286

the quadratic cost of self-attention that severely287

limits the maximum input length in terms of to-288

kens for models like BERT. Earlier systems like289

Cross-segment BERT initially limited the context290

available to BERT by inputting just pairs of sen-291

tences (Lukasik et al., 2020) or passing sliding292

windows over tokens to aggregate as much context293

as possible (Zhang et al., 2021). More recent works294

have used models such as Longformer, specifically295

designed to deal with long contexts to overcome296

this problem (Inan et al., 2022).297

2.3.2 Multi-task Methods298

A more recent trend in linear text segmentation299

systems has variously adopted multi-task learn-300

ing to regularise and improve end-to-end systems.301

Among the drawbacks of existing end-to-end sys-302

tems, it has been observed how such models tend303

to overfit on local, domain-dependent cues that sig-304

nal topic shifts (e.g. the locution “moving on” in305

multi-party meetings), but often do not general-306

ize to other domains (Ghinassi et al., 2023a). In307

this sense, multi-task learning works similarly to308

transfer learning in helping the model to extract309

more general features, which more closely relate310

to modeling the underlying topical coherence.311

Systems belonging to this category mostly com-312

bine topic classification and topic segmentation,313

both framed as supervised tasks. Topic classifica-314

tion in this context is framed as the task of assign-315

ing the correct topic class to each sentence or basic316

unit in the text, rather than identifying the basic317

units which are topic boundaries (i.e. linear text318

segmentation). This strand of research emerged319

mostly due to the release of datasets comprising320

both topic segmentation and topic identity infor-321

mation (Arnold et al., 2019). Among the most322

successful systems in this category, S-LSTM (Bar-323

row et al., 2020) augmented the hierarchical LSTM324

with a system to pool sentence embeddings from325

extracted segments and use the pooled segment326

representation as input for a topic classification sys-327

tem. Similarly, Transformer2BERT (Lo et al., 2021)328

used a hierarchical transformer where each contex-329

tualized sentence representation is used as input to330

separate topic segmentation and topic classification331

classifiers. In all of these cases, the addition of 332

topic class information has been shown to improve 333

results, sometimes quite dramatically. There could 334

be many reasons for this, but the main rationale is 335

that the shared representation layers in the networks 336

are forced to learn a representation that is similar 337

for all of the sentences sharing a topic class, there- 338

fore forcing the model not to focus solely on local 339

cues which often lead to massive overfitting. As 340

a result, adding topic classification in a multi-task 341

setting has been shown to improve the generaliz- 342

ability capacity of topic segmentation models (Lo 343

et al., 2021). 344

To achieve a similar goal, other works have di- 345

rectly added a secondary loss to segmentation sys- 346

tems, which penalize sentence embeddings belong- 347

ing to the same topic segment that is too far in 348

the embedding space (Xing et al., 2020; Yu et al., 349

2023). Also in this case the use of multi-task learn- 350

ing significantly improved segmentation results. 351

Another promising research direction is the one 352

of directly injecting the notion of coherence into 353

topic segmentation systems. Coherence modeling 354

relates quite closely to linear text segmentation in 355

that areas of low coherence in a document often 356

coincide with topic boundaries. Following this rea- 357

soning, CATS (Glavaš and Somasundaran, 2020) 358

employs a hierarchical transformer built on top of 359

word embeddings and adds a secondary loss in 360

the form of a binary classification where a coher- 361

ence classification head is tasked with discrimi- 362

nating real text snippets from corrupted ones (i.e. 363

text snippets where the sentences have been ran- 364

domly shuffled). Similarly, Longformer + TSSP + 365

CSSL (Yu et al., 2023), the current state-of-the-art 366

in written text segmentation, uses a Longformer as 367

a token-level classifier and adds an auxiliary loss 368

term where a corrupted document having sentences 369

shuffled according to a certain probability is tagged 370

with a series of labels describing whether consecu- 371

tive sentences are shuffled or not. Both techniques 372

proved to improve results significantly. 373

Finally, a relative stand-alone recent attempt to 374

combine topic modelling and topic segmentation 375

exists in the form of Tipster (Gong et al., 2022), a 376

model that combines neural topic modelling and 377

neural topic segmentation by injecting information 378

from the neural topic model into BERT sentence 379

representations and having them as input for a clas- 380

sic recurrent neural network classifier for segmen- 381

tation. This is an under-explored area of research 382

that might open interesting future directions. 383
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3 Datasets384

Many datasets for topic segmentation have been385

released, but very few have been widely adopted.386

In this paragraph, we focus on domains that are387

arguably the most represented in the literature and388

we divide them in two distinct macro-domains:389

namely, written text and dialogue. We mostly dis-390

cuss English datasets, but we will mention in the391

open challenges the lack of multilingual resources.392

3.1 Written Text Datasets393

Written text datasets have been variously proposed394

over the years, but few have been widely adopted.395

Choi was among the first datasets being pro-396

posed (Choi, 2000) and it consists of a synthetic397

dataset created by randomly concatenating sec-398

tions from different parts of the Brown Corpus.399

This dataset, however, is too simple, which is ev-400

ident from the fact that an early supervised sys-401

tem like Cross-Segment BERT in table 2 was able402

to get an error already very close to 0. More re-403

cently, Koshorek et al. (2018) proposed wiki-727k,404

a dataset comprising 757,000 Wikipedia articles to405

overcome the limitations of previous datasets (es-406

pecially their lack of connection with real use case407

scenarios) and to provide a dataset big enough to408

train large supervised models like neural networks.409

This dataset, however, is not widely used as its410

size makes it expensive to train a full system on it.411

Most works in topic segmentation, then, currently412

use en_city and en_disease, two English datasets413

in the Wikisection collection (Arnold et al., 2019),414

which includes four datasets divided into two cate-415

gories (articles about cities and articles about dis-416

eases) and two languages (English and German);417

the two datasets are much smaller than wiki-727k418

and much more focused in terms of domain, where419

the en_disease dataset is both the smaller and the420

more specialized dataset among the two, at it in-421

cludes a variety of rare medical terms. In general,422

datasets scraped from Wikipedia have the advan-423

tage of not needing any manual annotation, as the424

headings in the articles are used as topic-shifting425

markers. At the same time, they present specific426

challenges as they are composed of portions of427

texts often written by multiple authors, for which428

segmentation models might end up recognizing429

changes in writing style rather than in topics.430

3.2 Dialogue Datasets431

Another active area of research is that of Dialogue432

Topic Segmentation (DTS), usually in the form of433

transcripts from multi-party meetings, conversa- 434

tions, podcasts or news shows (Purver, 2011). 435

Initially, datasets for DTS mostly came from the 436

meetings and news shows domains. Early examples 437

of such datasets are the ICSI dataset (Janin et al., 438

2003), which includes 70 hours of audio and anno- 439

tated transcripts from academic meetings, and the 440

TDT corpus (Allan et al., 1998) including several 441

hundreds of audio and annotated transcripts from 442

American TV news shows. Datasets including tran- 443

scripts from TV and podcast shows have since been 444

extremely rare and even more rarely datasets were 445

made publicly available mostly due to copyright 446

limitations related to this specific content; TDT it- 447

self is available only on paying a fee, while it is now 448

considered to be too easy, as exemplified by the 449

results in table 3. Some recent attempts of propos- 450

ing more challenging, openly available datasets in 451

this domain exist (Ghinassi et al., 2023c), but they 452

are limited in scope and size. QMSUM (Zhang 453

et al., 2022) was also recently proposed to collect 454

together different meeting datasets and it includes 455

summary annotation, even though it is considerably 456

smaller than written text-based datasets. 457

Finally, one-to-one spoken conversations 458

datasets have been recently proposed. Among 459

these, TIAGE was the first manually annotated 460

dataset for one-to-one dialogue, drawing from 461

another existing dataset for NLG (Xie et al., 2021). 462

Very recently, SuperDialseg was proposed as a 463

large dataset for one-to-one DTS comprising more 464

than 9000 dialogues which were automatically an- 465

notated via the use of dialogues that were grounded 466

on the use of written documents in which the sep- 467

aration of topics is known (Jiang et al., 2023). A 468

large meeting dataset was also recently proposed, 469

even though smaller than SuperDialseg, but includ- 470

ing annotations for a variety of other tasks (Zhang 471

et al., 2023). These are indeed very promising 472

developments that promise to close the gap be- 473

tween written text segmentation and DTS. Still, 474

more needs to be done in domains such as tran- 475

scripts from podcasts and TV shows, where com- 476

parable resources do not exist. Given the fact that 477

datasets big enough are extremely recent, super- 478

vised systems for dialogue segmentation are also 479

rare, even though they have been shown to outper- 480

form the alternatives, if enough data are available 481

(Jiang et al., 2023). Table 3 shows how results on 482

dialogue datasets are similar to the ones obtained 483

on written text datasets by comparable methods; 484

the major challenge in this context, then, is that of 485
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Name Domain Language #Documents #Segments per Document #Sentence per Segment
Written Text

choi Random English 920 9.98 7.4
en_city Wikipedia English 19500 8.3 56.7
en_disease Wikipedia English 3600 7.5 58.5
de_city Wikipedia German 12500 7.6 39.9
de_disease Wikipedia German 2300 7.2 45.7
wiki-727k Wikipedia English 727,746 3.48 13.6

Dialogue
ICSI Meetings English 25 4.2 188
QMSUM Meetings English 232 5.54 96.93
SuperDialSeg Conversation English 9468 4.20 3.09
TDT Media English 600* 88.75* -
Non-NewsSBBC Media English 54 7.27 72.04

Table 1: Statistics of some of the datasets discussed. * denotes that the TDT corpus is measured in hours, rather
than "number of".

having enough data to train supervised systems.486

Table 1 shows statistics from some of the most487

relevant datasets discussed so far.488

4 Metrics489

Even though traditional classification metrics like490

F1 and accuracy have been used and continue to491

be used in the field, specific evaluation metrics for492

topic segmentations have been variously suggested493

during the years as traditional classification metrics494

over-penalize near misses (i.e. a topic boundary495

placed close to a real one), while evidence suggests496

human annotators tend to disagree where exactly497

to place topic boundaries (Purver, 2011).498

Segmentation metrics can be categorised into499

three groups: window-based, boundary similarity-500

based and embedding-based metrics. Window-501

based metrics, exemplified by Pk (Beeferman et al.,502

1999) and WindowDiff (Pevzner and Hearst, 2002),503

employ a sliding window approach, comparing ref-504

erence and hypothesis boundaries in the window.505

Boundary Similarity (Fournier, 2013), proposed506

more recently to overcome some of the problems507

with window-based metrics, works by representing508

the input sequence using the identity of the topic509

segment each element in the sequence belongs to.510

Given such a representation for both the hypothe-511

sized and reference segmentation, edit distance is512

used to quantify the error. Finally, reference-free513

embeddings use notions of embedding similarities514

to measure similarity within (and/or difference be-515

tween) hypothesized topic segments, but they lag516

behind reference-based metrics (Lucas et al., 2023).517

Figure 1 summarises the three different methods518

just described. Pk, WindowDiff, and F1 are the519

most used metrics in the field. Pk and WindowDiff,520

however, have been shown to have specific flaws re-521

0

Reference:

Hypothesis:

Window-based Methods

0 0 1 1 1 2 2 2

0 0 1 1 1 1 1 2 2

error = cost of edit ( number of 
substitutions, deletions, 
insertions) for hypothesis to 
become reference.Reference:

Hypothesis:

error = sum of Err, i.e. 
number of different 
symbols in context 
windows of size K 
(penalised in different 
ways).

Boundary Similarity

Embedding-based Methods

Edit

embeddings

Segment 1

embeddings

Segment 2

embeddings

Segment 3

Hypothesis:
distance distance error = total similarity

(i.e. negative distance)
of different segments
In the embedding
space. 

a.

b.

c.

Figure 1: Segmentation metrics comparison.

lated to penalizing certain types of errors more than 522

others (Georgescul et al., 2006). Boundary Similar- 523

ity, which was proposed to overcome some of the 524

limitations, is not as popular with few works using 525

it and most literature preferring Pk, notwithstand- 526

ing its limitations (Ghinassi et al., 2023b). This 527

is evident in figure 2 showing how popular differ- 528

ent metrics are in the literature by the occurrences 529

of different metrics as used in a sample of recent 530

works (i.e. published after 2020) we cited. We also 531

used Pk for comparisons, but we suggest that fu- 532

ture research look into more modern metrics like 533

Boundary Similarity to overcome well-known eval- 534

uation problems with Pk (Georgescul et al., 2006; 535

Ghinassi et al., 2023b). 536

5 Systems Comparison 537

Having described unsupervised and supervised ap- 538

proaches for linear text segmentation proposed dur- 539

ing the years, table 2 and table 3 present a com- 540

parison of performance for different categories 541

described above on some of the benchmarks de- 542

scribed in more details in the next section. 543
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Kind Basic Unit System Choi en_city en_disease wiki-727k
Unsupervised Systems

Count-based sentence TextTiling (Choi, 2000) 44 - - -
Count-based sentence C99 (Choi, 2000) 12 36.8 37.4 -
Count-based word U00 (Utiyama and Isahara, 2001) 9 - - -
Topic Modelling sentence TopicTiling (Riedl and Biemann, 2012) 0.95 30.5 43.4 -
Embedding-based word GraphSeg (Glavas et al., 2016) 7.2 - - -

Supervised Systems
Single-task word TextSeg (Koshorek et al., 2018) - 24.3 19.3 22.13
Single-task sentence Cross-segment BERT (Lukasik et al., 2020) 0.04 15.4 33.9 -
Multi-task sentence Transformer2BERT (Lo et al., 2021) - 9.1 18.8 -
Multi-task sentence Tipster (Gong et al., 2022) - 8.3 14.2 -
Multi-task word Longformer + TSSP + CSSL (Yu et al., 2023) - 7.4 15.4 13.89

Table 2: Results of various systems described on 4 benchmarks for written text linear text segmentation. Results are
reported from the works cited in the table. All results are expressed in Pk metric, the lower the better.

14

2

10

4

Pk B F1 WD

Figure 2: Number of occurrences of Pk, Boundary Sim-
ilarity (B), F1 and Window Difference (WD) in cited
works published after 2020.

At first glance, it can be observed how sparse544

the tables are: this is due to the long period con-545

sidered which implies several changes of popular546

benchmarks over the years, but it also reflects a547

wider problem in the field for which benchmarks548

are not consistently used, especially when deal-549

ing with domains such as meetings and multime-550

dia content. On another side, it can be seen how551

supervised models in table 2 largely outperform552

unsupervised systems. Specifically, models based553

on Longformer which can be trained at the word554

level as the one by (Yu et al., 2023) show best555

performance on most benchmarks. As mentioned,556

improvements from using multi-task settings seem557

consistent as most such systems outperform the558

alternatives, and among those Tipster (Gong et al.,559

2022) seems particularly promising. The reason560

behind such improvements is mostly related to the561

well-understood problem of supervised systems in562

topic segmentation, which tend to overfit on local563

cues and topic shift markers which are by their564

nature domain-dependent (e.g. thanking a corre-565

spondent at the end of a news story in news shows,566

Ghinassi et al., 2023a). As such, supervised models567

fail to generalize in many cases. This is even more 568

true in domains in which scarce data is available, 569

which is a common problem to all supervised mod- 570

els but seems to affect even more severely topic 571

segmentation systems (Jiang et al., 2023). Multi- 572

task learning, then, provides a way to direct the 573

model away from focusing on domain-dependent 574

local cues and to focus on properties shared by all 575

sentences belonging to the same topic segments, as 576

it is the case when we combine topic classification 577

and linear text segmentation. 578

Given the highlighted problem of generalizabil- 579

ity, unsupervised systems are still relevant, as the 580

comparatively good performance of BayesSeg on 581

the small ICSI dataset in table 3 demonstrates. The 582

novel research on the use of LLMs, then, seems par- 583

ticularly relevant as the same table clearly shows 584

how ChatGPT largely outperforms other unsuper- 585

vised models on the Superdialseg dataset. 586

6 Conclusions: Open Challenges and 587

Future Opportunities 588

The above discussion has shown how one of the 589

major challenge in the field is the availability and 590

the adoption of datasets (especially related to DTS). 591

When enough data are available supervised systems 592

can be trained for both written text topic segmen- 593

tation and DTS generally showing improvements 594

over unsupervised methods. At the same time, the 595

large number of empty spots in our system com- 596

parison tables shows that no single dataset has ever 597

been established as a widely recognized bench- 598

mark in the field. Such empty spots are also partly 599

explained by the variety of different metrics for 600

segmentation evaluation, as the lack of a single, 601

widely recognised standard metric means that dif- 602

ferent works often use different metrics. Moreover, 603

reported performance often does not reflect perfor- 604
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Kind Basic Unit System ICSI TDT SuperDialseg
Unsupervised Systems

Count-based sentence TextTiling (Solbiati et al., 2021) 38.2 - 44.1
Count-based word U00 (Galley et al., 2003) 31.99 4.70 -
Count-based word BayesSeg (Barzilay and Lapata, 2008) 25.8 - 43.3
Topic Modelling word HierBayes (Purver et al., 2006) 28.4 - -
Embedding-based sentence TextTiling+BERT (Solbiati et al., 2021; Jiang et al., 2023) 33.6 - 49.9
LLM-based word ChatGPT (Jiang et al., 2023) - - 31.8

Supervised System
Single-task word TextSeg (Jiang et al., 2023) - - 19.9

Table 3: Unsupervised and supervised systems on benchmarks for dialogue text segmentation.

mance in real-world use cases, because of flaws of605

existing metrics like Pk (Georgescul et al., 2006).606

Future research should, in certain cases like podcast607

shows segmentation, propose new resources, but608

mostly it should establish which existing datasets609

and metrics are best suited to be used as bench-610

marks and evaluation metrics so that the numerous611

and rapid advances in this fast-evolving field can612

be compared in a fair and widely accepted setting.613

Apart from resource limitations, methods for614

topic segmentation often assume a high level of615

agreement among human annotators, which isn’t616

always the case (Purver, 2011). Identifying top-617

ics can be straightforward in domains like news618

shows but more challenging in contexts such as619

multi-party dialogue. Even when segmenting ar-620

ticles from Wikipedia, decisions must be made621

about what constitutes a significant enough topic622

shift (Koshorek et al., 2018). Previous research623

has explored hierarchical segmentation approaches,624

moving away from linear text segmentation (Yaari,625

1997; Du et al., 2013). Recent end-to-end sys-626

tems have lagged in this aspect, but the cited work627

combining topic segmentation and topic modelling628

(Gong et al., 2022) is a promising step forward to629

exploit knowledge about the topic structure rather630

than just local cues and coherence. Modern LLMs631

might be particularly suited to combine different632

tasks in a multi-task and/or zero-shot framework,633

as initially explored by Fan and Jiang (2023).634

Our discussion primarily focused on English635

resources. Recently, more diverse linguistic re-636

sources have been suggested, especially for Man-637

darin (Zhang et al., 2023), with two German638

datasets also noted (Arnold et al., 2019). Few ex-639

amples of datasets for other languages exist, ex-640

cept for the multilanguage dataset proposed by641

(Swędrowski et al., 2022), which remains underuti-642

lized. Multilinguality is crucial to democratize and643

broaden the scope of NLP research.644

To summarise, in this work we have traced the645

various existing trends in literature for linear text 646

segmentation within NLP and we have identified 647

the following main challenges: 648

Lack of publicly available datasets: this prob- 649

lem affects mostly DTS (specifically the media 650

domain) and it is crucial as recent supervised sys- 651

tems greatly outperform unsupervised ones. As a 652

subset of this problem, we have also mentioned the 653

need for standard benchmarks for the task to better 654

track the advances in the field. 655

Pitfalls in existing metrics: the most popular 656

metric, Pk has a number of well-documented short- 657

comings. Even though newer metrics like Bound- 658

ary Similarity have been proposed, Pk is the most 659

used even in recent works. 660

Low generalizability we have also discussed 661

how the field has individuated generalizability as a 662

key problem for the task, as many well-performing 663

supervised systems might just be overfitting on 664

specific cue phrases. 665

We suggest the following future directions as 666

open opportunities for researchers in the field: 667

Use of LLMs: the rise of LLMs has already 668

reshaped many areas in NLP, and there is similar 669

scope in this context, especially given the problems 670

of generalizability and the lack of resources which 671

affect the field. 672

Advances in Multi-task learning: we highlight 673

the combination of modern segmentation systems 674

with topic modelling ones as a research direction 675

worth developing, having deep roots in the field 676

and narrowing the gap with hierachical segmenta- 677

tion, which is useful for overcoming the problem 678

of arbitrary definition of topic granularity. 679

Advances in evaluation resources and metrics: 680

we stress the importance of having a stable evalua- 681

tion framework for the task. Advances in metrics 682

are useful to deepen our understanding of a task 683

having low human annotators agreement. Multi- 684

lingual datasets, instead, can widen the reach of the 685

available technology to less-resourced languages. 686
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7 Limitations687

Our work aimed to fill noticeable gaps in litera-688

ture on topic segmentation. As previous surveys on689

the topic are all outdated or limited in scope, the690

current survey does not cover some of the many ad-691

vances in the field explored in recent years. Among692

them, in our work we did not cover:693

1. Multi-modality.694

2. Topic Segmentation in nicher domains, like695

educational and legal text and multimedia.696

3. Graph based methods for Topic Segmentation.697

Another limitation of our work involves the def-698

inition of the classes for topic segmentation. In699

presenting an overview of available metrics, in fact,700

we have picked popular metrics for topic segmen-701

tation, but we have left out less used metrics that702

have been proposed and that might not fall neatly703

in the three-fold division of available methods that704

we have proposed.705

Finally, we have mentioned the existing limi-706

tations of topic segmentation for languages other707

than English. Our work mostly deals with English708

resources, even though it mentions at least some709

literature dealing with other languages. This limi-710

tation is partly due to limitations within the field,711

which we have mentioned in our conclusions, but712

future work might integrate more research in this713

direction.714
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