
Third-Person Appraisal Agent: Simulating Human Emotional Reasoning in
Text with Large Language Models

Anonymous ACL submission

Abstract

Emotional reasoning is essential for improving001
human-AI interactions, particularly in mental002
health support and empathetic systems. How-003
ever, current approaches, which primarily map004
sensory inputs to fixed emotion labels, fail to005
capture the intricate relationships between mo-006
tivations, thoughts, and emotions, thereby lim-007
iting their ability to generalize across diverse008
emotional reasoning tasks. To address this, we009
propose a novel third-person appraisal agent010
that simulates human-like emotional reason-011
ing through three phases: Primary Appraisal,012
Secondary Appraisal, and Reappraisal. In the013
Primary Appraisal phase, a third-person gener-014
ator powered by a large language model (LLM)015
infers emotions based on cognitive appraisal016
theory. The Secondary Appraisal phase uses017
an evaluator LLM to provide feedback, guiding018
the generator in refining its predictions. The019
generator then uses counterfactual reasoning to020
adjust its process and explore alternative emo-021
tional responses. The Reappraisal phase uti-022
lizes reinforced fine-tuning (ReFT) by employ-023
ing a reflective actor-critic framework to further024
enhance the model’s performance and general-025
ization. This process uses reward signals and026
learns from appraisal trajectories without hu-027
man annotations. Our approach outperforms028
baseline LLMs in various emotion reasoning029
tasks, demonstrating superior generalization030
and interpretability. To the best of our knowl-031
edge, this is the first cognition-based architec-032
ture designed to enhance emotional reasoning033
in LLMs, advancing AI towards human-like034
emotional understanding. The code is available035
here.036

1 Introduction037

Emotional reasoning is a critical cognitive process038

focused on understanding and interpreting emo-039

tions by analyzing the intricate relationships be-040

tween a speaker’s motivations, thoughts, and emo-041

tional expressions. This capability is essential042

in fields such as mental health support systems 043

and empathetic conversational AI, as enhancing 044

a model’s ability to comprehend human emotions 045

can significantly advance human-AI interaction. 046

However, existing studies (Wondra and Ellsworth, 047

2015; Ribeiro et al., 2016; Hazarika et al., 2018; 048

Ong et al., 2019; Jiao et al., 2020; Vellido, 2020; 049

Gao et al., 2021; Hu et al., 2021a; Li et al., 2022; 050

Sabour et al., 2022; Zhao et al., 2022; Cortiñas- 051

Lorenzo and Lacey, 2023; Hu et al., 2023) primar- 052

ily focus on feature extraction-based approaches 053

that map sensory inputs to a fixed set of emotion 054

labels, which limits the model’s ability to gener- 055

alize across diverse emotion reasoning tasks. To 056

address this, emotional analysis must evolve be- 057

yond static labels and adopt human-like cognitive 058

reasoning, establishing connections between emo- 059

tions and their underlying causes. This leads to 060

a critical research question: How can we develop 061

emotion reasoning approaches that more closely 062

mimic human understanding of emotions in vari- 063

ous contexts? 064

The appraisal theory of emotion (Lagattuta et al., 065

1997; Wondra and Ellsworth, 2015; Ong et al., 066

2019) posits that emotions arise from individuals’ 067

appraisals (i.e., cognitive evaluations) of situations, 068

particularly in relation to their goals, desires, inten- 069

tions, or expectations. Inspired by this theory, we 070

developed an agentic workflow called the "third- 071

person appraisal agent"(see figure 1a) to simulate 072

three stages of the human cognitive appraisal pro- 073

cess (Roseman and Smith, 2001; Ellsworth and 074

Scherer, 2003; Watson and Spence, 2007): primary 075

appraisal, secondary appraisal, and reappraisal. 076

The goal is to enable the agent to evaluate and 077

understand emotions in a manner that closely re- 078

sembles how humans process emotions. 079

In the primary appraisal phase, we design an 080

LLM, termed the third-person appraisal generator 081

LLM, which acts as an external observer. This 082

model first analyzes conversations to evaluate how 083
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Figure 1: a: An overview of the Third-Person Appraisal Agentic Workflow used to fine-tune the Third-Person
Appraisal Generator. b: Performance of the fine-tuned Third-Person Appraisal Generator on conversational emotion
analysis. The example sample is drawn from the IEMOCAP dataset (Busso et al., 2008).

contextual utterances align with an interlocutor’s084

objectives and expectations, subsequently inferring085

emotional predictions. For example, as shown in086

Figure 1b, Person A’s anger may arise from Person087

B’s indifferent attitude, which contradicts Person088

A’s expectations. By simulating the cognitive ap-089

praisal process, the third-person appraisal genera-090

tor can better interpret emotional dynamics within091

conversational contexts.092

We regard secondary appraisal as a reflective093

process that follows primary appraisal. When the094

initial evaluation is determined to be inaccurate,095

the agent adjusts its appraisals based on the identi-096

fied errors and subsequently updates its emotional097

predictions. To simulate this process, we introduce098

an additional LLM, termed the Appraisal Evalua-099

tor LLM, which evaluates the performance of the100

Appraisal Generator LLM. The Appraisal Genera-101

tor LLM refines its emotional appraisals through102

counterfactual reasoning (Roese, 1997) by hypoth-103

esizing alternative emotional responses and adjust-104

ing its appraisal process based on how well these105

alternatives align with contextual factors. In this106

way, the secondary appraisal process enables the107

Appraisal Generator LLM to refine its reasoning108

steps and improve its predictions using feedback109

from the Appraisal Evaluator LLM. This entire110

phase is implemented within a verbal reinforce-111

ment learning (RL)-based framework(Shinn et al.,112

2024), where the agent continuously generates and113

refines appraisals through an iterative reflective114

loop that gathers reflection samples.115

Although the secondary appraisal phase yields116

more accurate appraisals, further fine-tuning is nec-117

essary to enhance the model’s generalization capa-118

bilities. To address this, we introduce a reappraisal119

phase to further refine the model using the rein-120

forced fine-tuning (ReFT) framework (Trung et al., 121

2024). Specifically, we employ a reflective actor- 122

critic reinforcement learning method (Flavell et al., 123

2001; Haarnoja et al., 2018) in this work. During 124

the reappraisal phase, ReFT integrates reward sig- 125

nals into the model’s learning process, refining its 126

performance by learning from appraisal trajectories 127

collected during the secondary appraisal phase — 128

all without the need for human annotations. To the 129

best of our knowledge, this work is among the first 130

to incorporate a ReFT-based method to improve 131

the emotional reasoning capabilities of LLMs. 132

Meanwhile, the efficient and reproducible 133

evaluation of emotion reasoning remains chal- 134

lenging due to the reliance on manual annota- 135

tions(Kazienko et al., 2023; Madaan et al., 2024; 136

Huang et al., 2024), which are time-consuming, 137

costly, and highly variable. This variability lim- 138

its large-scale model comparisons and hinders the 139

reliable replication of results. We aim to simplify 140

emotion reasoning performance evaluation by en- 141

abling LLMs to automatically assess and score 142

emotional reasoning tasks. Specifically, we evalu- 143

ate: (1) Emotional Comprehension, which assesses 144

the ability to recognize emotional causes and un- 145

derstand the speaker’s motivations;(2) Contextual 146

Understanding, which measures the understand- 147

ing of context and how emotions evolve within a 148

conversation; and (3) Expressive Coherence and 149

Performance, which evaluates whether the model 150

communicates its emotional reasoning clearly and 151

is easy to understand. Based on these three evalua- 152

tion criteria, we have developed a six-dimensional 153

evaluation system. By transforming this system 154

into a multiple-choice format, we enable LLMs to 155

evaluate emotional reasoning tasks efficiently and 156

reproducibly. 157
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Our experiments demonstrate the effectiveness158

of our approach, as it outperforms LLM baselines159

in accuracy across various emotional reasoning160

tasks, including reasoning about previously unseen161

emotions from new conversational contexts and162

vicarious emotions such as empathy and distress163

from written essays. The main contributions of this164

paper are summarized as follows:165

• We introduce a novel third-person appraisal166

agent designed to simulate human-like cog-167

nitive reasoning for emotions. To our knowl-168

edge, this is the first attempt to enhance the169

emotional reasoning abilities of LLMs by170

guiding them to evaluate emotions through171

the lens of cognitive appraisal theory.172

• To enhance the reasoning capabilities and gen-173

eralization performance of the third-person174

appraisal generator LLM, we incorporate both175

the secondary appraisal and reappraisal phases176

into the agentic workflow. First, the model177

uses counterfactual thinking to generate reflec-178

tions. Second, it employs a reflective actor-179

critic RL strategy to fine-tune its reasoning180

capabilities by leveraging these reflections as181

a limited set of demonstration examples. Ex-182

perimental results show significant improve-183

ments in prediction accuracy and generaliza-184

tion across various emotional reasoning tasks.185

• We also develop a six-dimensional compre-186

hensive evaluation system to assess the emo-187

tional reasoning capabilities of LLMs, which,188

to the best of our knowledge, is the first such189

attempt in this field. This evaluation offers a190

reproducible, explainable, and efficient alter-191

native to traditional manual annotations.192

2 Related Work193

Self-Reflection: Current approaches to emotion194

reasoning with LLMs emphasize prompt tuning for195

tasks such as emotional cause extraction (Doe and196

Smith, 2023; Bhaumik and Strzalkowski, 2024;197

Belikova and Kosenko, 2024). However, there198

is limited research exploring the integration of199

self-reflection or feedback mechanisms specifically200

within emotion reasoning tasks. Currently, self-201

reflection or feedback mechanisms have been ex-202

plored in other domains, such as mathematical rea-203

soning, code generation, and so on (Welleck et al.,204

2022; Yang et al., 2022; Paul et al., 2023; Madaan205

et al., 2024; Shinn et al., 2024). Shinn et al. (2024)206

introduces Reflexion, a self-reflection mechanism 207

that enables LLMs to improve their reasoning ca- 208

pabilities by learning from past mistakes. However, 209

the application of Reflexion to emotion reasoning 210

tasks has yet to be thoroughly investigated. Al- 211

though Madaan et al. (2024) demonstrates the effec- 212

tiveness of self-reflection in sentiment style trans- 213

fer—a task that modifies a text’s sentiment while 214

preserving its meaning—this task is only tangen- 215

tially related to emotion reasoning. In contrast, our 216

work uniquely combines counterfactual reasoning 217

with a reflection mechanism. Our framework not 218

only enables LLMs to generate self-feedback and 219

refine their predictions, but also aligns them with 220

human-like emotion reasoning processes, thereby 221

simulating how humans understand emotions. 222

Reinforcement Learning In our task, we em- 223

ploy an actor-critic reinforcement learning frame- 224

work to align AI systems with human preferences 225

(Ouyang et al., 2022). Recently, several novel 226

training algorithms have emerged to enhance align- 227

ment effectiveness, including Proximal Policy Op- 228

timization (PPO) (Schulman et al., 2017), Direct 229

Preference Optimization (DPO) (Rafailov et al., 230

2024), Identity Preference Optimization (IPO) 231

(Azar et al., 2024), and Kahneman-Tversky Op- 232

timization (KTO) (Ethayarajh et al., 2023). While 233

these methods primarily focus on enhancing align- 234

ment, our approach goes a step further by uniquely 235

integrating reinforcement learning as a fine-tuning 236

paradigm (ReFT) to improve emotional reasoning. 237

This process mirrors how humans iteratively refine 238

their thought processes to achieve a deeper under- 239

standing of emotions, ultimately yielding superior 240

performance compared to conventional supervised 241

fine-tuning. 242

3 Problem Description: Formulating as a 243

Generative Task 244

We propose a generative approach for zero-shot 245

emotion reasoning and prediction based on tex- 246

tual input. Each utterance is associated with a spe- 247

cific speaker and a set of emotional categories that 248

may vary depending on the emotional types present 249

in different dialogue datasets. The objectives are 250

twofold: (1) generate an appraisal ai for each ut- 251

terance ui, and (2) infer an emotion label ŷi based 252

on this appraisal. For contextual understanding, we 253

define a window of length l to gather the dialog 254

context Ci for each utterance ui. This context con- 255

sists of the current utterance and the preceding l−1 256

3



utterances, along with their corresponding speaker257

information.258

Therefore, we frame the generative task in a259

question-and-answer format, as illustrated below:260

Question: Given the dialogue context Ci,
predict an emotion label for the target utter-
ance ui. Choose from happy, sad, neutral,
angry, excited, frustrated.
Answer: Generate an appraisal ai for the
target utternace ui and then produce the final
prediction ŷi.261

3.1 Three cognitive appraisal phases for262

Third-person appraisal agent263

We introduce a third-person appraisal agent264

composed of two specialized LLMs: the Ap-265

praisal Generator and the Appraisal Evalua-266

tor. This agentic workflow consists of three267

phases—primary appraisal, secondary appraisal,268

and reappraisal—which together enable the model269

to simulate human cognitive appraisal from a third-270

person perspective (see Figure 1a).271

Appraisal Generator LLM: The appraisal272

generator MA is responsible for generating ap-273

praisals and making predictions based on those274

appraisals. We prompt MA with an AppraisalIn-275

struction prompt (see Appendix C) to generate an276

appraisal ai and a predicted emotion label ŷi, given277

only the input utterance ui and its corresponding278

dialogue context Ci.279

Appraisal Evaluator LLM: The Evaluator ME280

assesses the accuracy of the appraisals and pre-281

dictions, providing feedback upon which reward282

values are assigned. We utilize ME to provide two283

types of rewards:284

• Action Reward ractor: Assigns 0 for correct285

emotion label predictions and -1 for incor-286

rect ones, reinforcing accurate predictions and287

guiding the model to refine its appraisals.288

• Critic Reward rcritic: Evaluates the align-289

ment of each appraisal’s valence-arousal (VA)290

vector with its target emotion class. Valence291

and arousal scores are obtained from the NRC-292

VAD lexicon (Mohammad, 2018) and nor-293

malized to the range [-1, 1] using min-max294

scaling. In the Evaluation Prompt (see Ap-295

pendix C), the Evaluator ME uses the Cir-296

cumplex Model (Russell, 1980) to classify297

emotion labels into predefined valence and298

arousal ranges. It then checks if the appraisals299

Algorithm 1 VRL: Secondary Appraisal via Coun-
terfactual Reasoning
Require: Input ui, dialog context Ci, models {MA,ME},

prompts {pa, pc}, true emotion label yi
1: (ai,0, ŷi,0) = MA(pa∥ui∥Ci) ▷ Initial generation

(Eq.1)
2: (ractor

i,0 , rcritic
i,0 ) = ME(ŷi,0, yi, ai,0) ▷ Initial feedback

(Eq.2)
3: Add (ui, ai,0, r

actor
i,0 , rcritic

i,0 ) to appraisal trajectory Di
4: for iteration k = 1, 2, . . . do
5: (ai,k, ŷi,k) = MA(p

k
c∥ui∥xi∥{ŷi,0, . . . , ŷi,k−1}) ▷

Counterfactual reasoning (Eq.3)
6: (ractor

i,k , rcritic
i,k ) = ME(ŷi,k, yi, ai,k) ▷ Feedback

(Eq.4)
7: Add (ui, ai,k, r

actor
i,k , rcritic

i,k ) to appraisal trajectoryDi
8: if ŷi,k = yi then ▷ Stop condition
9: break

10: end if
11: end for
12: return Di

fall within these ranges, assigning a score of 300

0 for alignment and -1 for misalignment. 301

3.1.1 Primary Appraisal Phase 302

We prompt the LLM MAusing AppraisalInstruc- 303

tion Prompt pa, which is designed based on the 304

principles of cognitive appraisal theory (Watson 305

and Spence, 2007; Ong et al., 2019), to generate an 306

appraisal ai for utterance ui. This process can be 307

formulated as: 308

(ai,0, ŷi,0) =MA(pa∥ui∥Ci) (1) 309

The goal of generating appraisals is to enable the 310

model to reason about emotions by evaluating how 311

each participant’s goals, desires, intentions, and ex- 312

pectations align with the conversational context. To 313

accomplish this, we introduce a primary appraisal 314

phase in which the model learns to generate ap- 315

praisals from a third-person perspective, thereby 316

enhancing its capacity to analyze emotional dynam- 317

ics through a cognitive process. 318

3.1.2 Secondary Appraisal Phase 319

The secondary appraisal process utilizes the ap- 320

praisal generator MA to create new appraisals by 321

adjusting its previous ones based on feedback from 322

ME (see Algorithm 1). 323

The secondary appraisal framework is detailed 324

in the following steps: We first evaluate the ini- 325

tial appraisal and prediction generated from the 326

primary appraisal phase with appraisal evaluator 327

LLM,ME , obtaining actor and critic rewards: 328

(ractor
i,0 , rcritic

i,0 ) =ME(ŷi,0, yi, ai,0) (2) 329
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If the initial prediction ŷi,0 is incorrect, MA330

enters an iterative counterfactual reasoning loop331

to generate new appraisals. At each iteration k332

(k ≥ 1), the CounterfactualReasoning pkc (see Ap-333

pendix C) uses the history of incorrect predictions334

{ŷi,0, ŷi,1, . . . , ŷi,k−1} to update the output for ut-335

terance ui:336

(ai,k, ŷi,k) =MA(p
k
c∥ui∥{ŷi,0, . . . , ŷi,k−1})

(3)337

We then evaluate the updated appraisal withME :338

(ractor
i,k , rcritic

i,k ) =ME(ŷi,k, yi, ai,k) (4)339

This reflective process continues until the predic-340

tion is correct or a maximum number of iterations341

K is reached. After completing the secondary ap-342

praisal phase, we collect the appraisal trajectories343

into a replay buffer D:344

D =

{
(ui,k, ai,k, r

actor
i,k , rcritic

i,k ) |
k = 0, . . . ,Ki;

i = 1, . . . , I

}
345

Ki is the number of iterations for the i-th utterance.346

If MA makes a correct prediction at k = 0, we347

set Ki = 0, and the trajectory consists only of the348

initial appraisal.349

Algorithm 2 ReFT: Reappraisal via Reflective
Actor-Critic RL
1: Initialize Appraisal generator, Critics Qθ1 and Qθ2 ,

Value Function Vψ , and Replay Buffer D (an offline
dataset).

2: Initialize Policy πϕ(ai,k′ |ui,k′), where ϕ is the set of
parameters of the appraisal generator.

3: Set t← 0
4: while t < T do
5: Sample batch {ui,k′ , ai,k′ , ri,k′ , ai,k′+1} from D.
6: For terminal steps (where k′ = Ki), set ai,k′+1 =

ai,k′ .
7: Critic Update: Minimize JQ for Qθ1 and Qθ2 (Eq.6)
8: Value Function Update: Minimize JV (Eq.7)
9: Update target networks Qθ̄1

, Qθ̄2
, and Vψ̄ via Polyak

averaging
10: Compute Advantage: A(ui,k′ , ai,k′) (Eq.8)
11: Actor Update: Minimize Jϕ (Eq.9)
12: Increment t← t+ 1
13: end while
14: return Appraisal Mechanism πϕ

3.1.3 Reappraisal Phase350

The Reappraisal Phase enhances the model’s emo-351

tional reasoning through reward-based learning.352

After generating appraisal trajectories in the Sec-353

ondary Appraisal Phase, the model enters the Reap-354

praisal Phase, where it fine-tunes its predictions355

using a ReFT framework(see Algorithm 2). This356

phase employs a reflective actor-critic method: the 357

Actor (appraisal generator) proposes appraisals, 358

while the Critic evaluates the Actor’s performance 359

and provides feedback. The iterative interaction be- 360

tween the Actor and Critic continuously refines the 361

Actor’s appraisal mechanism, thereby improving 362

its reasoning capability. 363

We use off-policy learning, allowing the Critic to 364

learn from a broader set of experiences by sampling 365

from the replay buffer D, which is obtained during 366

the secondary appraisal phase. This approach im- 367

proves stability and efficiency by leveraging past 368

appraisals and rewards. 369

Critic Model: The Critic evaluates the ap- 370

praisals and provides value estimates to guide 371

the Actor’s policy refinement. We train three 372

Multi-Layer Perceptrons (MLPs)(Taud and Mas, 373

2018): two critics representing utterance-level 374

Q-functions, Qθ1(ui,k′ , ai,k′) and Qθ2(ui,k′ , ai,k′), 375

where ui,k′ and ai,k′ are sampled from D. The dou- 376

ble critic architecture is employed to reduce over- 377

estimation bias. Additionally, we have an MLP for 378

the utterance-level value function Vψ(ui,k′). In this 379

framework, k′ represents the iteration index in D 380

for the i-th utterance. It ranges from k′ = 0 (initial 381

appraisal) up to k′ = Ki, where Ki is the total 382

number of iterations for i-th utterance. 383

Target networks Qθ̄1 and Qθ̄2 , and Vψ̄ are de- 384

layed copies of the respective models, updated via 385

Polyak averaging (Polyak and Juditsky, 1992). The 386

parameters θ1, θ2, and ψ are the trainable parame- 387

ters of the MLPs, while the target network param- 388

eters θ̄1, θ̄2, and ψ̄ are updated using the moving 389

averages of θ1, θ2, and ψ, respectively. 390

The Q-functions are trained by minimizing the 391

Bellman error using targets derived from Vψ̄. The 392

value function Vψ is trained to approximate the 393

expected value of Qθ̄1 and Qθ̄2 . To guide the ap- 394

praisal process, we use a weighted combination of 395

two reward signals: 396

ri,k′ = αractor
i,k′ + βrcritic

i,k′ (5) 397
398

JQ(θj) =E(ui,k′ ,ai,k′ ,ri,k′ )∼D

[(
Qθj (ui,k′ , ai,k′)

−
(
ri,k′ + γVψ̄(ui,k′)

))2
]
, j = 1, 2

(6) 399

400

JV (ψ) =E(ui,k′ ,ai,k′+1)∼D

[ (
Vψ(ui,k′)−Qθ̄1(ui,k′ , ai,k′+1)

)2
+
(
Vψ(ui,k′)−Qθ̄2(ui,k′ , ai,k′+1)

)2 ]
(7) 401
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where α and β are weighting coefficients, and γ is402

the discount factor. For terminal steps (i.e., when403

the process reaches its final step) where k′ = Ki,404

we set ai,k′+1 = ai,k′ .405

Actor Model: We train the appraisal generator406

using an offline policy gradient approach, utilizing407

advantage values derived from the minimum of the408

two Q-values from the critic model. The advantage409

function measures how much better a particular410

action (appraisal) is compared to the expected out-411

come, represented by the value function:412

A(ui,k′ , ai,k′) =min
(
Qθ1(ui,k′ , ai,k′), Qθ2(ui,k′ , ai,k′)

)
− Vψ(ui,k′)

(8)413

These advantage values guide the MA in refin-414

ing its appraisal generation mechanism, leading to415

more accurate emotional appraisals. The policy416

gradient update is performed by minimizing:417

Jϕ(π) = −E(ui,k′ ,ai,k′ )∼D
[
A(ui,k′ , ai,k′) log πϕ(ai,k′ |ui,k′)

]
(9)418

where ϕ represents the trainable parameters of MA.419

4 Experiments & Results420

In this section, we present three major experiments421

designed to evaluate the performance of our pro-422

posed model. The experiments are structured as423

follows: (1) a comparative analysis against LLM424

baseline models; (2) an ablation study assessing the425

agentic workflow (3) a qualitative analysis of the426

model’s appraisal performance on the DailyDialog427

dataset. Additionally, we also present comparative428

analysis of two VRL-based strategies for evaluating429

the effectiveness of the secondary appraisal phase;430

details can be found in appendix B.431

Baselines: For comparison, we use Mistral-7B-432

Instruct-v0.3, Gemma1.1-7B-Instruct, LLaMA3.1-433

8B-Instruct, and Mistral-Nemo-Instruct-2407-bnb-434

4bit as baseline models. Note: Mistral-Nemo-435

Instruct-2407 is a 12B-parameter LLM.436

Evaluation Metrics: We report value accu-437

racy for all three datasets, including IEMOCAP,438

DailyDialog and WASSA2023 datasets. For the439

WASSA2023 dataset, the accuracy for empathy and440

distress scores is computed based on the absolute441

difference between the predicted and gold-standard442

values, with a prediction considered correct if the443

absolute difference is less than or equal to 2.444

Implementation Details: We set the fixed win-445

dow length, l, to 5. The appraisal generator LLM,446

MA, is implemented using the Mistral-7B-Instruct- 447

v0.3 model, and the appraisal evaluator LLM, ME , 448

is implemented using the LLaMA3.1-8B-Instruct 449

model. In the secondary appraisal phase, the re- 450

flective cycle is set to 5 iterations. During the reap- 451

praisal phase, each of the double critic models is 452

implemented as a 3-layer MLP, while the value 453

model is implemented as a 2-layer MLP, with their 454

embeddings initialized using pre-trained RoBERTa 455

(Liu, 2019). Both the actor and critic models are 456

trained using the Adam optimizer (Kingma and 457

Ba, 2014) with the same learning rate of 1× 10−5. 458

Training is conducted over 10 epochs. The con- 459

stant coefficients α and β are set to 0.9 and 0.45, 460

respectively. The MA model is trained using 4- 461

bit quantized low-rank adapters (LoRA) (Hu et al., 462

2021b), with r = 16. During inference (the test 463

mode), the model’s temperature is set to 0.7. 464

The dataset information is provided in the ap- 465

pendix (see Appendix A). 466

4.1 Main Results 467

To evaluate the effectiveness of our third-person ap- 468

praisal agent, we benchmark it against instruction- 469

tuned LLM baselines. We select the first 1,000 470

utterances from the IEMOCAP training dataset, 471

generating 2,204 appraisal trajectories during the 472

secondary appraisal phase. These trajectories are 473

then used to train the third-person appraisal genera- 474

tor in the reappraisal phase. Finally, the fine-tuned 475

model is evaluated on the first 700 utterances from 476

the IEMOCAP test set. 477

Methods Acc.

Zero-shot

[1] Mistral-7B-Instruct-v0.3 48.05
[2] Gemma1.1-7B-Instruct 45.29
[3] LLAMA-3.1-8B-Instruct

(causal prompt)
40.13

[4] LLAMA-3.1-8B-Instruct 46.75
[5] Mistral-Nemo-12B-Instruct 50.18

SFT

[6] Mistral-7B-Instruct-v0.3 51.45
[7] Gemma1.1-7B-Instruct 49.29
[8] LLAMA-3.1-8B-Instruct 48.71
[9] Mistral-Nemo-12B-Instruct 52.56

Ours [10] Mistral-7B-Instruct-v0.3 54.57

Table 1: Performance comparisons in value accuracy of
our model against baselines on the IEMOCAP test set.

Table 1 presents a performance comparison of 478

our method against baseline models on the IEMO- 479

CAP test set, with accuracy values reported for 480

both zero-shot and fine-tuned configurations. Our 481

method [10] achieves the highest accuracy of 482
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Model DailyDialog WASSA
ang sad neu hap surp emp dis

Original 0.33 0.73 0.34 0.60 0.50 0.68 0.69
Ours 0.78 0.80 0.64 0.61 0.81 0.72 0.75

Table 2: Performance comparison between the original
LLM and our model on unseen datasets: DailyDialog
and WASSA2023. Abbreviations: ang (angry), neu
(neutral), hap (happy), surp (surprise), emp (empathy),
dis (distress).

54.57%, significantly outperforming all baseline483

models.484

In the zero-shot setting, we observe that [3] uses485

the causal prompt (see Appendix C) from (Team,486

2024) to guide LLAMA-3.1-8B-Instruct in iden-487

tifying emotion triggers and using them to infer488

emotions. However, this method reduces perfor-489

mance by 7.92% compared to [4], likely due to490

the model’s difficulty in understanding the causal491

relationship between emotional triggers and the492

speaker’s emotional responses. Models [1,2,4,5]493

use a general prompt to infer emotions solely based494

on the provided dialogue context.495

We observe that all models benefit from SFT496

compared to zero-shot. However, our method out-497

performs all baseline models in the SFT setting,498

even when learning from a limited number of train-499

ing samples. Most strikingly, our 7B-parameter500

model [10] outperforms the larger 12B-parameter501

LLM in both zero-shot [5] and SFT settings [9].502

This result underscores the efficiency and effective-503

ness of our approach, allowing the smaller model504

to achieve superior performance compared to larger505

models.506

Furthermore, we evaluate the model’s general507

reasoning capabilities without fine-tuning by test-508

ing it on two previously unseen datasets: 1,000509

utterances from the DailyDialog test set to predict510

five different emotions in conversational data, and511

208 essays from the WASSA test set to measure its512

ability to predict empathy and distress in written513

text. As shown in Table 2, our approach consis-514

tently outperforms the original LLM integrated into515

Mistral-7B-Instruct-v0.3 across all tasks.516

4.2 Ablation Study on Third-person517

Appraisal Agentic Workflow518

This ablation study (see table 3) shows that includ-519

ing all three appraisal phases results in the high-520

est accuracy (54.57%), while excluding any phase521

leads to a performance drop. Specifically, exclud-522

ing the primary appraisal phase causes a significant 523

decrease to 46.44%. This indicates the significant 524

impact of the primary appraisal phase, as it serves 525

as the foundational appraisal-driven principle for 526

emotion analysis. Since the goal of the Secondary 527

Appraisal phase is to generate additional appraisal 528

trajectories for the model to learn from during the 529

final Reappraisal phase, we observe that removing 530

this phase resulted in a significant decline in the 531

model’s overall performance. This finding high- 532

lights the crucial role of the Secondary Appraisal 533

phase in the entire workflow. 534

We further evaluate the reappraisal phase 535

through an ablation study, where we remove spe- 536

cific components from the model: 1) no actor re- 537

wards during RL, 2) no critic rewards during RL, 538

and 3) no appraisal instruction, where the agent is 539

instruction-tuned without the AppraisalInstruction 540

Prompt. Table 4 demonstrates that incorporating 541

both actor and critic rewards enhances the agent’s 542

appraisal capabilities, indicating that this RL strat- 543

egy can further enhance the agent’s ability to gener- 544

ate accurate appraisals and predictions. Conversely, 545

removing the AppraisalInstruction prompt results 546

in a significant 4.71% drop in accuracy, indicat- 547

ing that the appraisal-based instruction plays a cru- 548

cial role in guiding the model’s reasoning process 549

(Chung et al., 2024). 550

4.3 The Performance of Appraisals 551

We compare the appraisals generated by the same 552

original LLM with those generated by our third- 553

person appraisal generator on the same 1,000 utter- 554

ances from the DailyDialog test set. Two key im- 555

provements are observed in this experiment. First, 556

our model demonstrates advanced reasoning by 557

evaluating the speaker’s mental states—such as 558

attitudes, goals, desires, and expectations—using 559

contextual information. Examples in Appendix 560

E demonstrate the comparative reasoning perfor- 561

mance of our appraisal generator against the origi- 562

nal LLM. Our model effectively identifies underly- 563

ing causes, such as the speaker’s motivations and 564

intentions, going beyond basic emotional triggers. 565

In contrast, the original LLM primarily focuses on 566

identifying emotion triggers and provides limited 567

reasoning based on surface-level cues and senti- 568

ments. 569

Our model shows an improved ability to gener- 570

ate qualitative appraisals, which is a challenging 571

task for LLMs as it requires understanding how 572

conversational utterances influence emotions. To 573
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Third-person Appraisal Agentic Workflow
Primary Appraisal Phase Secondary Appraisal Phase Reappraisal Phase Acc.

✓ × ✓ 48.52
× ✓ ✓ 46.44
✓ × × 51.00
✓ ✓ ✓ 54.57

Table 3: The performance of the agentic workflow is evaluated on the IEMOCAP test set. The table highlights
how the inclusion or exclusion of three different appraisal phases influences the agent’s performance in terms of
accuracy.

Model Setting Accuracy
Mistral-7B-Instruct + Reappraisal Phase 54.57

- w/o Actor Rewards 54.29
- w/o Critic Rewards 54.14
- w/o Appraisal Instruction 49.86

Table 4: Ablation study on reappraisal phase.

Metric Original Ours
Sentiment Awareness 4.67 4.97
Contextual Understanding 4.52 4.60
Sensitivity to Emotional Causes 4.43 4.88
Emotional Dynamics Responsiveness 4.23 4.32
Motivational Understanding 4.42 5.13
Clarity and Coherence Assessment 4.55 4.75

Table 5: Comparison of appraisal quality between the
original LLM and our third-person appraisal generator
LLM.

assess our agent’s appraisal quality compared to the574

original LLM, we develop a set of appraisal quality575

metrics and use GPT-4 to rate each appraisal on576

a scale of 1 to 6 using the same DailyDialog test577

set. The average scores for each metric are shown578

in Table 5, with detailed explanations provided in579

Appendix D. Based on these results, we make the580

following observations:581

• The original LLM achieves the highest senti-582

ment awareness score across all of its metrics,583

highlighting its strong emphasis on sentiment584

analysis in its reasoning process.585

• Both models perform well on clarity and co-586

herence, indicating their ability to generate587

well-structured appraisals.588

• Our model excels in motivational understand-589

ing, demonstrating a strong focus on identify-590

ing motivations when analyzing emotions.591

• Key metrics for evaluating the model’s reason-592

ing performance include sentiment awareness, 593

contextual understanding, responsiveness to 594

emotional dynamics, and comprehension of 595

motivations. The table shows that our model 596

outperforms the baseline model in all four 597

metrics, demonstrating its superior reasoning 598

capabilities for conversational emotion analy- 599

sis. 600

5 Conclusion 601

We introduce a novel agentic workflow that en- 602

ables the training of a model capable of enhancing 603

emotional reasoning capabilities without human 604

annotations. Specifically, this workflow allows the 605

model to iteratively refine its emotional reasoning 606

through reinforcement learning, even with a limited 607

number of demonstration samples. Our approach 608

advances the development of explainable AI by 609

training the model to perform emotion reasoning 610

in a way that more closely aligns with human emo- 611

tional understanding. 612

6 Limitations 613

A key limitation of our work is the inherent diffi- 614

culty LLMs face in interpreting complex emotional 615

transitions. For example, understanding how an 616

extremely positive emotion like ‘happiness’ can 617

shift into an extremely negative one like ‘sadness’ 618

remains a major challenge. Addressing these limita- 619

tions will be a primary focus of our future research 620

as we aim to further improve the agent’s ability to 621

comprehend and reason through complex emotion 622

shifts. 623
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A Dataset854

The Third-Person Appraisal Agent was evaluated855

on the IEMOCAP benchmark dataset (Busso et al.,856

2008), which comprises conversational utterances857

paired with gold emotion labels. To further demon-858

strate the generalization capability of our frame-859

work, we evaluated it on the DailyDialog and860

WASSA2023 test datasets without fine-tuning. Dai-861

lyDialog contains dialog-level text with previously862

unseen emotion labels, while WASSA2023 consists863

of essay-level text, requiring the agent to assess864

varying levels of empathy and personal distress.865

IEMOCAP (Busso et al., 2008) comprises866

dyadic conversations between ten speakers, with867

the training set derived from the first eight partici-868

pants. Each utterance is annotated with an emotion869

category.870

DailyDialog (Li et al., 2017) covers various ev-871

eryday topics, mirroring natural human conversa-872

tion. Each utterance is annotated with an emotion873

category.874

WASSA2023 (Hasan et al., 2023) consists of es-875

says in which participants express their emotional876

reactions to news articles depicting harm to indi-877

viduals, groups, or nature. Each essay is annotated878

with two distinct ratings based on Batson’s model879

of empathic concern (“feeling for someone”) and880

personal distress (“suffering with someone”) (Bat-881

son et al., 1987). Empathic concern reflects the882

ability to understand and share another’s emotions,883

while personal distress signifies the discomfort or884

anxiety experienced in reaction to another’s suffer-885

ing. Both ratings are measured on a 7-point scale,886

with 1 indicating the lowest level and 7 the highest.887

B Analysis of Secondary Appraisal Phase888

To demonstrate the effectiveness of the counterfac-889

tual reasoning strategy, we conduct a comparative890

experiment against the Reflexion-based method891

(Shinn et al., 2024; Koa et al., 2024). We select 500892

utterances from the IEMOCAP training dataset and893

apply both strategies during secondary appraisal.894

In Figure 2, we show the percentage change in 895

correct predictions after each reflective iteration, 896

using the no self-reflection (without the secondary 897

appraisal phase) baseline as a reference. We ob- 898

serve that Reflexion yields moderate improvements, 899

whereas counterfactual reasoning leads to a nearly 900

14.2% increase after the third iteration. This sug- 901

gests that counterfactual reasoning outperforms Re- 902

flexion in enhancing correct predictions of emo- 903

tions during secondary appraisal phase. One pos- 904

sible explanation is that Reflexion only allows the 905

model to reflect on errors without providing spe- 906

cific guidance for adjustments, thus offering limited 907

improvement in emotional reasoning. 908
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Figure 2: Percentage change in correct samples during
the secondary appraisal phase, relative to the baseline
values from the phase without secondary appraisal.

C Full Prompts and Their Responses 909

AppraisalInstruction_Prompt = """ 910
Analyze the given utterance within its dialogue 911

context. Provide a concise appraisal and 912
predict an emotion label in the following 913
format: 914

915
Situation: [Brief context description] 916
Speaker's perspective: [Speaker's goals or 917

intentions] 918
Impact: [The impact of the utterance on the 919

conversation] 920
921

Keep each section to 1-2 sentences. Base your 922
analysis solely on the provided dialogue. 923

Dialogue context: {dialogue} 924
Utterance to analyze: {utterance} 925

926
Response Format: 927
Emotion Label: [choose one from: happy, sad, 928

neutral, angry, excited, frustrated] 929
Explanation: [Brief appraisal explaining the 930

chosen emotion label] 931
932

Response: 933
""" 934

935
Here is an example of applying 936

AppraisalInstruction Prompt template. 937
938

Dialogue context: "M: Let me see them. F: Is 939
there a problem? M: Who told you to get in 940

11



this line? M: Okay. But I didn't tell you941
to get in this line if you are filling out942
this particular form. F: Well what's the943
problem? Let me change it."944

945
Utterance to analyze: "F: Well what's the946

problem? Let me change it."947
948

prediction: neutral949
appraisal: The speaker's response suggests a950

cooperative and problem-solving attitude,951
indicating a neutral emotional tone. She is952
focused on resolving the issue and953
continuing her task without delay, showing954
no apparent frustration or annoyance. Her955
offer to change lines demonstrates a956
neutral, solution-focused approach. The957
speaker's tone is matter-of-fact and958
practical, indicating a neutral emotional959
state. Her response does not convey any960
strong emotions or reactions to the961
situation. Her willingness to adapt and962
continue her task indicates a neutral,963
cooperative stance. The speaker's goal is964
to resolve the issue and proceed, without965
expressing any strong emotions. Her966
response is direct and solution-focused,967
indicating a neutral emotional tone.968

———————————————————969

———————-970

971
CounterfactualReasoning_PROMPT = """You made972

wrong prediction, please perform a973
counterfactual analysis for the target974
utterance to refine your understanding of975
the speaker's emotional state. Follow these976
steps to guide your thinking:977

978
1. Reflect on why predictions in979

{previous_label} mismatches between the980
predictions and the speaker's intentions or981
desires based on the target utterance.982

2. Imagine an alternative emotion that better983
aligns with the speaker's intentions and984
desires based on the dialog.985

986
Keep your analysis concise and structured. Use987

this counterfactual analysis to propose a988
more accurate emotion label that fits the989
given context.990

991
Dialogue context: {dialog}992
Utterance to analyze: {utterance}993

994
Response Format:995
Emotion Label: [choose one from: happy, sad,996

neutral, angry, excited, frustrated]997
Appraisal: [Your reasoning in 2-3 short998

sentences]999
1000

Your Response:1001
"""1002

1003
Here is an example of applying the1004

Counterfactual Reasoning Prompt template.1005
1006

Dialogue context: M: I don't understand why1007
this is so complicated for people when they1008

get here. It's just a simple form. I just 1009
need an ID. F: How long have you been 1010
working here? F: Clearly. You know, do you 1011
have like a supervisor or something? M: 1012
Yeah. Do you want to see my supervisor? 1013
Huh? Yeah. Do you want to see my 1014
supervisor? Fine. I'll be right back. F: 1015
That would - I would appreciate that. Yeah." 1016

1017
Utterance to analyze: "F: That would - I would 1018

appreciate that. Yeah." 1019
1020

###Previous trial: 1021
previous label: neutral 1022
previous appraisal: The female speaker uses 1023

polite language, such as \"I would 1024
appreciate that\" and \"Yeah\", which 1025
suggests a neutral tone, indicating she is 1026
seeking a resolution without expressing 1027
strong emotions. Her goal is to escalate 1028
the situation to a supervisor, implying a 1029
focus on finding a solution rather than 1030
expressing negative emotions. The polite 1031
tone and language used maintain a level of 1032
professionalism and decorum, further 1033
indicating a neutral emotion. The speaker's 1034
words and tone suggest she is trying to 1035
navigate the situation effectively rather 1036
than expressing a strong emotional state. 1037
Her response shows a neutral, 1038
matter-of-fact approach, which is in line 1039
with her goal of finding a solution. 1040
Overall, her tone and language suggest she 1041
is neutral and focused on finding a 1042
resolution. 1043

1044
1045

###After counterfactual reasoning: 1046
1047

prediction: frustrated 1048
adjusted appraisal: 1049
If the speaker were feeling frustrated, it 1050

would suggest that she's not just seeking a 1051
resolution, but is also experiencing a 1052
sense of exasperation or annoyance with the 1053
situation. This could imply that she's been 1054
dealing with the issue for a while and is 1055
getting tired of the bureaucratic process. 1056
The frustrated tone would also indicate 1057
that she's not just neutral, but is 1058
actively seeking a solution to alleviate 1059
her frustration. This would change the 1060
dynamics of the interaction, as she might 1061
be more direct or forceful in her approach 1062
to resolve the issue. 1063

——————————————————— 1064

———————- 1065

Evaluation_PROMPT = f''' 1066
Given the range of the class of {emotion} in 1067

the Circumplex Model of Affect, do the 1068
valence score of {valence} and the arousal 1069
score of {arousal} together fit within this 1070
range? 1071

1072
Answer only 'yes' or 'no'. 1073
''' 1074

———————————————————— 1075
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——————-1076

causal_prompt = """1077
You are an expert in emotion classification and1078

emotion cause recognition. The following is1079
a conversation that involves several1080
speakers. Analyze each utterance within its1081
context and identify the potential cause of1082
the emotion expressed in the utterance1083
before predicting the emotion label.1084

1085
Dialogue context: {dialogue}1086
Utterance to analyze: {utterance}1087

1088
Response Format:1089
Emotion Label: [choose one from: happy, sad,1090

neutral, angry, excited, frustrated]1091
Explanation: [Chosen emotion label based on the1092

identified cause of the emotion]1093
1094

Response:1095
"""1096

D Evaluation of Appraisal Quality1097

The metrics below assess the quality of emotional1098

reasoning by evaluating the model’s generated ap-1099

praisals. The following descriptions detail the met-1100

rics, curated with the assistance of ChatGPT. Given1101

the novelty of this field, research on evaluating1102

emotional appraisals is limited.1103

• Sentiment Awareness1104

Definition: Measures the model’s ability to recog-1105

nize and accurately interpret the emotional tone1106

and sentiment in communication, reflecting the1107

speaker’s feelings and attitudes.1108

Evaluation Criteria:1109

Does the appraisal effectively identify and dif-1110

ferentiate between various emotional tones?1111

Does the appraisal consider the intensity of the1112

expressed emotions?1113

• Contextual Understanding1114

Definition: Assesses the model’s capacity to1115

comprehend and integrate contextual cues when1116

interpreting emotions.1117

Evaluation Criteria: Does the appraisal con-1118

sider contextual cues that influence emotions?1119

• Sensitivity to Emotional Causes1120

Definition: Evaluate the model’s ability to identify1121

and understand the underlying causes of expressed1122

emotions.1123

Evaluation Criteria:1124

Does the appraisal accurately identify and artic-1125

ulate the reasons or events that led to the expressed1126

emotions?1127

• Emotional Dynamics Responsiveness 1128

Definition: Assesses the model’s capability to de- 1129

tect and respond to changes in emotional states 1130

over time. 1131

Evaluation Criteria: 1132

Does the appraisal effectively track and reflect 1133

changes in emotions throughout the conversation? 1134

• Motivational Understanding 1135

Definition: Measures the model’s ability to recog- 1136

nize motivations of individuals behind their emo- 1137

tional expressions. 1138

Evaluation Criteria: 1139

Does the appraisal identify the speaker’s motiva- 1140

tions or goals behind their emotional state? 1141

Does the appraisal reflect an understanding of 1142

how the speaker’s emotional expressions relate to 1143

their desires or anticipated outcomes? 1144

• Clarity and Coherence Assessment 1145

Definition: Assess the clarity and coherence of 1146

the generated appraisals. 1147

Evaluation Criteria: 1148

Is the appraisal clear and easy to understand? 1149

Does the interpretation flow coherently, linking 1150

emotional insights to contextual information? 1151

E Appraisal Generation Comparison 1152

Example 1: 1153

Dialogue context: "M: I told you it was line two 1154

A. F: Right, well, last time they told me, it was this 1155

line, and obviously, it’s not true. M: I don’t know 1156

who told you that but they were wrong. I’m sorry. 1157

F: Do you have a manager I could speak with? F: 1158

Are you being straight with me?" 1159

Utterance: "F: Are you being straight with me?" 1160

True label: frustrated 1161

Third-person appraisal generator LLM: The 1162

speaker (F) is questioning the honesty of the other 1163

speaker (M), indicating frustration due to a previ- 1164

ous misinformation about the topic (line two A) 1165

and the need for clarification. The question "Are 1166

you being straight with me?" suggests a desire for 1167

truthfulness and transparency, which may not have 1168

been present in the previous conversation. Pre- 1169

dicted emotion label: frustrated 1170

Original LLM: The speaker (F) is asking a di- 1171

rect and straightforward question, "Are you being 1172

straight with me?" without any apparent emotional 1173

tone or inflection. The language used is simple 1174
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and lacks any emotional connotation, suggesting1175

that the speaker is seeking clarity and transparency1176

rather than expressing frustration or concern. Pre-1177

dicted emotion label: neutral1178

Example 2:1179

Dialogue context: "M: What is it? F: um. F:1180

I’m sorry. It’s just a lot ahh to explain. ahh I got a1181

call– F: I got a call today, F: I’m going to need to1182

go overseas for a while." Utterance to analyze: "F:1183

I’m going to need to go overseas for a while." True1184

label: sad1185

Third-person appraisal generator LLM: F is1186

announcing a change in plans that involves leaving1187

for an extended period. This change may cause sep-1188

aration from loved ones or disrupt current routines,1189

which can be a source of sadness. The utterance1190

informs M about F’s plans, potentially causing a1191

shift in the conversation’s direction and possibly1192

leading to discussions about the implications of F’s1193

departure. Predicted emotion label: sad1194

Original LLM: The speaker’s hesitations and1195

apologies suggest that they are frustrated with hav-1196

ing to share the news, and the direct and simple1197

delivery of the news implies a sense of resignation1198

or helplessness. The speaker’s tone and language1199

convey a sense of annoyance or irritation, which is1200

characteristic of a frustrated tone. Predicted emo-1201

tion label: frustrated1202

Example 3:1203

Dialogue context: "M: You got called up. M: I1204

thought you said this wasn’t going to happen for at1205

least a year. M: What am I going to do? F: I don’t1206

know "sigh". M: The kids-" Utterance to analyze:1207

"M: The kids-" True label: frustrated1208

Third-person appraisal generator LLM: M1209

is expressing concern about the impact of their1210

sudden promotion on their family, particularly their1211

children. M’s utterance indicates a sense of worry1212

and uncertainty about the future, which suggests1213

frustration. Predicted emotion label: frustrated1214

Original LLM: Speaker’s perspective: The1215

speaker is introducing a relevant aspect of the sit-1216

uation, which is the impact on their children. The1217

speaker mentions "The kids" as a fact, expressing1218

a neutral emotional tone. Predicted emotion label:1219

neutral1220

Example 4:1221

Dialogue context: "M: The kids- F: I know. I1222

know. F: I know. Well, we’ll have to figure all that1223

out. I mean, I think the Army’s going to provide1224

childcare and help us out with that. um. M: Where1225

do you have to go? Where are you going? F: Iraq."1226

Utterance to analyze: "F: Iraq." True label: sad 1227

Third-person appraisal generator LLM: The 1228

speaker (F) is expressing a location (Iraq) that is 1229

associated with military deployment, which often 1230

carries a negative connotation due to the potential 1231

dangers and separation from family. This suggests 1232

a sense of sadness or worry about the upcoming 1233

situation. Predicted emotion label: sad 1234

Original LLM: F’s utterance "Iraq" can be seen 1235

as a moment of frustration, as it represents a tan- 1236

gible and specific aspect of the deployment that is 1237

likely to cause worry and anxiety. The fact that 1238

F is being sent to a war zone is a difficult reality 1239

to confront, and the mention of it can be a source 1240

of frustration for both the speaker and the listener. 1241

Predicted emotion label: frustrated 1242

Example 5: 1243

Dialogue context: "F: We didn’t see them the 1244

first time either. M: Look there, what’s that? Is it? 1245

Is that a–Ah, it’s a seaweed isn’t it? M: Oh, this is 1246

great. I wouldn’t miss this for the world. I mean 1247

think about this. I know you are not interested 1248

but think about this for a second. M: Somewhere 1249

out there, is a giant mass of silver fish all swim- 1250

ming in this direction. They don’t know why and 1251

we don’t know why. They didn’t get an invita- 1252

tion. And it wasn’t a vote- it wasn’t a decision. 1253

And nobody sent them a map or anything like that. 1254

M: It’s just some little instinctual time-release fire- 1255

cracker that went off inside them and all this one 1256

they turn around and form a line as long as the Cal- 1257

ifornia coast and just started swimming." Utterance 1258

to analyze: "M: It’s just some little instinctual time- 1259

release firecracker that went off inside them and all 1260

this one they turn around and form a line as long 1261

as the California coast and just started swimming." 1262

True label: excited 1263

Third-person appraisal generator LLM: The 1264

speaker is describing a hypothetical scenario of 1265

a massive school of fish swimming in a coordi- 1266

nated manner, seemingly without a clear reason 1267

or explanation.The speaker is attempting to con- 1268

vey the awe-inspiring and mysterious nature of this 1269

phenomenon, likely to elicit a sense of wonder 1270

and curiosity from the listener.The utterance has 1271

a strong impact on the conversation, as it shifts 1272

the focus from a mundane observation (seaweed) 1273

to a more fantastical and intriguing idea, likely to 1274

captivate the listener’s attention and imagination. 1275

The speaker’s use of vivid imagery and metaphors 1276

("time-release firecracker," "line as long as the Cal- 1277

ifornia coast") contributes to the excitement and 1278
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sense of wonder. Predicted emotion label: excited1279

Original LLM: The speaker’s tone carries an un-1280

dertone of exasperation and confusion. The phrase1281

"I wouldn’t miss this for the world" is laced with1282

irony, hinting that they may not be particularly1283

enthusiastic about the situation. Their struggle1284

to grasp the reasoning behind the fish’s behavior1285

amplifies their frustration. Additionally, expres-1286

sions like "some little instinctual time-release fire-1287

cracker" convey a sense of resignation and helpless-1288

ness, further emphasizing their lack of control over1289

the situation. Predicted emotion label: frustrated1290
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