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Abstract

The proliferation of language models is rev-001
olutionizing Human-AI Interaction, offering002
users a conversational interface to accomplish003
various tasks and access information. Under-004
standing how these models affect the way stu-005
dents learn the skill of computer programming006
remains an unstudied area of research. This007
paper presents an experiment designed to inves-008
tigate the interaction dynamics of university stu-009
dents with varying computer programming abil-010
ities when utilizing ChatGPT, as an AI-assistive011
tool to accomplish coding tasks. Eye-tracking012
technology was employed to capture gaze pat-013
terns and visual attention during their interac-014
tions with the language model. For this study,015
data was collected from 26 university students016
with a range of programming experience (from017
Sophomore to Ph.D.-level). More experienced018
programmers spent 3x more time focusing on019
the programming IDE over the ChatGPT UI,020
compared to their less experienced peers (as021
measured by fixations p < 0.05), while novice022
programmers fixated equally on both interfaces,023
but were 5.5x faster at completing the tasks024
with reduced levels of complex visual attention025
(as measured by saccades p < 0.05) indicating026
an over-reliance on LLM outputs. This work027
provides an avenue for the development of sys-028
tems that can assess programmer’s focus and029
attention as they problem solve.030

1 Introduction031

The advent and public availability of mainstream032

Large Language Models (LLMs), at either very033

low-cost or no-cost has trivialized their use. Pop-034

ular LLMs such as ChatGPT are being prompted035

daily by active users; with an estimated uptake036

of 100 million monthly active users in January of037

2023, just two months after its launch, making it038

the fastest-growing consumer application in his-039

tory (Hu, 2023). The proliferation of LLMs has040

resulted in uses for both professional and personal041

miscellaneous tasks. Whether the LLM prompt is042

mundane or complex, the average person seems 043

to be prioritizing its use as an alternative to web 044

search (Ibrahim et al., 2023). With the rapid rise 045

in LLM usage, an understudied area of research is 046

the impact of LLMs in higher education and its use 047

by students in the learning process (Zumwalt et al., 048

2014; Maldonado et al., 2023). 049

LLMs in higher education: The latest studies 050

suggest that ChatGPT and similar models perform 051

equally and sometimes better than university stu- 052

dents in a diverse set of academic courses (Ibrahim 053

et al., 2023). However, in the case where the stu- 054

dent uses an LLM model for learning, it is unclear 055

to what extent the output provided by such models 056

are assimilated and understood by the user (Jeon 057

and Lee, 2023). Moreover, LLMs are now capa- 058

ble of generating code (Acher et al., 2023), and 059

this ability is expected to change the ways and 060

techniques programming students learn and inter- 061

act with programming tasks (Yilmaz and Yilmaz, 062

2023). Thus, the aim of this study is to understand 063

how a student navigates the task of completing 064

a programming exercise given the availability of 065

LLM-powered tools like ChatGPT. We perform 066

this assessment using eye-tracking technology to 067

measure visual attention (Mansoor et al., 2023). 068

Visual expertise acquisition: Eye-tracking has 069

been widely used to uncover the process of learning 070

visually (Gegenfurtner and van Merriënboer, 2017; 071

Davies, 2018), across different domains, includ- 072

ing medicine (Zammarchi and Conversano, 2021), 073

strategic and algorithmic thinking (Reingold and 074

Sheridan, 2011), natural language processing (Sal- 075

icchi et al., 2021; Barrett et al., 2016; Bolotova 076

et al., 2020), and programming (Mansoor et al., 077

2023). This study lays the foundation for examin- 078

ing visual expertise acquisition in students utilizing 079

AI aids to complete technical coding tasks, a grow- 080

ing domain of research within Human-AI Interac- 081

tion. (Langner et al., 2023; MacKenzie, 2012). 082
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2 Research Question083

Our aim is to quantify the visual attention behavior084

of university students as they use an LLM-powered085

assistant (ChatGPT) to accomplish programming086

tasks. To this end, we explore how eye-tracking087

trends differ (if at all), conditioned on students’088

proficiency in programming.089

2.1 Hypothesis090

Our hypothesis is that increased programming pro-091

ficiency (as measured by academic seniority) would092

lead to reduced time spent in solving programming093

tasks (as measured by decreased eye-tracking met-094

ric values).095

2.2 Contributions096

To the best of our knowledge, this is the first paper097

to quantify visual expertise acquisition of individu-098

als as they complete programming tasks with the099

aid of an LLM-powered assistant.100

3 Methods101

The experiment was reviewed and approved by the102

institution’s IRB committee. To support extensions103

and reproducibility of this work, the collected data104

is made publicly available1.105

3.1 Experimental Tasks106

Students were required to solve a set of four pro-107

gramming tasks for the experiment. Tasks covered108

key syntactic and semantic constructs of program-109

ming, with each task specifically focused on: loop-110

ing constructs, data structures, creative problem111

solving, as well as testing algorithms using sample112

input/output (see Appendix 1); these tasks were se-113

lected based on the Computational Thinking (CT)114

model defined in (Moon et al., 2020; Shute et al.,115

2017). The CT model is defined as the conceptual116

foundation needed to solve problems effectively117

and efficiently (Shute et al., 2017). The experi-118

ment followed a within-subjects design (i.e. each119

subject completes all four programming tasks), fur-120

thermore, subjects were required to complete all121

tasks in the same order and sequentially, without122

any time limit. This setup provided an equitable123

opportunity to all participants irrespective of pro-124

gramming experience, providing richer insights125

into learning behavior by eliminating temporal pres-126

sures (Moon et al., 2020).127

1link to data to be made available on publication

3.2 Participant Recruitment 128

University students were recruited to participate 129

in the study, with a focus on programming-related 130

majors including Computer Science and Engineer- 131

ing. Participants were rewarded with a 15 USD 132

Amazon gift card at the end of their engagement in 133

the study. 134

Figure 1: Pre-defined Areas of Interest (AOIs) for the
ChatGPT experiment. AOI 1: Google Colab Integrated
Development Environment (IDE). AOI 2: ChatGPT
interface

3.3 Experimental Setup 135

The participants were asked to record their answers 136

on Google Colab, an online Python Notebook IDE. 137

The experiment screen was split into two halves 138

containing the Google Colab IDE (on the left half 139

of the screen) versus the ChatGPT interface (on 140

the right half of the screen). These halves were 141

designated as two areas of interests (AOIs) based 142

on which the calculations of the eye-tracking vari- 143

ables were made (Figure 1). The experiment was 144

designed to allow for capturing information that 145

distinguishes between LLM-outputs and coding 146

implementations (as opposed to an experimental 147

setup with Github Copilot which is a more com- 148

plex LLM-user interaction to study). Screen record- 149

ings as well as eye-tracking, mouse tracking, tex- 150

tual input, the language model’s responses were 151

recorded. A post-experiment semi-structured inter- 152

view and questionnaire were conducted to capture 153

demographic information (major, academic year) 154

as well as participants’ observations and reflections 155

of the experiment. 156

The experiment employed a screen-based eye 157

tracker, SmartEye AI-X, with a frequency of 60 Hz, 158

with iMotions software version 9.3 to record and 159

capture participants’ gaze patterns. Prior to the start 160

of each experiment, the eye tracking system was 161

calibrated with the participants’ eye. The threshold 162

for the calibration accuracy was ± 5Hz. 163
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3.4 Eye-tracking Features164

We measure three key eye-tracking features: fixa-165

tion counts, dwell-time, and saccade counts (Hut-166

ton, 2019). Fixation counts refer to the number of167

times a person’s eyes stops or fixates on the AOI,168

which indicates what is being focused on. Dwell-169

time measures the amount of time a person spends170

gazing and/or fixating on the AOI, this is reported171

as the percentage of time a user spends on a given172

AOI during a programming task, and aids in as-173

sessing attention-levels. Saccade counts refers to174

the number of times a person displays a rapid and175

involuntary eye movement that occurs between fix-176

ations, which measures how often individuals shift177

their attention from one area to another (within an178

AOI).179

3.5 Statistical Tests180

To evaluate whether the participant groups and181

AOIs have a statistically significant difference with182

the three recorded eye-tracking features, we per-183

form a two-way Analysis of Variance (ANOVA)184

(Lowry, 2014). To further evaluate any observed185

statistical significance, we perform the Tukey’s186

Honestly Significant Difference (HSD) post-hoc187

test to identify which specific groups had statisti-188

cally significant differences in group means while189

accounting for multiple comparison tests (Type I190

error) (Heckert et al., 2002).191

4 Results192

We collected data from 26 university students: 5193

were sophomore, 5 were junior, 10 were senior, and194

6 were in post-graduate programs (including Ph.D).195

To perform comparative analysis, participants were196

split into two categories: ‘novice’ category (sopho-197

more and junior students), and ‘experienced’ cate-198

gory (seniors and post-graduate students). A total199

of 104 programming tasks were recorded (26 par-200

ticipants x 4 tasks), with 91 tasks solved correctly201

Table 1: Time to complete programming tasks.

Task Novice Experienced Overall
Mean (SD) Mean (SD)) Mean (SD)

1 04:22 (01:02) 07:14 (01:49) 05:48 (02:56)
2 02:46 (05:55) 13:54 (11:08) 08:20 (15:45)
3 02:26 (04:18) 09:22 (10:12) 07:07 (13:43)
4 03:28 (01:09) 09:38 (03:33) 06:03 (05:02)

Errors 12 1 13
Hallu-

cination 5 3 8

Table 2: Descriptive statistics for fixation count, dwell
time (%), and saccades count across skill groups (novice
vs. experienced) and AOIs (ChatGPTUI vs. Colab IDE).

Group Fixation Dwell Time Saccade
(Count) (%) (Count)

Mean (SD) Mean (SD) Mean (SD)

Novice
ChatGPT UI 156 (176) 41% (25%) 349 (527)
Colab IDE 144 (134) 54% (27%) 229 (233)
Experienced
ChatGPT UI 249 (216) 23% (12%) 279 (274)
Colab IDE 686 (510) 72% (13%) 860 (609)
ANOVA p-val < 0.05 9.3e-2 < 0.05
Tukey p-adjusted
AOI 6.5e-3 - 1.8e-2
Skill 8.2e-4 - 2.1e-2
Skill x AOI 1.8e-2 - 9.0e-3

out of the 104, with the majority of errors submit- 202

ted by novice students (12 out of the 13 errors). On 203

average, participants completed a task between 5 204

minutes and 48 seconds to 7 minutes and 7 seconds, 205

with experienced programmers spending on aver- 206

age 5.5x more time on a given task compared to 207

novice programmers (Table 1). We observed that 208

hallucinations where generated 8 times by Chat- 209

GPT: 3 for experienced programmers and 8 for 210

novice programmers; only experienced program- 211

mers noticed the hallucinations. 212

To compare the difference in eye-tracking trends 213

between the two proficiency groups (novice vs. ex- 214

perienced) and their AOIs (ChatGPT UI vs. Google 215

Colab IDE), we performed a two-way ANOVA for 216

the three eye-tracking features, where the AOI and 217

participant proficiency group were the independent 218

variables and a given eye-tracking feature was the 219

dependent variable (Table 2). The independent vari- 220

ables were found to have a statistically significant 221

effect for two eye-tracking features: the fixation 222

counts (p < .05) and the saccade counts (p < .05). 223

Next, we performed the Tukey’s (HSD) post- 224

hoc test to identify which specific groups had sta- 225

tistically significant differences in group means 226

while accounting for multiple comparison tests. 227

We found that the p-adjusted values of multiple 228

comparisons were statistically significant (p-adj < 229

0.05) for both the fixation counts (p-adj = 6.5e-3 230

and 8.1e-3) and the saccade counts (p-adj = 9.0e-3 231

and 2.1e-3) across AOIs and participant proficiency 232

(skill) groups, respectively. There was also a sta- 233

tistically significant difference in the eye-tracking 234

aforementioned measures across sub-groups (inter- 235

section of AOIs and skills). 236
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5 Discussion237

Experienced programmers focus on IDE over238

LLM-assistance: Our results indicate that eye-239

tracking behavior differs according to program-240

ming proficiency, based on the observed statisti-241

cally significant differences in fixation counts and242

saccade counts, and is in line with previous findings243

(Jessup et al., 2021). Our results also indicate that244

more experienced participants, on average, fixated245

relatively more on the Colab IDE over the ChatGPT246

UI (686 vs 249 counts) whereas their less experi-247

enced peers fixated an almost equivalent amount248

across the two AOIs, Colab IDE and ChatGPT UI,249

respectively (144 vs. 156 counts).250

Experienced programmers were more dili-251

gent: A similar pattern emerges when considering252

dwell time; overall, the more experienced program-253

mers spent approximately three times more attend-254

ing to the Colab IDE (72%) over the ChatGPT255

UI (23%). This indicates that more experienced256

programmers allocate relatively more effort to pro-257

grammatically solving the task within the IDE. We258

hypothesized that experienced programmers would259

have reduced eye-tracking measures and would260

spend less time solving tasks, but observed the261

opposite behavior; on average, experienced pro-262

grammers had higher fixations and saccades, and263

spent 5.5x more time solving the task than novices,264

opposite to what we had hypothesized or has been265

suggested in the literature (Peitek et al., 2022). This266

implies that experienced programmers were more267

diligent in their approach to solving the task, by268

fixating more, spending more time overall on the269

task, and focusing their effort on the IDE rather270

than the outputs of the LLM-assistant. An under-271

lying motivation for this behavior was captured in272

relayed by an experienced programmer: "ChatGPT273

is useless in programming tasks. I feel like you will274

have to care for it, and walk it through the correct275

answer! I used it only when I had to look for the276

syntax.". This sentiment translated behaviorally277

(i.e. dwell time) whereby visually expert program-278

mers preferred to rely more on their programming279

skills rather than the LLM output.280

Novices seemed to be over-reliant on LLM281

outputs: Additionally, novice programmers, on282

average, accorded a significantly lower number of283

saccade counts within the Colab IDE (279 counts)284

compared to more experienced programmers (860285

counts), that is, they shifted their attention less286

often from one area to another (within the AOI) -287

see figure 5. This reduced saccade count implies 288

that novice programmers were not as thoroughly 289

investigating the diversity of information that was 290

presented to them while they programmed their 291

solution, furthermore, they may have been more 292

reliant on copying the outputs of the LLM to solve 293

the task since they completed tasks on average 2 294

to 11 minutes faster (5.5x) than more experienced 295

programmers, and with the majority of solutions 296

correct. 297

Figure 2: Violin plot of saccade counts for novice and
experienced participants across the two AOIs. On av-
erage, experienced programmers had higher saccades
while using their IDE implying a richer interaction.

Hallucinations yielded cognitive burdens: 298

There were 3 cases where LLM generated answers 299

contained hallucinations that were identified by 300

participants, all from the experienced group. The 301

identification of hallucinations resulted in an in- 302

creased amount of time spent solving the task; ap- 303

proximately 1 standard deviation above the mean 304

completion time of the respective task (24 mins 5 305

secs [task 2], 20 mins 50 secs [task 3], and 14 mins 306

34 secs [task 3]). The increased time spent solving 307

the problem resulted in increased saccade counts 308

(527 on average) indicating an increased cognitive 309

load. In the interview with a participant who iden- 310

tified a hallucination, they shared: "I identified a 311

mis-representation in the sample input/output that I 312

asked ChatGPT to generate for exercise 3. I noticed 313

that something was odd in the calculation provided. 314

This is when I had to re-check everything that it 315

gave as an output. I had to look for the step that 316

went wrong. I realized that although the logic and 317

the code were correct, ChatGPT did not calculate 318

the output correctly". The observed increase in 319

time and saccade counts is supported by prior work 320

observing changes in eye-tracking behavior while 321

debugging code (Melo et al., 2017). 322
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Appendix 1: Programming tasks455

In order to solve the four programming tasks, stu-456

dents had to be skilled at the below concepts:457

1. Looping constructs: The problem requires458

the student’s understanding of ’for’ loops and459

’nested for’ loops460

2. Data structures manipulations: The problem461

requires the student’s familiarity with data462

structures in order to solve a searching and463

sorting problem.464

3. Creative problem solving using algorithms:465

This problem contains a form of ChatGPT hal-466

lucination, where the student is required to467

verify the correctness of the reasoning pro-468

vided by ChatGPT.469

4. Testing sample input/output. This problem470

requires the students to analyze a provided471

sample input and output for a programming472

exercise to have a complete understanding of473

the algorithmic problem.474

Below are the four programming exercises:475

1. Write a program that displays the following476

shape:477

0123456789 478

012345678 479

01234567 480

0123456 481

012345 482

01234 483

0123 484

012 485

01 486

0 487

2. There are three airports A, B and C, and flights 488

between each pair of airports in both direc- 489

tions. A one-way flight between airports A 490

and B takes P hours, a one-way flight between 491

airports B and C takes Q hours, and a one-way 492

flight between airports C and A takes R hours. 493

Consider a route where we start at one of the 494

airports, fly to another airport and then fly to 495

the other airport. What is the minimum possi- 496

ble sum of the flight times? Make sure to test 497

your imput and output for the correct answer. 498

3. There are H rows and W columns of white 499

square cells. You will choose h of the rows 500

and w of the columns, and paint all of the cells 501

contained in those rows or columns. How 502

many white cells will remain? It can be 503

proved that this count does not depend on 504

what rows and columns are chosen. Con- 505

straints: 506

1 ≤ H,W ≤ 20 507
508

1 ≤ h ≤ H 509
510

1 ≤ w ≤ W 511

4. A biscuit making machine produces B bis- 512

cuits at the following moments: A seconds, 513

2A seconds, 3A seconds, and each subsequent 514

multiple of A seconds after activation. 515

Find the total number of biscuits produced 516

within T + 0.5 seconds after activation. 517

Constraints: All values in input are integers. 518

1 ≤ A,B, T ≤ 20 519

Input: 520

Input is given from Standard Input in the fol- 521

lowing format: A B T 522

Output: 523

Print the total number of biscuits produced 524

within T + 0.5 seconds after activation. 525
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Appendix 2: Questionnaire526

article527

Section 1 of 5528

Acquiring Programming Skills in the Era of529

ChatGPT - An Eye Tracking and Attention530

Study531

Welcome to our post-study questionnaire! We’re532

eager to learn more about your programming jour-533

ney, both before and after your interaction with534

ChatGPT. This survey aims to delve into your pro-535

gramming awareness and skills, examining how536

your confidence and abilities have evolved with537

and without the assistance of programming tools.538

Your valuable insights will help us better under-539

stand the impact of ChatGPT on students’ program-540

ming trends. Thank you for participating in this541

important study!542

6 Demographics543

1. Email:544

2. netID:545

3. Gender: Female546

Male547

4. Age:548

5. Which University year are you at?549

First Second550

Third551

Fourth Fifth552

6. What is your expected graduation year?553

2024 2025554

2026555

2027 Other:556

557

Section 2 of 5558

Section 2: Task Difficulty559

This section inquires about the difficulty of the560

coding process in general as well as throughout the561

experiment.562

1. Please rate the difficulty of the on-screen pro-563

gramming tasks you just participated in?564

Difficult 1 2 3 4565

5 Easy566

2. How would you rate the difficulty of the 567

programming task WITHOUT the use of as- 568

sistant coding forums and websites OTHER 569

THAN ChatGPT? (like not using StackOver- 570

flow, Coding forums, or just Google Searches) 571

Difficult 1 2 3 4 572

5 Easy 573

3. How would you rate the difficulty of the pro- 574

gramming task WITH the use of assistant cod- 575

ing tools OTHER THAN ChatGPT? (like us- 576

ing StackOverflow, Coding forums, or just 577

Google Searches) 578

Difficult 1 2 3 4 579

5 Easy 580

4. Compared to your usual way of coding, how 581

would you rate the difficulty of the program- 582

ming task WITH the use of ChatGPT? 583

Difficult 1 2 3 4 584

5 Easy 585

5. Generally, how confident do you typically feel 586

when you are programming? i.e., Before run- 587

ning your code for the first time, do you feel 588

confident enough that you implemented the 589

correct algorithm? 590

Not confident 1 2 3 591

4 5 Very confident 592

Section 3 of 5 593

Section 3: Programming Training Background 594

This section seeks to know more about your 595

background related to programming, i.e.: For how 596

long and how did you first learn about program- 597

ming. 598

1. Are you a student training to acquire the skill 599

of programming? 600

Yes No 601

2. Which category best describes your usual 602

job/position? 603

Computer Science Major 604

Engineering Major (Program- 605

ming Courses is part of the Curriculum) 606

Non-Engineering Major 607

(Programming Courses is an Elective) 608

Self-Taught 609

Other: 610

3. How long have you been familiar with pro- 611

gramming and its concepts? 612

7



< 6 months 6613

months - 1 year 1 - 2 years614

2 - 3 years 4615

years + 4 years (Before Uni-616

versity)617

4. How often do you program (part of class or618

for fun)?619

Never Daily620

Weekly621

Monthly622

Other:623

5. How many credit hours of programming-624

related courses have you received as part of625

your undergraduate degree?626

None 1 - 5627

11 - 20628

21-30 Other:629

630

6. What format did your programming training631

take?632

Formal lecture/seminar633

Workshop/Lab634

Online activities/courses635

Taught by friends outside class636

By building a side-project637

None of the above638

Other:639

Section 4 of 5640

Section 4: Personal Coding/Programming Sys-641

tem642

This section tries to find whether you use or643

follow a system when programming.644

1. Do you use a system (trick, hack, or tool)645

when programming?646

Yes No647

Don’t know648

2. Do you refer to a system when programming?649

Briefly name the system, methodology, or650

framework, and give a brief description of651

how it works.652

653

3. Which statement best describes the origin of654

your system?655

I was taught this system as part656

of a class on programming657

I learned this system from other658

friends 659

I developed this system myself 660

Other: 661

4. Has the system you have used changed over 662

time? 663

Yes No 664

Don’t know 665

5. How did your system change? 666

667

6. Why did your system change? 668

669

7. Which aspect of programming do you pay 670

most attention to when writing code? 671

The algorithm 672

If it runs, it is already not that bad... 673

The programming methodology 674

Code Optimization 675

Applying the data structures I 676

know to solve the problem 677

The clarity and quality of In- 678

put/Output 679

How much time I spent on one 680

program/piece of code 681

Whether someone will judge my 682

programming skills when reading my code 683

That it does what it is supposed 684

to do, and that is it 685

Other: 686

8. How often do you apply coding best practices 687

(commenting the code, using naming conven- 688

tions, proper indentation, testing all the side 689

cases) when programming? 690

Never Occa- 691

sionally Sometimes 692

Often Always 693

Don’t know 694

Other: 695

Section 5 of 5 696

Section 5: Personal Opinion about AI-based 697

Coding Assistants 698

This section inquires about your opinion about 699

the usefulness and preferences for AI-based coding 700

assistants. 701

1. How useful do you find automated program- 702

ming outputs? (Like the ones generated by 703

ChatGPT) 704
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Useless 1 2 3 4705

5 Useful706

2. How accurate do you think automated coding707

tools are? (Like GitHub Copilot or ChatGPT,708

or integrated IDE coding and debugging assis-709

tants)710

Inaccurate 1 2 3711

4 5 Accurate712

3. Do you enjoy the process of programming?713

Yes No714

Maybe I don’t715

know716

Other:717
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