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Abstract

In the emerging research field of Semantic Com-
munication, the focus is on making network com-
munications more effective and efficient. While
prior research has primarily concentrated on im-
proving transmission efficiency, limited efforts
have addressed the overall effectiveness of com-
munication. In this work, we propose a novel
framework for personalized content dissemination
in broadcast communication systems. In the envi-
sioned system, the sender transmits either a tex-
tual description or a compressed latent representa-
tion of the content. At the receiver side, a person-
alization module leverages large language models
to dynamically manipulate the received semantics,
exploiting a user interest database. Subsequently,
generative models recreate the final content con-
ditioned on the manipulated semantics, ensuring
that the regenerated content is both semantically
consistent with the original and tailored to individ-
ual user interests. This communication paradigm
aims to enhance overall system effectiveness and
maximize user engagement through relevance and
personalization. Potential applications include tar-
geted advertising, personalized news or media
delivery, and adaptive educational content.

1. Introduction

In recent years, the field of communication theory has un-
dergone a paradigm shift with the emergence of Semantic
Communication (SC), a novel approach that focuses on
transmitting the meaning of data rather than the raw data
itself (Qin et al., 2024; 2021; Seo et al., 2022; Giindiiz et al.,
2022; Luo et al., 2022). This shift is driven by the increas-
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ing demand for more efficient and effective information ex-
change, especially in bandwidth-constrained environments
where transmitting full-resolution content is often impracti-
cal (Pei et al., 2025; Grassucci et al., 2023; Barbarossa et al.,
2023; Han et al., 2022).

A promising area of research within SC is language-oriented
semantic communication, which compresses the original
data into textual descriptions to be transmitted over the
channel as semantic vectors (Nam et al., 2024). Describ-
ing data through text substantially reduces network load,
as transmitting a few words is far more efficient than send-
ing raw multimedia data. However, textual representations
alone are often too coarse or abstract to capture the full rich-
ness of multimodal content. To overcome this limitation,
(Cicchetti et al., 2024) proposed augmenting the text with
a compressed latent representation of the original content
to better guide content reconstruction at the receiver. In par-
allel to data transmission efficiency, personalized semantic
communication has emerged as a paradigm focused on tai-
loring transmitted content to individual user preferences or
contexts, thereby enhancing relevance and communication
effectiveness (Wang et al., 2024; Peng et al., 2024; Chen
et al., 2024).

In this work, we aim to integrate those two complementary
research directions by extending existing frameworks with
a highly tailored personalization module at the receiver side.
This module leverages Large Language Models (LLMs)
(Das et al., 2025) to modify received semantics based on
an individual user interests database available at receiver
side. Generative models, such as Latent Diffusion Mod-
els (LDMs) (Rombach et al., 2021), can be conditioned
on various forms of semantic input, and a key advantage
is that the generated output naturally reflects the imposed
semantics. Building on this capability, we feed the manip-
ulated semantics into powerful generative models capable
of producing final content that adheres to the intended se-
mantics and aligns with the user’s preferences and context,
thereby enhancing the effectiveness of communication. In
summary, our contributions aim to broaden the scope of se-
mantic communication by introducing personalization as a
fundamental design principle. Potential applications may in-
clude targeted advertising, personalized media delivery, and
adaptive educational content, everything while maintaining
high transmission efficiency.
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Figure 1. Overview of the proposed personalized semantic communication framework. The sender extracts semantic information
from raw content and transmits it over a noisy channel. Each receiver employs a user-specific personalization module, leveraging a user
interest database and a large language model to adapt the received semantics. The final content is reconstructed using a generative model,

ensuring both semantic fidelity and personalization.

2. Proposed Framework

In this section, we present the conceptual design of the
proposed semantic communication framework, which aims
to adapt transmitted content based on network conditions
and user interests.

2.1. Semantic Extraction

Building on prior research, semantic information can be
extracted from raw data x using various methodologies. In
this work, we consider two primary approaches:

¢ Latent Representation via Neural Encoding. A neu-
ral encoder £ processes the input data x to produce a
latent vector representation z = £(x), capturing high-
level semantics in a compressed format.

* Data-to-Text Generation. Data-to-text models are
employed to generate natural language descriptions
from input data. Given an input x, the model produces
a textual output y defined as a sequence of Y words:

y =1R2T(x) = (y1,y2:-- - Y55 - -, Yv),

where y; denotes the j-th word in the sequence, each
composed of a variable number of characters.

We design the semantic extraction module to be dynamic
and adaptive to the state of the network. When the network
operates under ideal conditions (e.g., low traffic and high
bandwidth), the full data x may be transmitted. As network
conditions degrade, the communication system adapts by
transmitting progressively less detailed representations of
the content. We define three operational modes:

1. Ideal Network Conditions. Transmit the complete
original data along with its textual description, there-
fore the semantic information (s) equals the data:

s = (x,y).

2. Moderate Network Degradation. Transmit both the
latent representation and the textual description, result-

ingins = (z,y).

3. Poor Network Conditions. Transmit only the textual
description, resulting ins = y.

This flexible approach ensures that meaningful communica-
tion is preserved under varying transmission capabilities.

2.2. End-User Profiling

For each user, the framework maintains a user-specific pro-
file database that captures individual interests to personalize
the semantic content. In this work, we assume a simplified
model in which a pre-existing database is available for each
user. This database includes a set of high-level semantic
interest categories:

c; € C,

I=A{c1,ca,...,¢n},

where C represents the universal set of possible interest cate-
gories. For instance, categories might include broad themes
such as sports, technology, health, finance, or entertainment,
allowing the system to be aware of the user-specific domains
of interest.

2.3. LLM-Based Semantic Manipulation

Upon receiving the semantic information s, the system al-
ways has the possibility to retrieve the textual caption y
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that describes the semantics of the original content. More-
over, the receiver is equipped with a Large Language Model
(LLM) that is exploited to manipulate received caption y in
accordance with the interests of the end-user. Let I; denote
the interest set for the ¢-th user. The LLM processes both
the received textual caption y and the user’s interest profile
to produce a personalized output as follows:

y = LLM(Y7 Ii)a

where y is a semantically enriched version of the original
text y, incorporating elements aligned with the user’s pref-
erences I;.

2.4. Content Reconstruction

Content reconstruction is handled by a conditional genera-
tive diffusion model (DM), which produces a reconstructed
image X from the available semantic inputs.

In the case in which the receiver receives only the textual
description of data, the model samples from the conditional
distribution of data given the modified textual description:

% = DM(§)

This allows for the reconstruction of meaningful and con-
textually relevant content based on the semantically adapted
message.

If a latent representation z is also retained at the receiver,
generation is conditioned on both inputs:

% = DM(y, z).
Finally, in the case where the full image x is available to
the end user, the generative model should modify such an

image so that it meets the interests of the end user expressed
in the modified textual caption y:

x = DM(y, x).

3. Experimental Results

To validate our approach, we identify four distinct interest
categories to represent high-level user clusters:

I : {Nature, Hiking}

o I5: {Sea, Beach}

o I3: {Football, Real Madrid}
o I4: {Al Technology}

We evaluate our method for the task of image transmission.
To generate and manipulate the textual captions we employ

Trasmitted "Abrown dog is running
over a grass with a ball
on his mouth"

. "Biker riding a motorbike"
captions

Figure 2. Visual results for the textual caption only. The first row
shows the textual caption of the original images. The subsequent
rows show the regenerated images at the receiver, after semantic
manipulation has been applied. Each of these rows corresponds
to a different end user, each associated with a distinct interest
category I;.

the well known GPT-40 by OpenAl. Final content gener-
ation is performed using DALL-E 3. Although these are
proprietary models and not open-source, they represent the
current state-of-the-art and demonstrate the quality achiev-
able with contemporary generative Al technology.

During the simulation phase, we group the first and second
operational modes described in Section 2.1 into a single cat-
egory, referred to as the reference image available scenario.
The second scenario corresponds to the third operational
mode, where only the textual caption is available at the
receiver. We refers to it as the text only available scenario.

This grouping is motivated by the internal behavior of the
DALL-E 3 generative model, which operates in the latent
space when modifying an input image. Specifically, if the
full image is available at the receiver, DALL-E 3 first com-
presses it into a latent representation using an internal image
encoder. In our second operational mode, this same encod-
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Figure 3. Visual results for the reference image available scenario. The first row displays the original images that the sender intends to
transmit to the end users. The subsequent rows show the regenerated images at the receiver, after semantic manipulation has been applied.
Each of these rows corresponds to a different end user, each associated with a distinct interest category I;.

ing step is performed at the sender side. Thus, the distinction
between these two modes lies solely in the placement of
the image encoder, whether it resides at the sender or the
receiver. Assuming error-free transmission, both config-
urations yield equivalent inputs to the generative model,
allowing them to be treated as a single scenario.

Figure 2 and Figure 3 present the visual results for the text
only available and reference image available scenarios, re-
spectively. Notably, the generative model preserves the core
semantic content of the original images while adapting the
surrounding context, the objects, and some details to align
with the proxy interest categories. This transformation goes
beyond simple style transfer or background replacement;
the entire scene is contextually altered, with relevant details
added to better match the target domain. As a result, the
final images are highly personalized, reflecting the user’s

specific interests. This process significantly enhances the
overall effectiveness of the communication system by in-
creasing the relevance of the content and maximizing user
engagement.

4. Conclusion

In this work, we introduced a novel framework for person-
alized language-oriented semantic communication, aimed
at enhancing the effectiveness of data transmission. By
leveraging large language models and generative Al tools,
the system adapts a common semantic message to reflect
the individual preferences of each user, enabling highly tai-
lored content delivery. Our experimental results, focused
on image transmission, demonstrate the system capability
to preserve the semantic intent of the original content while
personalizing it in accordance with diverse interest profiles.
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