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Abstract001

In the realm of Large Multi-modal Models002
(LMMs), the instruction quality during the vi-003
sual instruction tuning stage significantly influ-004
ences the performance of modality alignment.005
In this paper, we assess the instruction qual-006
ity from a unique perspective termed Writing007
Manner, which encompasses the selection of008
vocabulary, grammar, and sentence structure to009
convey specific semantics. We argue there ex-010
ists a substantial writing manner gap between011
the visual instructions and the inner Large Lan-012
guage Models (LLMs) of LMMs. This gap013
causes the well-trained inner LLMs to deviate014
from their original writing styles, leading to015
capability degradation of both LMMs and inner016
LLMs. To bridge the writing manner gap while017
preserving the original semantics, we propose018
directly leveraging the inner LLM to align the019
writing manner of soft-format visual instruc-020
tions with that of the inner LLM itself, result-021
ing in novel LLM-aligned instructions. We022
develop a novel perplexity-based indicator to023
quantitatively assess the writing manner gap,024
and corresponding results show that our ap-025
proach successfully minimizes this gap. By uti-026
lizing LLM-aligned instructions, the baseline027
models LLaVA-7B and QwenVL demonstrate028
enhanced resistance to hallucinations and non-029
trivial comprehensive improvements across all030
15 visual and language benchmarks.031

1 Introduction032

Recent visual-aligned LMMs like MiniGPT4 (Zhu033

et al., 2023) and LLaVA (Liu et al., 2023c)034

have shown impressive capabilities in instruction-035

following and visual reasoning. Most LMMs ad-036

here to two-stage training paradigm which consists037

of a pre-training stage for image-text alignment038

with large-scale image-text pairs and a visual in-039

struction tuning stage to further align with user040

intent. During the visual instruction tuning stage,041

the inner LLM of LMM could be unlocked to par-042

ticipate in the training, facilitating a more rapid and043

Instruction: Describe the image.

Answer: The image

depicts

Candidates with
Similar Meaning Probability

displays

showcases

features

(label)

(1) Word-Level Gap

(2) Sentence-Level Gap
Instruction: Describe the image.

Supervised Answer: The image showcases a kite-flying event taking 
place in a park area, featuring many unique kites flying in the sky.

LLM’s preferred response: The image depicts a kite-flying event taking 
place in a park, showcasing a variety of kites soaring through the air.

Figure 1: The instance of word-level and sentence-
level writing manner gap.

thorough alignment of modalities. Consequently, 044

visual instructions directly impact capabilities of 045

both the LMM and its inner LLM, making quality 046

enhancement of instructions crucial for realizing 047

robust and powerful LMMs. 048

For instruction enhancement, there are many ef- 049

forts worked on building novel high-quality instruc- 050

tion datasets (Li et al., 2023d) or correcting fac- 051

tual errors in existing datasets (Wang et al., 2023; 052

Yu et al., 2023a). In this paper, we focus on as- 053

sessing the instruction quality from a unique per- 054

spective called Writing Manner. Writing manner 055

refers to the specific habits of vocabulary selec- 056

tion, grammar usage and sentence structuring used 057

to express particular semantics. We highlight a 058

long-overlooked issue: there exists severe Writing 059

Manner Gap between the visual instructions and 060

the inner LLM, undermining the efficacy of LMMs. 061

In Figure 1, we present the instance of writing 062

manner gap at both the word and sentence levels for 063

illustration. Well-trained LLMs have unique writ- 064

ing style preferences, which are expressed in the 065

output probabilities of candidate tokens when gen- 066

erating new token. The word-level gap arises when 067

there are candidate words with similar meaning but 068

higher probabilities than the labeled word. Further- 069
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Figure 2: The brief diagram of our LLM-aligned
trainset construction.

more, extending from the selection of single word070

to multiple words, the sentence-level gap is subse-071

quently reflected in aspects of phrase, grammar and072

sentence structure. During the visual instruction073

tuning phase, the writing manner gap forces the074

LLM to change its original writing style, leading075

to performance degradation or even catastrophic076

forgetting. Therefore, to maintain the LLM per-077

formance and further build the robust LMM, it is078

essential to minimize the writing manner gap be-079

tween the LLM and the training instructions.080

In this paper, we propose a simple yet effec-081

tive instruction processing approach to address this082

problem, as illustrated in Figure 2. We leverage083

the inner LLM to align the writing manner of soft-084

format visual instructions with that of the inner085

LLM itself, ensuring the original semantics of these086

instructions remain unchanged. Soft-format visual087

instructions refer to open-ended question-answer088

pairs characterized by a high degree of freedom089

in textual expression, offering ample opportunities090

for adjustments and improvements. Specifically,091

the answer part of soft-format visual instructions is092

first rewritten by the inner LLM to match its writ-093

ing manner, and then reviewed by the inner LLM to094

ensure the alignment of writing manner while pre-095

serving the original meaning. If the revised answer096

is deemed unqualified during the review, the origi-097

nal answer is retained. By combining these writing098

manner-aligned visual instructions with other re-099

maining instructions, the proposed LLM-aligned100

trainset is created.101

We adopt advanced LLaVA-1.5 (Liu et al.,102

2023b) along with its trainset and QwenVL (Bai103

et al., 2023b) as baseline models and trainset. A104

novel Perplexity (PPL)-based indicator is designed105

for quantitative measurement, and corresponding106

results demonstrate the effectiveness of our ap-107

proach in reducing the writing manner gap. By108

utilizing our LLM-aligned trainset, both LLaVA-109

7B and QwenVL achieve non-trivial comprehen-110

sive improvements across 15 visual and language111

benchmarks. Furthermore, careful cross-evaluation 112

and ablation studies confirm that most improve- 113

ments result from writing manner alignment rather 114

than instruction revision. 115

Our contribution is three-folds: 1) To our knowl- 116

edge, we are the first to identify the problem of 117

writing manner gap between training data and inner 118

LLM of LMMs, and propose a novel perplexity- 119

based metric for quantitative measurement. 2) 120

Without introducing any external data or models, 121

we propose leveraging the inner LLM to reduce 122

the writing manner gap by rewriting and review- 123

ing soft-format visual instructions. 3) Extensive 124

experiments based on LLaVA-1.5 and QwenVL 125

demonstrate the importance of reducing writing 126

manner gap and the effectiveness of our approach. 127

2 Related Works 128

2.1 Large Multi-modal Models 129

In recent years, with the surge in data, computa- 130

tional power, and model capacity, the NLP com- 131

munity has made impressive breakthrough (Devlin 132

et al., 2018; Chowdhery et al., 2022; Radford et al., 133

2018; Brown et al., 2020). The growing trend of 134

open-sourcing LLMs (Yang et al., 2023; Chiang 135

et al., 2023; Du et al., 2021; Bai et al., 2023a; Tou- 136

vron et al., 2023) significantly propels progress in 137

related areas. As LLMs evolve rapidly, researchers 138

are integrating knowledge from other modalities 139

into LLMs to build LMMs for broader applications. 140

In model architecture, most LMMs consists of 141

three main modules: the vision encoder, the vision- 142

language connector, and the LLM. The vision en- 143

coder typically uses pre-trained vision backbones 144

like Vision Transformer (Dosovitskiy et al., 2020) 145

or ResNet (He et al., 2016). There are various de- 146

signs for vision-language connector, such as the 147

Q-former proposed by BLIP-2 (Li et al., 2023b), 148

the linear layer or MLP used by LLaVA (Liu et al., 149

2023b), or the cross-attention-based re-sampler uti- 150

lized in models like Flamingo (Alayrac et al., 2022) 151

and QwenVL (Bai et al., 2023b). 152

As for the training processes, most LMMs ad- 153

here to two-stage training paradigm which con- 154

sists of a pre-training stage for image-text align- 155

ment with large-scale image-text pairs and a vi- 156

sual instruction tuning stage to acquire instruction- 157

following capability. During the visual instruction 158

tuning stage, to realize fast and thorough alignment, 159

the LLM is usually trained by full-parameter tun- 160

ing or additional LoRA (Hu et al., 2021) tuning. 161
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Some industrial-grade LMMs (Bai et al., 2023b;162

Chen et al., 2023a; Lu et al., 2024) opt to add a163

multi-task learning stage between the two stages to164

achieve more stable alignment.165

2.2 Visual Instruction Construction166

The visual instruction dataset plays a decisive role167

in the final performance of LMMs, making its con-168

struction and enhancement critically important.169

MiniGPT4 utilized ChatGPT (OpenAI, 2023a)170

as reviewer to obtain high-quality image captions171

as visual instructions, while LLaVA provided im-172

age captions and detection bounding boxes to GPT-173

4 (OpenAI, 2023b), enabling it to autonomously174

generate visual instructions in types of conversa-175

tions, detail descriptions and complex reasoning.176

InstructBLIP (Dai et al., 2023) processed 26 pub-177

licly available visual datasets into a unified in-178

struction format, enriching the quantity and diver-179

sity of instruction trainset. ShareGPT4V (Chen180

et al., 2023b) released 100K high-quality detailed181

descriptive captions generated by the powerful182

GPT4V (OpenAI, 2023c), effectively advancing183

progress in open-source LMM domain.184

2.3 Visual Instruction Enhancement185

Various approaches have been proposed using tra-186

ditional small models, such as detectors and OCR187

tools, to reduce factual errors and visual hallu-188

cinations or to create specialized visual instruc-189

tions (Zhang et al., 2023; Ye et al., 2023; Liu et al.,190

2023a). For example, HalluciDoctor (Yu et al.,191

2023a) designed a cross-checking paradigm to cut192

down visual hallucinations, while LURE (Zhou193

et al., 2023) evaluated underlying hallucinations194

based on co-occurrence, uncertainty and object195

position, and reconstructs less hallucinatory de-196

scriptions. Another strategy related to ours lever-197

ages LLMs or LMMs to improve existing instruc-198

tions. In vision-language representation domain,199

LaCLIP (Fan et al., 2023) and VeCLIP (Lai et al.,200

2023) employed LLMs to rewrite or amalgamate201

image captions to enhance CLIP training. Addi-202

tionally, some methods (Zhao et al., 2023; Du et al.,203

2023) utilized powerful external LLMs or LMMs204

to clean or synthesize visual instructions.205

In this paper, we focus on reducing the writing206

manner gap by rewriting visual instructions with207

the internal LLM of LMM. Considering that our208

method ensures the original semantics remain un-209

changed, the proposed method complements other210

data augmentation and enhancement approaches.211

3 The Problem of Writing Manner Gap 212

The writing manner refers to the manifestation of 213

writing style in terms of vocabulary, grammar, sen- 214

tence structures, and other stylistic choices used to 215

express particular semantics. We argue that there 216

exists a substantial writing manner gap in the visual 217

instruction tuning stage between the training data 218

and the inner LLM of LMM. In Subsection 3.1 and 219

Subsection 3.2, we will introduce the causes and 220

impacts of this issue, respectively. 221

3.1 Cause 222

Each LLM possesses unique writing manner. On 223

one hand, to express particular meanings, different 224

LLMs may exhibit variations in vocabulary, gram- 225

mar, sentence structure, and many other aspects. 226

On the other hand, given the same input context, the 227

responses generated by different LLMs may differ 228

in semantic, length and writing level. A straightfor- 229

ward example is that some LLMs provide concise 230

answers, while others are more verbose. 231

When selecting a particular LLM to build the 232

LMM, the inherent output characteristics of the 233

LLM should not be overlooked. However, exist- 234

ing strategies of multi-modal instruction trainset 235

construction have not taken the above LLM proper- 236

ties into account. Typically, the visual instruction 237

datasets primarily originate from three sources: ex- 238

pert manual annotation; generation by advanced 239

LLMs based on visual-related textual information; 240

and the collection of outputs from LMMs. Re- 241

searchers employ the mixture of the aforemen- 242

tioned data to directly train various kinds of LMMs, 243

leading to an evident conflict between the writing 244

manner of the training data and the inner LLM. 245

3.2 Impact 246

The writing manner gap is detrimental to the per- 247

formance of both the inner LLM and the LMM. 248

During the visual instruction tuning stage, most 249

LMMs facilitate the training of inner LLM to 250

achieve faster and more thorough alignment be- 251

tween vision and language. However, fine-tuning 252

the well-trained LLM could lead to capability 253

degradation and even catastrophic forgetting. One 254

of reason for this issue is the writing manner gap, 255

which alters the LLM’s original writing habits to 256

match the novel writing style of the training data. 257

Intuitively, the more pronounced the writing man- 258

ner gap, the more the LLM is changed, leading to 259

more severe capability degradation. 260
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Since the LLM within LMM serves as the cen-261

tral hub for multi-modal information processing262

and feedback, it is crucial to maintain LLM capa-263

bilities (Lu et al., 2024) for building robust LMMs.264

The degradation of LLM capabilities caused by the265

writing manner gap impairs the generalization and266

response quality of the LMM. As a result, when267

dealing with unfamiliar, open-domain visual sce-268

narios, LMMs tend to generate more incorrect re-269

sponses and visual hallucinations. Therefore, bridg-270

ing the writing manner gap between the training271

instructions and the inner LLM is an emergent and272

meaningful task, which contributes on enhancing273

inner LLM and developing robust LMM.274

4 Methodology275

4.1 Overall Processing276

To narrow the writing manner gap, we propose277

directly utilizing the inner LLM to transfer the writ-278

ing manner of soft-format visual instructions to279

align with that of the inner LLM itself under the280

promise of not changing original semantics.281

This approach is feasible for two main rea-282

sons. On one hand, thanks to excellent instruction-283

following and reasoning capabilities, LLM can in-284

telligently answer questions posed by prompts that285

contain requirements and input information. On286

the other hand, the responses generated by LLM287

naturally fall within the high probability regions of288

its output distribution space, which exactly meets289

with the purpose of reducing writing manner gap.290

The specific instruction alignment process in-291

cludes two stages: LLM rewriting and review. The292

former realizes the writing manner transfer of orig-293

inal answers, while the latter is utilized for quality294

control, aimed at eliminating errors and anomalies295

in the modified answers. Both of these processes296

operate at the level of single-round conversation,297

and do not require the input of visual features. Al-298

gorithm 1 provides a concise pseudocode of our299

instruction alignment process. Figure 3 presents a300

detailed positive instance for illustration.301

4.2 Trainset Partition302

As shown in Figure 2, depending on the strictness303

of format requirements, the vision-text instructions304

in the trainset can be categorized into hard-format305

and soft-format instructions.306

Hard-format instructions require answers writ-307

ten in a strict format, such as a single word or let-308

ter, a phrase, a coordinate, or a brief one-sentence309

Algorithm 1 Instruction Alignment Pseudocode

# f: generate rewrite prompt
# g: generate review prompt
# post_process: split answer content from LLM response

for (q, a) in loader: # load a round of conversation
# Stage 1: LLM Rewrite
rewrite_prompt = f(q, a)
rewrite_response = LLM(rewrite_prompt)
modified_a, status = post_process(rewrite_response)
if status == False:

continue

# Stage 2: LLM Review
review_prompt = g(q, a, modified_a)
review_response = LLM(review_prompt)
if "The Revised Answer is fine" in review_response:

replace(a, modified_a) # replace a with modified_a

description. Many tasks, such as visual multiple- 310

choice questions, true/false questions, OCR, and 311

visual grounding, fall into this category. Under the 312

premise of not changing semantics, the room for 313

modification in hard-format data is quite limited. 314

In contrast, soft-format instructions, such as open- 315

ended questions and visual reasoning tasks, are 316

tolerant of length, grammar, structure, as long as 317

the content is logical and coherent. Therefore, soft- 318

format instructions have greater flexibility and are 319

more amenable to be modified in writing manner. 320

Consequently, we perform writing manner align- 321

ment on soft-format instructions, and further mix 322

them with hard-format instructions and text-only 323

instructions to construct the LLM-aligned trainset. 324

4.3 Align Instructions with LLM 325

LLM Rewriting Stage. The input text in LLM 326

rewriting stage consists of three parts: the require- 327

ment for writing manner alignment, the question, 328

and the answer. Note that because the question in 329

conversation represents the user’s intent, it does 330

not need to be modified. Providing the question to 331

LLM enables it to better understand the context of 332

the conversation. As shown in Figure 3, the task 333

requirement part should include four key points: 1) 334

Request the rewriting of the original answer to align 335

with the writing manner of the LLM; 2) Emphasize 336

that such rewriting must not change the semantic 337

meaning; 3) Specify that if the original answer al- 338

ready conforms to the LLM’s writing manner, no 339

modification is necessary; 4) Specify the format 340

of responses. Afterwards, the post-processing op- 341

eration is designed to separate the revised answer 342

from the LLM response. The status yielded by 343

post-processing step indicates whether the desired 344

answer has been obtained, with the specific proce- 345

dure detailed in Appendix A.3. 346

4



Given the following Question and Answer, you are required to revise 
the Answer in your writing style without changing the semantic 
meaning. If you think the original answer is clear and consistent with 
your writing style, just leave it unchanged. The response should 
contain just the revised answer and the explanation of revision, 
formatted as: 'Revised Answer:', and 'Explanation:'.

Question: What is the overall theme of the decoration on the table?
Answer: The overall theme of the decoration on the table is a floral 
and colorful design. The objects on display showcase flower motifs 
and various colors, which together creates a cohesive and visually 
appealing arrangement.

Revised Answer:
The main theme of the table decoration is a floral and colorful design. 
The items on display showcase flower motifs and a range of colors, 
which come together to form a harmonious and visually pleasing 
arrangement.
Explanation:
The original answer is clear and concise, but I made a few changes to 
make it more consistent with my writing style. I changed "the objects 
on display" to "the items on display" to add variety in my language. I 
also changed "which together creates" to "which come together to 
form" for better flow. Finally, I changed "a cohesive and visually 
appealing arrangement" to "a harmonious and visually pleasing 
arrangement" to use more descriptive language.

(a) Rewrite Instructions for Writing Manner Alignment

Inner LLM

(b) Review the Revised Answer

Given the following Question, Original Answer, and the Revised 
Answer, if the Revised Answer is inconsistent with your writing style, 
or deviates from the semantics of Original Answer, or adds or lacks 
any information, output "There is something wrong with the Revised 
Answer." Otherwise, output "The Revised Answer is fine." After 
making your decision, please provide a detailed explanation of your 
reasoning.

Question: 

Original Answer: 

Revised Answer:

1

2

3

1
2
3

Inner LLM

The Revised Answer is fine.

The Revised Answer maintains the original meaning and conveys the 
same information as the Original Answer. It uses similar language to 
describe the overall theme of the table decoration, emphasizing the 
floral and colorful design. The Revised Answer also highlights the 
cohesiveness and visual appeal of the arrangement, which is 
consistent with the Original Answer.

Figure 3: One positive instance generation process for the illustration of writing manner alignment. The
important information are highlighted in non-black colors for clarity.

LLM Review Stage. Due to the randomness of347

LLM’s output and the risk of rewriting failure, we348

utilize the LLM to review the modified answers349

for quality assurance. To ensure the certainty of350

the review, sampling operations are disabled during351

LLM inference. The review prompt includes four352

parts: the review requirement, the question, the353

original answer, and the revised answer. A positive354

review judgement must meet two criteria: 1) The355

revised answer does not change the semantics of356

the original answer, nor does it omit or add con-357

tent; 2) The revised answer is well-aligned with the358

writing manner of the LLM. Notably, when making359

a decision, we require the LLM to output specific360

judgement sentences, rather than just a word like361

“Yes/No”, to improve the accuracy of review deter-362

minations. Only when the revised answer passes363

the review is it used to replace the original answer.364

5 Experiments365

5.1 Setting366

Baseline Models and Dataset. In this paper, we367

utilize the well-known LLaVA-1.5 and QwenVL368

as the baseline model. LLaVA-1.5 employs the369

Vicuna-1.5 as the inner LLM, offering two versions370

of 7B and 13B parameters, while the QwenVL371

deploys the Qwen-7B as the inner LLM.372

Considering LLaVA-1.5’s exceptional perfor-373

mance and its recognition within the industry, we374

uniformly adopt the LLaVA-1.5’s trainset as the 375

visual instruction trainset for both LLaVA-1.5 and 376

QwenVL pre-trained models. The writing man- 377

ner of soft-format visual instructions in trainset are 378

aligned with inner LLMs for quality enhancement. 379

LLaVA’s training dataset is a mixture of pub- 380

lic available academic task-oriented data (Marino 381

et al., 2019; Schwenk et al., 2022; Mishra et al., 382

2019; Sidorov et al., 2020; Krishna et al., 2017; 383

Kazemzadeh et al., 2014; sha, 2023), and its spe- 384

cific compositions and quantities are shown in Ap- 385

pendix Table 8. According to the answer format, 386

we could split the visual instructions into five types, 387

which are visual conversations, one word/phrase 388

VQA, choice questions, short captions, and ground- 389

ings. Visual conversations are open-ended, belong 390

to the soft-format category, while the latter four 391

types are restricted or brief, falling into the hard- 392

format category. Therefore, the data eligible for 393

adjustment is the visual conversation data, totaling 394

158K, which approximately constitutes a quarter of 395

the overall visual instructions. 396

Implementation Details. We implement the visual 397

instruction alignment and model training using 8× 398

A800s. To increase the throughput and acceler- 399

ate inference speed, we utilize the vLLM frame- 400

work (Kwon et al., 2023) to load and run LLMs. 401

The example in Figure 3 shows the detailed prompt 402

we used for LLM rewriting and review. There are 403

a total of 361K rounds of conversations for soft- 404
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format visual instructions. Table 9 in Appendix405

shows the detailed time overheads for writing man-406

ner transfer and visual instruction tuning. By com-407

bining original text-only instructions, hard-format408

visual instructions and LLM-aligned soft-format409

visual instructions, the novel LLM-aligned trainset410

is formed. To ensure fairness, the order of training411

instructions is consistent with LLaVA-1.5, and the412

training hyper-parameters are same with official413

settings of LLaVA-1.5 and QwenVL.414

5.2 Quantitative Measurement of Writing415

Manner Gap416

Perplexity-Based Indicator. To quantitatively417

measure the writing manner gap between the vi-418

sual instruction set and the inner LLM, we propose419

a PPL-based indicator. To begin with, given a tok-420

enized sequence X = (x0, x1, ..., xt), the PPL of421

X is computed as422

PPL(X) = exp{−1

t

t∑
i

logpθ(xi|x<i)}, (1)423

where logpθ(xi|x<i) is the log-likelihood of the424

i-th token conditioned on the preceding tokens x<i425

according to model. Intuitively, the PPL evaluates426

the model’s ability to predict uniformly among the427

set of specified tokens in a corpus.428

Assuming there is a pre-trained LMM M and429

a visual instruction set S which is divided into430

training set St and evaluation set Se, the proposed431

metric is obtained in two steps. We first freeze the432

inner LLM of M and train M on St till conver-433

gence to get M ′, and then calculate the PPL score434

of the M ′ only on the answer part of Se.435

Why can this indicator represent the writing man-436

ner gap? When the inner LLM is frozen, its inher-437

ent writing manner remains unchanged during train-438

ing. In this way, the LMM controls the subsequent439

output of the inner LLM sorely by adjusting visual440

prompts. When the LMM converges on the train-441

ing set St, it indicates that the model has aligned as442

closely as possible with the content and style of the443

training set. At this point, the PPL measures how444

well the inner LLM accepts the style of the dataset.445

Therefore, for a specific LMM, the smaller the PPL446

score brought by dataset, the closer that dataset’s447

writing manner is to that of the inner LLM.448

Results and Analysis. We utilize only the original449

and LLM-aligned soft-format visual instructions450

to conduct the aforementioned evaluation to the451

LLaVA-7B and QwenVL, where the last 3, 000452

Model
Soft-format Instructions

Original LLM-aligned

LLaVA-7B 3.413 3.298
QwenVL 4.208 3.932

Table 1: PPL indicator of writing manner gap.

data entries serve as the Se, and the remaining 453

instructions constitutes the St. 454

According to the results in Table 1, both LLaVA- 455

7B and QwenVL achieve lower PPL scores on the 456

LLM-aligned instructions compared with the origi- 457

nal instructions, indicating that our approach effec- 458

tively reduces the writing manner gap. Addition- 459

ally, there is an interesting contrast that QwenVL 460

exhibits higher PPL scores compared to LLaVA-7B. 461

This is because the trainset of LLaVA-7B’s inner 462

LLM Vicuna and the current soft-format visual in- 463

struction set both originate from ChatGPT, whereas 464

QwenVL’s inner LLM Qwen-7B performs a signif- 465

icant writing manner difference from soft-format 466

visual instructions. 467

5.3 Visual Performance Comparisons 468

Comparison with Baseline. The quantitative com- 469

parison results on 12 benchmarks are shown in 470

Table 2. Please refer to Appendix A.1 for details 471

of these benchmarks. By training with our LLM- 472

aligned trainset, LLaVA-7B and QwenVL signifi- 473

cantly improve the performance on all benchmarks, 474

while LLaVA-13B achieves performance enhance- 475

ments in 10 out of 12 benchmarks. 476

The soft-format training instructions directly 477

impacts the model performance in open-ended 478

question-answering scenarios. The improvements 479

observed in both two baseline model on LLaVAW 480

and MM-Vet benchmarks demonstrate the effi- 481

cacy of our instruction alignment approach in en- 482

hancing data quality, which positively influences 483

the training process. Furthermore, the improve- 484

ments on academic benchmarks indicate a reduc- 485

tion in domain conflicts between different instruc- 486

tion sources in trainset, and might also be attributed 487

to the strengthened maintenance effect of our LLM- 488

aligned trainset on the capabilities of LLM, thereby 489

bolstering the comprehension abilities of LMM. 490

Moreover, we also investigate the impact of 491

LLM-aligned trainset to the LMM with frozen in- 492

ner LLM. According to the last two lines in Table 2, 493

LLaVA-7B achieves comprehensive improvements 494

once again, which indicates that LLaVA-7B per- 495
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LMM inner LLM IT VQAv2 GQA VisWiz SQAI VQAT POPE MME MMB MMBCN SEEDI LLaVAW MM-Vet

LLaVA Vicuna-7B Ori 78.5 62.0 50.0 66.8 58.2 85.9 1510.7 64.3 58.3 66.2 63.4 30.5
LLaVA Vicuna-7B Ours 79.1 62.9 51.3 71.3 58.8 87.2 1513.0 66.6 59.7 67.0 67.5 31.9

LLaVA Vicuna-13B Ori 80.0 63.3 53.6 71.6 61.3 85.9 1531.3 67.7 63.6 68.2 70.7 35.4
LLaVA Vicuna-13B Ours 80.0 63.6 54.3 71.6 61.3 87.4 1569.7 67.3 63.0 68.5 72.9 36.6

QwenVL Qwen-7B Ori 81.2 63.0 50.8 71.5 62.6 87.1 1576.8 71.8 64.6 68.4 70.5 41.7
QwenVL Qwen-7B Ours 81.4 63.1 51.0 71.6 62.9 87.2 1589.3 72.0 65.0 68.9 72.3 44.3

LLaVA Vicuna-7B∗ Ori 69.5 47.2 40.3 57.3 39.7 84.1 1104.1 45.5 32.6 50.2 58.8 28.9
LLaVA Vicuna-7B∗ Ours 69.7 47.6 43.3 58.1 39.8 85.2 1161.1 46.8 34.7 50.6 59.4 29.8

Table 2: Performance comparisons of baseline models on 12 visual benchmarks. “IT” indicates the trainset
used in instruction tuning stage, where “Ori” refers to the original trainset of LLaVA-1.5 and “Ours” means the
LLM-aligned trainset proposed in this paper. The ∗ represents the inner LLM is frozen during the fine-tuning.

Model IT Pope
HallusionBench

Figure Acc Question Acc

LLaVA-7B Ori 85.9 14.16 44.82
LLaVA-7B Ours 87.2 16.19 46.32

QwenVL Ori 87.1 16.47 42.69
QwenVL Ours 87.2 19.08 43.14

Table 3: Visual and textual hallucination evaluation.

forms better convergence extent to LLM-aligned496

trainset than original trainset.497

Hallucination Evaluation. Hallucinations seri-498

ously impair the usability of LMMs. To investigate499

the impact of the proposed LLM-aligned instruc-500

tion set on model hallucinations, we conduct hal-501

lucination assessments using POPE and Hallusion-502

Bench (Guan et al., 2023), with the corresponding503

results presented in Table 3. The comparisons in-504

dicate that our method effectively enhances the505

LMM’s accuracy in both visual and textual scenar-506

ios. Recalling the analysis in Subsection 3.2, our507

method successfully reduces the writing manner508

gap, thereby mitigating the disturbances to the in-509

ner LLM during the visual instruction tuning stage510

and improving the LMM performance. In addi-511

tion to quantitative evaluation, we also present case512

study, please refer to Subsection D.3 in Appendix.513

5.4 Textual Performance Comparisons514

Comparison with Baseline. We evaluate the per-515

formance of LMMs in textual scenarios by using516

MTBench (Zheng et al., 2023) and Alpaca-eval (Li517

et al., 2023c). There two benchmarks utilize GPT-518

4 to score or rank model answers compared with519

reference answers. Table 4 displays the scores of520

LMMs trained with different instruction sets on521

MTBench (where the mean score of two assess-522

ments is taken here to mitigate the randomness of523

GPT-4 scoring), as well as win rates on Alpaca-524

eval. On both benchmarks, LLM-aligned trainset525

Model IT MTBench Alpaca-eval

LLaVA-7B Ori 5.98 5.19
LLaVA-7B Ours 6.04 5.28

QwenVL Ori 4.89 2.99
QwenVL Ours 5.01 3.16

Table 4: Performance comparisons of baseline mod-
els on LLM evaluation benchmarks.

bring improvements to all baseline models com- 526

pared with original instructions, demonstrating that 527

our approach effectively alleviates the LLM degra- 528

dation caused by soft-format visual instructions. 529

5.5 Ablation Study 530

The Influence of Soft-Format Instructions. We 531

deploy the combination of text-only and hard- 532

format instructions for tuning to explore the influ- 533

ence of soft-format visual instructions. We keep the 534

same training steps to ensure the comparison fair- 535

ness. According to the results in Line 2 of Table 5, 536

without soft-format training instructions, the model 537

achieves comparable or even better performance in 538

VQA benchmarks, but drops a lot in open-ended 539

benchmarks. The result indicates that the soft- 540

format visual instructions primarily contribute to 541

enhancing the model’s performance in open-ended 542

scenarios. Moreover, there are domain conflicts be- 543

tween the soft-format and hard-format instructions, 544

lies in the aspects such as task type, correctness, 545

and writing manner. Minimizing the domain con- 546

flict is beneficial for improving the model’s general 547

capabilities. 548

The Effectiveness of Rewrite & Review. Table 5 549

presents the ablation results of LLM rewrite and re- 550

view stages. With the rewritten instructions, model 551

performs better on all benchmarks except MME. 552

The LLM review stage further filtered out unqual- 553

ified rewritten instructions, leading to better per- 554

formance in VQA tasks. There are slight declines 555
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Model w/o Soft Rewrite Review VQAv2 GQA VisWiz SQAI VQAT POPE MME MMB MMBCN SEEDI LLaVAW MM-Vet

LLaVA-7B

78.5 62.0 50.0 66.8 58.2 85.9 1510.7 64.3 58.3 60.1 63.4 30.5√
78.8 62.2 48.4 68.1 57.5 86.6 1502.6 66.8 58.8 66.1 50.0 29.0√
79.1 62.8 50.7 69.6 58.6 87.1 1488.5 67.0 60.4 66.2 68.6 33.1√ √
79.1 62.9 51.3 71.3 58.8 87.2 1513.0 66.6 59.7 67.0 67.5 31.9

Table 5: The ablation study of soft-format visual instructions, LLM rewrite and review stage.

LMM IT PPL↓ GQA VQAT MMB LLaVAW

LLaVA-7B Original 3.413 62.0 58.2 64.3 63.4
LLaVA-7B Self-aligned 3.298 62.9 58.8 66.6 67.5
LLaVA-7B Cross-aligned 3.421 62.4 57.9 64.4 63.8

QwenVL Original 4.208 63.0 62.6 71.6 70.5
QwenVL Self-aligned 3.932 63.1 62.9 72.0 72.3
QwenVL Cross-aligned 4.231 61.8 61.9 71.3 71.0

Table 6: Cross-evaluation results for sanity check.
The “Cross-aligned” means the trainset is aligned by the
other LMM, either LLaVA-7B or QwenVL.

in open-ended visual tasks compared to with only556

rewriting stage, which may attributed to the poten-557

tial conflicts caused by directly replacing unquali-558

fied revised answers with original answers.559

Sanity Check by Cross-Evaluation. We design a560

cross-evaluation experiment to determine whether561

the improvements are primarily due to bridging the562

writing manner gap rather than enhancements from563

LLM revision. Specifically, we train LLaVA-7B564

using the Qwen-7B-aligned trainset and Qwen-VL565

using the Vicuna-7B-aligned trainset, with the re-566

sults shown in Table 6. In this cross-evaluation567

setup, there is noticeable writing manner gap be-568

tween trainsets and models, as indicated by the PPL569

scores in Table 6. Given that both models are im-570

proved by their respective aligned trainsets, if the571

cross-evaluation shows better performance, we can572

infer that the LLM revision is the key factor. If not,573

it indicates that reducing the writing manner gap574

is crucial. As seen in Table 6, compared to using575

the original trainset, the LLaVA-7B in the cross-576

evaluation setting shows slight fluctuations, while577

Qwen-VL with cross-aligned trainset exhibits sig-578

nificant declines on GQA and VQAT benchmarks.579

This result strongly demonstrates the importance580

and effectiveness of reducing writing manner gap.581

Comparison with Other Revision Strategies. To582

further validate the effectiveness of bridging the583

writing manner gap, we compare the default setting584

with two different rewriting prompts.585

The first strategy specifies a particular writing586

style of “plain English” by replacing the “your writ-587

ing style” in default prompt with “plain English as588

you explain it to your children”. In Table 7, we589

see that aligning the trainset’s style to “plain En-590

LMM IT PPL↓ GQA VQAT MMB LLaVAW

LLaVA-7B Original 3.413 62.0 58.2 64.3 63.4
LLaVA-7B “Plain English” Style 3.465 62.2 58.3 64.6 62.5
LLaVA-7B Revision & No Align 3.395 62.4 57.9 66.4 66.2
LLaVA-7B Self-aligned (Ours) 3.298 62.9 58.8 66.6 67.5

Table 7: Comparison with two other revision strate-
gies: 1) Specific writing style of “plain English”; 2) Just
revision with no writing manner alignment requirement.

glish” results in larger PPL score than using the 591

original trainset, from 3.413 to 3.465, which indi- 592

cates that this style significantly differs from the 593

default writing style of inner LLM. As for down- 594

stream evaluations, this revision method leads to 595

poor performance on LLaVAW benchmark. 596

The second strategy lets LLM just revise the 597

answer without any writing manner alignment re- 598

quirements for ablation. In this setting, we remove 599

“in your writing style” and “and consistent with 600

your writing style” in default prompt. As shown 601

in Table 7, the inner LLM naturally generates re- 602

sponses similar to its default writing manner when 603

there is no writing style constraint, indicated by 604

PPL score drops from 3.413 to 3.395. However, 605

this PPL decrease is not as significant as using the 606

proposed rewriting prompt, confirms the necessity 607

of adding writing manner alignment constraints for 608

better reducing writing manner gap. The down- 609

stream evaluations show that this strategy enhances 610

the model performance on most downstream tasks, 611

except for VQAT benchmark. By comparison, the 612

overall improvement brought by these two com- 613

peting strategies is far more lower than that of the 614

proposed method, which strongly validates the im- 615

portance of writing manner alignment. 616

6 Conclusion 617

In this paper, we highlight the issue of the writing 618

manner gap between the visual instruction trainset 619

and the inner LLM of LMM. The writing man- 620

ner gap severely hinder the development of robust 621

LMMs. Without introducing any external data or 622

models, we leverage the inner LLM to bridge writ- 623

ing manner gap. Experimental results validate the 624

effectiveness of our motivation and methodology. 625
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7 Limitations626

Using LLM for data adjustment carries the risk of627

introducing noise and error. The proposed method628

processes a tradeoff between minimizing the writ-629

ing manner gap and introducing slight noises. In630

the future, we hope to build more reliable methods631

for writing manner alignment.632
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Type
Soft-Format visual instructions Hard-Format visual instructions Text-Only

Visual Conversations One word or phrase VQA Choice Short Caption Grounding Conversation

Data LLaVA Conv LLaVA Detail LLaVA Complex VQAv2 GQA OKVQA OCRVQA A-OKVQA TextCaps RefCOCO VG ShareGPT
Size 58K 23K 77K 83k 72K 9K 80K 50K 22K 30K 86K 40K

Table 8: Data compositions of LLaVA-1.5 trainset.

LMM LLM Rewrite Review Instruction Tuning

LLaVA Vicuna-7B ∼ 10h ∼ 10h ∼ 10h
LLaVA Vicuna-13B ∼ 15h ∼ 15h ∼ 20h

QwenVL Qwen-7B ∼ 5h ∼ 5h ∼ 22h

Table 9: Time overheads for soft-format visual instruc-
tion writing manner alignment and visual instruction
tuning by using 8× A800s.

A Setting914

A.1 Evaluation Benchmarks915

By utilizing LLM to transfer writing manner of916

visual instructions, our approach involves a trade-917

off between minimizing the writing manner gap918

and introducing noise. To validate that our method919

prioritizes the former and that the impact of noise920

is limited, we evaluated models on 12 benchmarks921

for thorough assessment.922

VQAv2 (Goyal et al., 2017), GQA (Hudson923

and Manning, 2019), VisWiz (Gurari et al., 2018),924

SQAI (Lu et al., 2022), VQAT (Singh et al., 2019)925

are academic benchmarks in the realm of tradi-926

tional Visual Question Answering (VQA) tasks.927

POPE (Li et al., 2023e) is a polling-based query928

benchmark for evaluating the vision hallucina-929

tion. The MME (Fu et al., 2023) benchmark eval-930

uates LMM’s perception and cognition capabili-931

ties through a series of carefully crafted questions932

across 14 sub-tasks. MMBench and MMBench-933

CN (Liu et al., 2023d) manually design questions934

in English and Chinese to evaluate model’s vision935

reasoning ability. SEED (Li et al., 2023a) bench-936

mark is constructed with the assistance of GPT4,937

covering scenes in images and videos. Due to938

the absence of some video sources, we employ939

SEED’s image part for evaluation. LLaVA (in the940

wild) (Liu et al., 2023c) and MM-Vet (Yu et al.,941

2023b) are open-ended benchmarks, which use942

GPT4 for LMM capability assessment.943

A.2 Hyperparameters944

In Table 10, we show the generation hyperparam-945

eters in LLM rewriting and review stage. During946

the instruction tuning stage, we use the same set of947

hyper-parameters as the original LLaVA-1.5 (Liu948

et al., 2023b) and QwenVL (Bai et al., 2023b).949

LLM Stage Temperature top_p top_k max_length

Vicuna rewriting 0.4 0.6 5 2048
Qwen rewriting 0.2 0.6 5 2048

Table 10: Generation configurations of writing manner
alignment.

Model LLM Total QA Failures Unqualified Samples

LLaVA Vicuna-7B

361K

0.4K (0.11%) 2K (0.55%)
LLaVA Vicuna-13B 0.7K (0.19%) 3.5K (0.97%)

QwenVL Qwen-7B 0.3K (0.08%) 0.8K (0.22%)

Table 11: The quantity of failure cases in rewriting
stage and unqualified samples in review stage.

A.3 Post-process Step 950

Procedure. The objective of post-processing is to 951

separate the desired answers from the responses of 952

LLM and to filter out apparent errors. The post- 953

process step in LLM rewriting step contains two 954

aspects. Firstly, based on the prompt depicted in 955

Figure 3, the response of LLM is expected to con- 956

tain two segments, starting with “Revised Answer:” 957

and “Explanations: ”. The portion between these 958

two keywords is the desired modified answer. If 959

these keywords are absent, the attempt is consid- 960

ered a rewrite failure. Secondly, we detect the 961

presence of certain sensitive words that indicate 962

obvious errors in the modified answer. If these 963

sensitive words are found, this rewrite is deemed 964

a failure. The sensitive words include “revised 965

answer”, “original answer”, “revision”, “seman- 966

tic meaning”, and “Question”. In cases of rewrite 967

failure, the original answers are reserved. 968

Statistics. Table 11 presents numbers of failures in 969

the rewriting stage and unqualified samples from 970

the review stage. The statistics reveal a extremely 971

high success rate for data rewriting, with a tiny pro- 972

portion of revised answers (less than 1%) be ing 973

deemed unqualified during review. Upon examin- 974

ing the quality of the revised answers, we found 975

that Vicuna13B tend to over-elaborate, producing 976

redundant words or sentences that were difficult to 977

segment. As reflected in the Table 11, compared to 978

Vicuna-7B and Qwen-7B, Vicuna-13B has a higher 979

error probability, leads to relatively lower improve- 980

ment of LLaVA shown in Table 2. These findings 981

suggest that our method places high demands on 982

the instruction-following ability of LLMs. 983
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Prompt
Number

Content

No.1 Given the following Question and Answer, you
are required to revise the Answer in your writ-
ing style without changing the semantic mean-
ing. If you think the original answer is clear
and consistent with your writing style, just
leave it unchanged. The response should con-
tain just the revised answer and the explanation
of revision, formatted as: ’Revised Answer:’,
and ’Explanation:’.

No.2 Giving the following Question and Answer,
you are required to accurately revise the an-
swer to align with your writing style. Do
not change its meaning. If you think the an-
swer is clear, do not change it. The response
should contain both the revised answer and
corresponding explanation, formatted as ’Re-
vised Answer:’, and ’Explanation:’.

No.3 Giving the following Question and Answer,
you are required to accurately revise the an-
swer to align with your writing style. Do not
change its meaning. If you think the answer
is clear and consistent with your writing style,
do not change it. The response should con-
tain both the revised answer and corresponding
explanation, formatted as ’Revised Answer:’,
and ’Explanation:’.

Table 12: Rewriting prompts in stability validation.

Model Prompt Num SQA POPE MMB LLaVAW

LLaVA-1.5 7B

- 66.8 85.9 64.3 63.4
No.1 71.3 87.2 66.6 67.5
No.2 68.7 86.9 67.3 69.8
No.3 68.7 86.7 66.3 67.4

Table 13: The stability validation results of using rewrit-
ing prompts in same meaning but different expressions.

B More Ablation Study984

B.1 The Stability Validation985

Consider that outputs of LLMs have randomness986

and are heavily affected by prompts, we employ987

three different prompts with same meaning but var-988

ied wording in the rewriting stage to assess the989

stability of the proposed method. The prompts are990

shown in Table 12 in Appendix, with corresponding991

results shown in Table 13. The evaluation results992

on four representative benchmarks indicate that993

the LLM-aligned trainset consistently improves994

LLaVA’s performance, although the extent of the995

improvement exhibits some variability.996

C Discussion on Implementation Details997

Q1: Why the generated explanations in LLM998

rewriting stage are not used afterward?999

A1: We have attempted to instruct LLMs to directly1000

output the rewritten answers without any additional1001

information, but their instruction-following abili- 1002

ties are not strong enough. LLMs always append 1003

some extra explanations after outputting the revised 1004

answer, which hinders the subsequent extraction 1005

of the desired answers from the LLMs’ responses. 1006

Therefore, we have decided to require LLMs to 1007

output in current format. 1008

Q2: Why are text-only instructions not subject 1009

to going through the proposed method? 1010

A2: It is not feasible for two main reasons. Firstly, 1011

the adopted LLMs are not powerful enough to 1012

achieve this goal. The text-only instruction set 1013

is somewhat chaotic, lengthy, diverse in task types, 1014

and encompasses various languages. For the LLM, 1015

simply maintaining the original content is challeng- 1016

ing, let alone achieving writing manner alignment. 1017

Secondly, refining the text-only instructions would 1018

affect the analysis of the effect of improving the 1019

multi-modal instructions, which is the focus of this 1020

paper. To be honest, the quality of text-only in- 1021

structions is poor. It is no doubt that improving the 1022

quality of these text-only instructions can improve 1023

the model’s performance. Given that the difficulty 1024

of rewriting text-only instructions, even if the LLM 1025

successfully rephrases the text and brings improve- 1026

ment, it is still hard to determine whether this im- 1027

provement stems from aligning writing manner or 1028

eliminating errors. 1029

Q3: Why does QwenVL perform better than 1030

LLaVA-7B in Table 2 even though the perplexity 1031

of QwenVL is higher than that of LLaVA-7B in 1032

Table 1? 1033

A3: The ultimate performance of LMM depends on 1034

multiple factors such as parameters, scale and pre- 1035

training data, etc, rather than just fitting to instruc- 1036

tions. Qwen-VL’s pre-training is far more compre- 1037

hensive that LLaVA’s (1.4B v.s. 558K image-text- 1038

pairs in pre-training stage). Therefore, comparing 1039

the PPL scores across different models and then 1040

mapping it to their performance on downstream 1041

tasks is unreasonable. Moreover, PPL scores are 1042

computed with frozen inner LLM, it cannot reflect 1043

the fitting ability of LMM with unlocked LLM. 1044

D Case Study 1045

D.1 Positive LLM-aligned Samples. 1046

In Figure 4, we showcase several examples of writ- 1047

ing manner alignment, primarily categorized into 1048

four types: 1) Keep unchanged; 2) Slight adjust- 1049

ment in word choices; 3) Adjustment in grammar; 1050

4) Changes in sentence structure. 1051
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D.2 Unqualified LLM-aligned Samples.1052

Figure 5 describes three samples deemed unquali-1053

fied during the review stage, showing that the LLM1054

can filter out obvious errors in the rewritten an-1055

swers. Combined with the quantitative statistics1056

in Table 11, the error rate of LLM-based writing1057

manner alignment is low.1058

D.3 Qualitative Comparisons.1059

In Figure 6, Figure 7, and Figure 8, we present1060

three representative complex visual dialogues. By1061

comparison, the proposed LLM-aligned trainset1062

enhances LLaVA-7B’s capabilities on text recog-1063

nition, logical reasoning and instruction-following,1064

while also reducing visual hallucinations.1065
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Original Answer Revised AnswerRevision Type

a) No Change

Sample 1:
The cat and the laptop computer are both located on a bed.

Sample 2:
The people in the image are located on top of a small boat 
floating on a river.

Sample 1:
The cat and the laptop computer are both located on a bed.

Sample 2:
The people in the image are located on top of a small boat 
floating on a river.

Sample 1:
The chair is pulled up to a table, indicating that it is part of a 
furniture set, likely for dining or working at the table.

Sample 1:
The chair is situated next to a table, suggesting that it is a part 
of a furniture ensemble, designed for dining or working at the 
table.

Sample 2:
The wine glass is half full.

b) Words

Sample 2:
The wine glass is partially filled.

c) Grammar

Sample 1:
There are buildings and businesses alongside the road, 
suggesting a commercial or urban setting.

Sample 1:
The structures visible alongside the road in the image are 
buildings and businesses, indicating a commercial or urban 
setting.

Sample 2:
A large multicolored umbrella is visible in the image.

Sample 2:
In the image, a large multicolored umbrella can be seen.

Original Answer Revised Answer
Sample 1:
To make the living room less cramped, consider the following changes to the layout:

1. Rearrange the furniture: The couch occupies a significant portion of the room in the image. 
Move it to the wall near the window to create more walking space. If there are two different 
colored couches, remove one or swap it with a smaller love seat to open up more space in the 
room.
2. Optimize the seating area: Keep only necessary chairs in the living room and store or 
repurpose extra chairs in other parts of the house.
3. Declutter the room: Books on the couch and other surfaces should be organized by placing 
them on a bookshelf or a side table with storage to clear up space on the couch and other 
surfaces.
4. Combine furniture functions: Use a smaller desk that can double as a coffee table or add a 
combined desk and shelf unit that takes up vertical space instead of spreading horizontally.

By implementing these changes, the living room may appear less cramped and more spacious, 
offering better functionality and comfort to its occupants.

Sample 1:
To make this living room less cramped, a few changes to the layout can be made:

1. Rearrange the furniture: In the image, the couch is occupying a large part of the room. 
Consider repositioning it along the wall preferably near the window to create more walking 
space. If there are two different colored couches, you could potentially remove one couch or 
swap it with a smaller love seat to open up more space in the room.

2. Optimize the seating area: If there are additional chairs in the living room, only keep the 
necessary ones, and consider storing or repurposing the extra chairs in other parts of the 
house.

3. Declutter the room: In the image, there are multiple books on the couch and other 
surfaces. Organize the books by placing them on a bookshelf or a side table with storage to 
clear up precious space on the couch and other surfaces.

4. Combine furniture functions: The room has a desk and a chair that are occupying space. 
Instead, you could use a smaller desk that can double as a coffee table or consider adding a 
combined desk and shelf unit that takes up vertical space rather than spreading horizontally.

By implementing these changes, the living room may appear less cramped and more 
spacious, offering better functionality and comfort to its occupants.

Sample 2:
Giraffes and zebras possess distinct features that make them easily identifiable among other 
animals.

1. Giraffes:
- Long neck: Giraffes have an elongated neck, allowing them to reach leaves and branches 
at great heights, which is an advantage for feeding in the wild.
- Unique pattern: Giraffes are covered in a distinctive patchwork pattern, which varies from 
individual to individual. The coat patterns consist of irregularly shaped patches of various 
shades of brown, separated by white or cream-colored lines.
- Long legs: Giraffes have long legs, which allows them to have a fast, loping gait for 
covering large distances in their natural habitat.

2. Zebras:
- Striped pattern: Zebras are easily recognized by their unique black and white stripes. These 
stripes serve multiple purposes, such as camouflage and thermoregulation.
- Body shape: Zebras have a relatively small, compact body shape, often compared to that of 
a horse or a donkey. They have a strong, muscular build, well-suited for running at high 
speeds.
- Mane: Zebras have a short, erect mane that runs from the back of their head down their 
neck, similar to that of a horse but more upright.

These unique features of giraffes and zebras not only make them identifiable but also serve 
essential functions for their survival in the wild.

Sample 2:
Giraffes and zebras boast a variety of characteristics that set them apart from the rest.

1. Giraffes:
* Long neck: Giraffes are renowned for their elongated neck, which allows them to reach leaves 
and branches at great heights, providing a significant advantage in their natural habitat for 
feeding.
* Unparalleled pattern: Giraffes are characterized by a distinctive patchwork pattern that varies 
from individual to individual. Their coats feature irregularly shaped patches of brown, separated 
by white or cream-colored lines, making them easily identifiable.
* Extraordinary legs: Giraffes possess long legs, which enable them to maintain a fast, loping 
gait for covering large distances in the wild.
2. Zebras:
* Striking striped pattern: Zebras are unmistakable due to their black and white striped pattern. 
These stripes serve multiple purposes, including camouflage and thermoregulation.
* Compact body shape: Zebras have a small, horse-like body shape with a strong, muscular 
build, making them well-suited for running at high speeds.
* Erect mane: Zebras have a short, upright mane that runs from the back of their head down their 
neck, similar to that of a horse but more pronounced.

These unique features of giraffes and zebras not only make them easily distinguishable but also 
serve essential functions for their survival in the wild.

d) Sentence
Structure

Figure 4: Positive LLM-aligned samples in different revision types.

Original Answer Wrong Modified Answer

Sample 1:
The two skiers in the image are females.

Sample 2:
The street signs above the stop sign are green.

Sample 1:
The two skiers in the image are males.

Sample 2:
The street signs above the stop sign are red.

Sample 3:
The man in the image is wearing a plaid shirt.

Sample 3:
The man in the image is wearing a striped shirt.

Figure 5: Unqualified samples filtered out during the review stage.
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The image features a handwritten list of jokes on a piece of paper. The jokes are 
written in a comical manner, with some of them being quite funny. The list includes 
a total of 13 jokes, each with varying levels of humor. The jokes are spread across 
the paper, with some jokes being more prominent than others. The handwriting 
style suggests that the jokes were written by someone who enjoys humor and has a 
creative approach to writing.

Describe this sketch in detail.

The sketch is a handwritten list of instructions for creating a joke website. The list 
is divided into several sections, each with a different topic. The first section is titled 
\"My Joke Website,\" while the second section is titled \"Really Dumb Joke.\" The 
third section is titled \"Punch to Reveal Punchline,\" and the fourth section is titled 
\"Punchline.\" The fifth section is titled \"Isame, Batman, Joke 2,\" and the sixth 
section is titled \"Earth to Reveal Punchline.\".

In what other ways might someone express the same 
sentiment that this meme is expressing?

There are several ways someone might express the sentiment of "just Monday" in a 
different context. For example, they could use a quote or a saying like "Monday, 
Monday, can't trust that day" or "Monday, the day that starts the work week with a 
groan." Another option is to use a humorous image or meme that represents the 
feeling of being tired or overwhelmed on a Monday, such as a person sleeping or a 
cartoon character expressing exhaustion. Additionally, someone might simply 
express their feelings by saying "I hate Mondays" or "I'm so tired today, it's just 
Monday."

There are several ways someone might express the sentiment of feeling tired or 
exhausted on a Monday, similar to the meme of the dog lying on the floor with the 
words "Just Monday" above it. Some possible expressions include:

1. "Monday, why you gotta be like that?"
2. "Another Monday, another week of work."
3. "Monday, the day that always feels like a Monday."
4. "Just Monday, trying to survive the week."
5. "Monday, the day that starts the workweek blues."
6. "Monday, the day that makes me want to take a nap."
7. "Monday, the day that feels like a marathon."
8. "Monday, the day that needs a caffeine boost."
9. "Monday, the day that feels like a chore."
10. "Monday, the day that needs a pep talk."

LLaVA-7B

LLaVA-7B
(Ours)

LLaVA-7B

LLaVA-7B
(Ours)

Figure 6: Quality comparison in sketch recognition. Our model performs more accurate understanding in sketch
structure.
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The image features a handwritten list of jokes on a piece of paper. The jokes are 
written in a comical manner, with some of them being quite funny. The list includes 
a total of 13 jokes, each with varying levels of humor. The jokes are spread across 
the paper, with some jokes being more prominent than others. The handwriting 
style suggests that the jokes were written by someone who enjoys humor and has a 
creative approach to writing.

Describe this sketch in detail.

The sketch is a handwritten list of instructions for creating a joke website. The list 
is divided into several sections, each with a different topic. The first section is titled 
\"My Joke Website,\" while the second section is titled \"Really Dumb Joke.\" The 
third section is titled \"Punch to Reveal Punchline,\" and the fourth section is titled 
\"Punchline.\" The fifth section is titled \"Isame, Batman, Joke 2,\" and the sixth 
section is titled \"Earth to Reveal Punchline.\".

In what other ways might someone express the same 
sentiment that this meme is expressing?

There are several ways someone might express the sentiment of "just Monday" in a 
different context. For example, they could use a quote or a saying like "Monday, 
Monday, can't trust that day" or "Monday, the day that starts the work week with a 
groan." Another option is to use a humorous image or meme that represents the 
feeling of being tired or overwhelmed on a Monday, such as a person sleeping or a 
cartoon character expressing exhaustion. Additionally, someone might simply 
express their feelings by saying "I hate Mondays" or "I'm so tired today, it's just 
Monday."

There are several ways someone might express the sentiment of feeling tired or 
exhausted on a Monday, similar to the meme of the dog lying on the floor with the 
words "Just Monday" above it. Some possible expressions include:

1. "Monday, why you gotta be like that?"
2. "Another Monday, another week of work."
3. "Monday, the day that always feels like a Monday."
4. "Just Monday, trying to survive the week."
5. "Monday, the day that starts the workweek blues."
6. "Monday, the day that makes me want to take a nap."
7. "Monday, the day that feels like a marathon."
8. "Monday, the day that needs a caffeine boost."
9. "Monday, the day that feels like a chore."
10. "Monday, the day that needs a pep talk."

LLaVA-7B

LLaVA-7B
(Ours)

LLaVA-7B

LLaVA-7B
(Ours)

Figure 7: Quality comparison in meme recognition. Our model more closely follows the user’s intent, and
generates responses in a more clear format.

The image depicts a busy highway with heavy traffic, as evidenced by the 
numerous cars and trucks traveling in both directions. The traffic is congested, with 
vehicles occupying all lanes, and some cars are even driving on the shoulder. The 
high volume of vehicles on the road, combined with the presence of multiple traffic 
lights, indicates that the traffic conditions are challenging and require extra caution 
from drivers. The traffic lights are scattered throughout the scene, with some closer 
to the foreground and others further away, suggesting that they are controlling the 
flow of traffic at various points along the highway.

Explain all the cues that indicate the current traffic conditions.

The image depicts a bustling highway with heavy traffic, as evidenced by the 
numerous cars and trucks moving in both directions. The traffic is congested, with 
vehicles stopped or moving at a slow pace, indicating a high level of congestion. 
The presence of multiple lanes and the large number of vehicles on the road further 
emphasizes the heavy traffic conditions. The image also captures the nighttime 
setting, which may contribute to the congestion as people commute home from 
work or engage in nighttime activities.

LLaVA-7B

LLaVA-7B
(Ours)

Figure 8: Quality comparison in complex scene understanding. The answer of our model contains fewer visual
hallucinations.
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