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Abstract

Two-time-scale stochastic approximation is a popular iterative method for finding the solution of a
system of two equations. Such methods have found broad applications in many areas, especially in
machine learning and reinforcement learning. In this paper, we propose a distributed variant of this
method over a network of agents, where the agents use two graphs representing their communica-
tion at different speeds due to the nature of their two-time-scale updates. Our main contribution
is to provide a finite-time analysis for the performance of the proposed method. In particular, we
establish an upper bound for the convergence rates of the mean square errors at the agents to zero
as a function of the step sizes and the network topology.

1. Introduction

Two-time-scale stochastic approximation (SA) is a recursive algorithm for finding the solution of
a system of two equations Borkar (2008). In this algorithm, one iterate is updated using step sizes
that are very small compared to the ones used to update the other iterate. One can view that the
update associated with the small step sizes is implemented at a “slow” time-scale, while the other
is executed at a “fast” time-scale. In this paper, our focus is to consider a distributed variant of this
two-time-scale SA in the context of multi-agent systems, where a group of agents can communicate
at different speeds through two possibly different connected graphs. Our main goal is to study a
finite-time analysis for the performance of the proposed method, where we provide an upper bound
for its convergence rate as a function of the two step sizes and the two network topology.
Two-time-scale SA and its distributed counterpart have received a surge of interests due to their
broad applications in many areas, some examples include optimization Wang et al. (2017); Polyak
(1987), distributed optimization on multi-agent systems Doan et al. (2018a, 2017), power control
for wireless networks Long et al. (2007), and especially in reinforcement learning Sutton and Barto
(1998); Konda and Tsitsiklis (2003); Sutton et al. (2009b); Lee and He (2019). In these applications,
it has been observed that using two-time-scale iterations one can achieve a better performance than
the one-time-scale counterpart; for example, the iterates may converge faster Polyak (1987), the
algorithm performs better under communication constraints Doan et al. (2017, 2018a), and the al-
gorithm is more stable under the so-called off-policy in reinforcement learning Sutton et al. (2009b).
The existing literature has only focused on the convergence of the centralized two-time-scale
SA. The asymptotic convergence of this two-time-scale SA can be achieved by using the ODE
methods Borkar and Meyn (2000), while its rates of convergence has been studied in Konda and

© 2020 T.T. Doan & J. Romberg.



FINITE-TIME PERFORMANCE OF DISTRIBUTED TWO-TIME-SCALE STOCHASTIC APPROXIMATION

Tsitsiklis (2004); Dalal et al. (2018); Karmakar and Bhatnagar (2018); Gupta et al. (2019); Doan
and Romberg (2019). In particular, the work in Dalal et al. (2018); Karmakar and Bhatnagar (2018)
provides a concentration bound for the finite-time analysis of this method, while an asymptotic rate
has been studied in Konda and Tsitsiklis (2004). Recently, a finite-time analysis for the performance
of the centralized two-time-scale SA has been provided in Gupta et al. (2019) under constant step
sizes and in Doan and Romberg (2019) under time-varying step sizes.

We also note some relevant works on time-scale separations on network consensus problems
Awad et al. (2015); Jardon-Kojakhmetov and Kuehn (2019), where the authors consider continuous-
time dynamics and utilize tools from singular perturbation theory to study the asymptotic conver-
gence of their algorithms. However, this singular perturbation theory does not immediately give the
rate of the algorithms, which is the main focus of this paper.

Main Contribution. In this paper, we propose a distributed variant of the linear two-time-scale
SA over a multi-agent system. Due to the two-time-scale updates, the agents use two different
graphs representing their communication at two different speeds. Our focus is to provide a finite-
time analysis for the proposed method. In particular, we provide an upper bound for the rates of
the average of the mean square errors at the nodes to zero, as a function of the two step sizes and
the two network topology. We show that this method converges at a rate O(1/(1 — ¢)?k%/3) under
some proper choice of the two step sizes, where o represents the slower mixing time of the two
communication graphs and & is the number of iterations. Our theoretical results explicitly show the
impacts of the two step sizes and network topology on the performance of the proposed algorithm.

2. Distributed linear two-time-scale stochastic approximation

We consider the problem of finding the solution (z*, y*) € R? x R? of a linear system of equations
defined over a network of N nodes. Associated with each node 7 is a matrix A and a vector b’

A [ A Ap bi

c R2d><2d, bl _ e RQd.

Ay Ay b,

The goal of the nodes is to cooperatively find the solution (z*, y*) of the system of linear equations

N N
Az + Asy™ = Z bli and Agiz™ + Agxy” = Z bé. (1

i=1 i=1
We are interested in the situation where a central coordinator is absent, therefore, the nodes have
to cooperatively solve this problem. In addition, we assume that the matrices A;; and bt, for all
1, 7, are unknown to node ¢ and each node can only have an access to a noisy observation of these
matrices and vectors. Therefore, we consider distributed iterative methods for solving this problem.
In particular, we are interested in studying the distributed variant of the linear two-time-scale SA
Konda and Tsitsiklis (2004); Doan and Romberg (2019); Gupta et al. (2019); Dalal et al. (2018),
where each node 7 maintains an estimate (z*,y*) of (z*, y*) and iteratively updates its estimates as

N
Tho = Zwiﬂi — ap(Anz) + Ary), — b) +€)) 2
=1
. N - . . . .
Ypy1 = Zvijyi — Br(Ao1xy, + Agayy — by + 1), 3)
=1
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where ), < o, are two different nonnegative step sizes. In addition, (w;;, v;;) are the weights that
node i assigns for the iterate (27, y/) received from node j, a neighbor of node i. We denote by W =
[wi;] € RY>*N and V = [v;;] € RV*N the two adjacency matrices imposed the communication
structures between the nodes, that is, nodes 7 and j can interact with each other if and only if w;; > 0
or v;; > 0. Note that W and V can represent two different graphs, i.e., the nodes can exchange
information in different speeds. In addition, {5,2, wi;} are the noise sequences corresponding to
observations at each node i. Here, the goal of the nodes is to obtain (z*, y*), i.e.,
klgglo rh = o* and klg]élo v =" as., Viell,N].

Here f; is much smaller than o, implying that :c}g is updated at a faster time scale than y}g Finally,
the adjacency matrices W,V is used to present different communication speeds between the nodes.

2.1. Motivating applications

We are motivated by the wide applications of (2) and (3) in many applications, especially the recent
interests in multi-agent reinforcement learning Mathkar and Borkar (2017); Doan et al. (2019b,a);
Zhang et al. (2019); Yang et al. (2018); Kar et al. (2013); Wai et al. (2018); Ding et al. (2019).
One fundamental and important problem in this area is to estimate the total accumulative return
rewards of a stationary policy using linear function approximations, which is referred to as the policy
evaluation problems. In this context, two-time-scale algorithms (e.g., gradient temporal difference
learning (GTD)) have been observed to be more stable and perform better compared to the single-
time-scale counterpart (e.g., temporal difference learning (TD)) in the so-called off-policy settings;
see for example Sutton et al. (2009b,a). Motivated by the distributed variant of TD studied in Doan
et al. (2019b), we consider a distributed version of GTD formulated under the forms of (2) and
(3). In particular, a team of agents act in a common environment, get rewarded, update their local
estimates of the value function, and then communicate with their neighbors. Let X be the state
of environment, ~y be the discount factor, ¢(X},) be the feature vector of state X}, and R'(-) be the
local reward return at agent i. Given a sequence of samples { X} }, the updates at the agents can be
viewed as a distributed variant of the GTD studied in Sutton et al. (2009a) given as

N
thpn = 2 wigwh — ok (S(X0) T+ [B(Xk) — 76(Xe1)] Tk — RI(X) ) (X5)
j=1

N

Yerr = 2 vig¥h — Br[10(Xai1) — 6(Xp)] 67 (X )},
j=1

At each agent ¢, y}{ is the main variable used to estimate the optimal solution, while :n}C is an addi-
tional auxiliary variable. To put these updates in the form of (2) and (3), we introduce the notation

A1 (Xp) = $(Xp)T (Xn), Ara(Xk) = &(Xi) [6(Xk) — 76(Xii1)] T, b (Xn) = RY(Xk)$(Xi)
Ao (Xk) = [yo(Xpr1) — o(Xp)]0" (Xk),  Aga(Xi) =0, bh(Xy)=0.
In addition, we denote by Ay, = E[A,(X})] and b} = E[b}(X})], forall ¢,u = 1,2and i € [1, N].

One can reformulate the distributed GTD above by introducing £ and %, as

& = [A11(Xy) — Anlz), + [Ar2(Xy) — Ay, +01(X5) =01, ) = [An (X)) — Aa]aj,
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Let by = 1/N >_.b%. The goal of the distributed GTD is tried to have all (z%,y!) converge to
(z*,y*), where x* = Al_l1 (Agly* + bl) and y* = Al_zlbl.

Another motivating example of using such distributed two-time-scale algorithms 2 and 3 is to solve
distributed optimization problems under communication constraints, where another step size in ad-
dition to the one associated with the gradients of the functions is introduced to stabilize the algo-
rithm due to the imperfect communication between agents Doan et al. (2017, 2018a). Finally, the
distributed two-time-scale method studied in this paper can be used to solve a convex relaxation of
the popular pose graph estimation in robotic networks Choudhary et al. (2016).

2.2. Assumptions and notation

We introduce in this section various assumptions, which are necessary to our analysis given later. We
first state an assumption on the matrices A;; to guarantee the existence and uniqueness of (z*, ).

Assumption 1 The matrices A1 and A = Agy — Aoy A1_11A12 are positive definite but not nec-
essarily symmetric, i.e., their eigenvalues are strictly positive.

One can relax Assumption 1 to cover the case of complex eigenvalues, i.e., A1 and A have eigen-
values with strictly positive real parts. To simplify the notation of our analysis we, however, assume
that these matrices are positive definite. An extension of this work to the case of complex eigenval-
ues is straightforward; see for example Konda and Tsitsiklis (2004); Doan and Romberg (2019).

Assumption 2 All the matrices A;j and vectors bt are uniformly bounded, i.e.,
there exists a positive constant R such that max{||b} ||, ||b5||} < R forall i € [1, N].

Al < 1and

Assumption 3 The matrix W, whose (i, j)-th entries are wjj, is doubly stochastic with positive di-
agonal, i.e., Z;‘:l Wi = Z?Zl w;; = 1. Moreover, the graph Gw associated with W is connected,
and wij > 0 if and only if (i, j) is an edge of Gw. Similar conditions are assumed for V.

Assumption 4 The sequence of random variables (¢}, 1%), for all i € [1,N] and k > 0, is inde-
pendent of each other, with zero mean and uniformly bounded, i.e., there exists a positive constant
C s.t. max{||&L]|, |¥Lll} < C foralli € [1,N]. Moreover, they have common variances given as

E[(&) 6] =Tu, E[(&) ¢ =Ti2=T3, E[(%) ¢i] =T 4)

Assumption 2 can be guaranteed through a proper scaling step, while Assumption 3 is a standard
assumption in distributed consensus algorithms Doan et al. (2018b). Finally, we consider the noise
model similar to the one in Konda and Tsitsiklis (2004); Doan and Romberg (2019).

We denote by X, Y € RV*? the matrices whose i—th rows are (z*)” and (y*)7 in R!*9,
respectively. Then, the matrix forms of Egs. (2) and (3) are given as

Xpr1 = WXy, — oy, (XpAT; + Y,A], — By + Ej) (5)

Yii1 = VY, —ap (XpAd, + YAL - By + 7)), (6)

where By, B2, Z, and U, are the matrices whose i—th rows are (b%)7, (b%)7, (€1)7, and (¢1)7,

respectively. Given a collection of 2!, ..., 2, we use Z to denote its average, i.e., T = % Zf\i 1 z'.
Thus, since W and V are doubly stochastic matrices and by Eqgs. (2) and (3) we have

Tpp1 = T, — ap (A1Tk + Arafr — b1 + &) (7

Uet1 = Uk — s (Aa1Zk + Aok — bo + V) (3
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3. Finite-time bounds of distributed linear two-time-scale SA

We present here the convergence rates of the distributed linear two-time-scale SA, where we provide
an upper bound for the rates of the average of the mean square errors at the nodes to zero. Our result
shows that this quantity decays to zero at a rate O(1/(k + 1)2/ 3). In addition, it also depends on the
network topology represented by 1 — o, the algebraic network connectivity of two graphs.

We first introduce a bit more notation. We denote by ow and oy the second larges singular
values of W and V, respectively. By Assumption 3 we have ow,ov € (0,1); see for example
Godsil and Royle (2001). In addition, we denote by o, the slower mixing speed of these two graphs

o = max{ow,ov} € (0,1). )

Let § € (0,1) and denote by K* a positive integer such that
K> [(a0/(6 = )2 (10)

Finally, since limy_,o, 0¥ (k 4 1) = 0, without loss of generality we assume that o* < k%rl Our

main result, the rate of the distributed two-time-scale SA, is stated in the following theorem.

Theorem 1 Suppose that Assumptions 1-4 hold. Let {z%,y.}, for all i € [1, N], be generated by
(2) and (3) with xé = yé = 0. Let {a, Bi} be the sequence of step sizes chosen as

ap Bo
— v = . 11
Then, there exits constants D, Dy, Dy given in Lemmas 1 and 2 below such that
N
w2 (Bl —o 1)+ milel 1
16D? By In? (K)o~ 2K" 16D By 2Dy 2Dy In(k + 1) 12

S TN =0l + 1% NO—0)P(k+20B (128 kil

More details about the choice of the two step sizes can be found in Doan and Romberg (2019).

4. Convergence analysis

We now present the analysis for the results presented in Theorem 1. Our analysis is composed of
two main steps. We first show that the estimates x}c and y,i converge to their averages =5 and ¥,
respectively. We provide an upper bound for the rates of this convergence. This step is done through
considering a residual function, which takes into account the coupling between the two step sizes

Vi = ¥ - 19 + 25, - 1. 13
Second, we study the convergence of Z; and g, to the solutions z* and y*, respectively. One can
view the updates of (7) and (8) as a centralized approach for solving (21). We, therefore, utilize the
results in our previous work to have such convergence Doan and Romberg (2019). Due to the space
limit, we skip the analysis of the second step and refer interested readers to Doan and Romberg
(2019) for more details. Our focus here is to provide the analysis for the first step as follows.
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Lemma 1 Suppose that all assumptions and step sizes in Theorem 1 hold. Denote by D a constant

s 2VN(R + C)(6ag + 1)(K*)Y/3

D 14
o , (14)
where KC* is defined in (10). Then we obtain for all k > 0
N 2 2 jowy L —2K* 2
k _ 2 ,Bk k _ 2 8D B()Oz() In (/C )O’ 8D ﬁoao
E k_ Rk — < - (15
<Hy1 ka + o sz ka ) = (1 _ U)Q(k + 1)2/3 (1 _ 0)2(k + 2)5/3 (15)

i=1

Proof Let i’ = 2 — z and ¢ = y* — §. Since W is doubly stochastic Egs. (2) and (7) gives

N
‘ﬁc—i—l = Z wijfci — akAui*f — akAmQ]i + Oék(bll — 61) — ak(f,@ — ék),
j=1
which implies that
Xis1 = WXy, — ap XpAT) — 0 YeAT, + o (By — 16]) — o (S — 18]). (16)

Using Assumption 3 yields || WXy < ow || X||. Thus, by (16) and Assumptions 2 and 4 we have
IXps1ll < (ow + an)[IXill + axl[Ye ] + VN (R + C)a. (17
Similarly, using Eqgs. (3) and (8) we obtain
IYsi1ll < (ov + B Ykl + Bel Xkl + VN(R + C) . (18)

By (9), 0 = max{ovy,ow} € (0,1), and by (10), 0 + 2a; < ¢ € (0,1),Vk > K*. Then, adding
Eq. (17) to Eq. (18) and using 5 < «y, yield
X g | + ¥l
< (0 + 200) (IXk | + Yk + 2VN (R + C)ay < 5(|IXk]| + [ Vi) + 2V N(R + C)a
u 2V/N(R + C)ag.

< S (X ||+ Yk )+ 2VN(R+0) Y and®™™" < (1K ||+ [ Yk ) + s
t=K*

Similarly, since xg = yé = 0 we can obtain
- | + 1Y x| < (0 + 200) (X ee -1 [l + [V -all) +2VN (R + Cha- 1

K*—1
<2VN(R+C) > a; <6VN(R+ C)ag(K*)'?,
t=0

where the last inequality is due to Z::C:o_ Yoy < 3a(K*)Y/3. Thus, the two preceding relations give

6v/N (R + C)ag(KH)Y/3

X jor Yol <
1 Xice 1]l + Yo ]| < s

19)
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We denote by 7 = [i/ax, a nonnegative and nonincreasing sequence since [ < ay. Moreover,
since By < ag, we have v, < 1. We next consider the residual function V' in (13). Indeed, using
Egs. (17) and (18) and since yi+1 < v, < 1 we have
Vierr = [ Yagr |+ Vo1 1 Xk || < Ve[| + vl X |
< (ov + Bkl + Bl Xkl + 2V N (R + C)Br + ow il Xl + Bel Xl + Bil Y|
< Vi + 28I Ykl + I1Xl) + 2V N (R + C) By,

which by using Eq. (19) and D in (14) we have for all k£ > K*

k Lk/2] k
Vitr < oVie + DBy < o E Ve JrDZ Bt < T Ve + DZ Bio" '+ D Z Bro™
=K~ =K t=[k/2]
- DBoc /21 DpBy)s . DBy 2DB, 1
< k+1-K Vies < k+1-K View [k/2]
=7 R e i 1-o)k+1
Moreover, since mf) = yf) = 0 implying Vp = 0, we have
K*—1
1 *
Vier < 0Vie1 + D1 < DPo ) - < Do In(K™).
= t+ 1

Combining these two relations immediately gives

e+ Dpy 2DBy 1
< *\ _k+1-K [k/2]
Vi1 < DBy In(K*)o —1—1700 +7(1—0)k+1
- 2DBo In(K*)o=*" STk 2DBy 1
- l—0o 1—0)k+1

Using the preceding relation, the definition of V in (13), and (z + y)? < 222 + 2y? we obtain

N €\ __92JC*
S o — g < DBWI N e  ADG
2l — ol < =05 0ok 1 2

Similarly, we obtain

N 2(10%\ ~—2K* _k 232
ﬁk _ 4D2,32 In“(K*)o [oae 4D B (693
IkE :fo_kaQS 0 ( ) 0

=1

(1—0)2 B  (1—0)2(k+2)26
4D? By In? (K)o = 2K 1 4D? By 1
- (1-0) (k+1)3 ° (1—0)? (k+2)5/3

where recall that we assume o < 1/(k + 1). Adding the preceding two relations give Eq. (15). H

We next utilize the following result about the convergence of of (Zy, g ) to the solutions (z*, y*).

Lemma 2 (Theorem 1 in Doan and Romberg (2019)) Suppose that all assumptions and step sizes
in Theorem 1 hold. Then there exists two absolute constants Dy and D1 such that
Bk Dy Dyln(k +1)

E_—*2 7E_—*2< . 20
Ulge = y7I7] =+ 5 Elllz fﬂ\l]_(k+1)2/3+ k1 (20)
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Using the results in Lemmas 1 and 2, we immediately have the proof of Theorem 1 as follows. By
using Egs. (15) and (20) we obtain Eq. (12), i.e.,

1 N %112 Bk * 12
~ 2 (Ellye = y*I7) + CElll2g, - 27]%])
=1

16D? By lnz(lC*)U_QK* 16D?Byag N 2Dy 2D In(k + 1)
= N—0)2(k+1)2/3 N(1—0)2(k+2)53 (k4 1)2/3 k41

Remark 3 Note that the analysis studied in this paper can be extended to cover the case when each
node i knows a different matrix A", i.e., associated with each node i is a matrix A* and a vector b’

Al — Ain A:ﬁ Z c R,
Ay An by

c R2dx2d bi — [ bi

The goal of the nodes is to cooperatively find the solution (x*,y*) of the linear equations

N
S AL+ Abyt—bi =0, and Y Aba*t+ Abyy* — by =0. Q1)
2 i=1

However, an additional projection step to a compact set X containing (z*,y*) is needed in this case

Th1 = Zw”xk KAL), + Aoy — b + &)
X
. [ N . .
Ve = | > viul, — Be(Aarzy + Abyyh — bb + )
| 7=1 X

This projection is often used in the context of distributed optimization Doan et al. (2017, 2018a).
However, this step may not be practical in reinforcement learning since X is often difficult to decide.

5. Concluding Remarks

We proposed a distributed variant of the two-time-scale SA for finding the root of a system of two
linear equations. Our main contribution is to provide a finite-time analysis of the proposed method,
where we show that this method converges at a rate O(1/k%/3). Future interesting problems include
the finite-time analysis of nonlinear counterparts, impacts of Markovian noise Gupta et al. (2019),
and applications to multi-agent reinforcement learning.
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