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Abstract

Language models have demonstrated efficacy in protein design by capturing the
distribution of amino acid sequences and structures. To advance protein representa-
tion learning, biomedical textual description has been integrated as an additional
modality, complementing existing sequence and structure information. The textual
modality is crucial as it provides insights into detailed molecular functions and
cellular contexts in which proteins operate. Existing deep learning methods have
built foundation models based on this modality, aiming for challenging protein
design tasks, including text-to-protein generation and text-guided protein editing.
Meanwhile, the capability of utilizing such multiple modalities to handle natural
protein evolution remains an open question. In this work, we introduce two tasks:
text-guided point mutation and text-guided Enzyme Commission number switch-
ing. These tasks enable a preliminary exploration of the boundaries of utilizing a
multimodal foundation model to understand protein evolution process. Our results
show that structure-based models outperform sequence-based ones by 24% in
structure-oriented evolution tasks, despite exhibiting significant biases. We also
find that models using free-form text more effectively design enzyme functions,
achieving a 30.06% closer alignment to target functions by integrating evolutionary
context. Code is available on |this GitHub repository.

1 Introduction

Protein Evolution and Design Protein evolves over time. At the molecular level, the accumulation
of mutations that confer an environmental fitness advantage leads to adaptations [7, 21]]. This process
is driven by natural selection, which increases the frequency of beneficial mutations and decreases
that of detrimental ones within a population, and is influenced by genetic drift, which can cause
unbiased random changes in gene frequencies irrespective of their impact on fitness [28]]. Natural
evolution has progressively shaped proteins, increasing their complexity and endowing them with
novel biochemical activities, including catalytic functions, as well as enhanced biophysical properties
such as stability.

Directed evolution utilizes the evolvability of proteins by consecutively introducing point mutations
to optimize protein towards a functional objective. For instance, enzyme cofactor preference could
be shifted to enhance the productivity of biosynthetic pathways [4} [12]. Instead of mimicking
natural evolution on existing proteins, de novo protein design engineers novel proteins with desirable
functions from first principles [22]. This allows us to create proteins with functions that have not yet
been made by nature, while integrating engineering principles such as modularity and controllability
into the design process [[L1]. For instance, secondary structures can be assembled into proteins with
novel fold topologies, and binding motifs from known protein-protein interfaces can be incorporated
into de novo designed supporting scaffolds [[10, |18l [23]]. These approaches offer solutions to the
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protein function design problem, also known as the inverse function problem, which involves finding
the sequences and structures that can achieve a desired function [14].

While the results have proven effective, protein function design using laboratory methods often
presents challenges. For directed evolution, the laboratory experimental process involves time-
consuming trial and error without knowing the functional consequences of the mutations being
introduced [S]]. Specifically, screening out the beneficial mutations among the hundreds to thousands
of random variants in each generation is the bottleneck of directed evolution efforts [24f]. Therefore,
directed evolution can hugely benefit from using functionally informed mutations instead of random
ones to reduce the size of the mutant pool in each generation. Similarly, de novo design of proteins
with novel functions is challenging due to the as-yet unclear mapping from sequence to function and
because foldable and functional proteins occupy only a small proportion of the protein sequence space
[24]. In addition, the design process often overlooks the protein’s cellular context, which can result
in incompatibility with the complex conditions of living systems and may lead to aggregation [5]].

LLM-based Protein Design Recent advances in artificial intelligence have profoundly influenced
the inverse protein function problem [9, 13| 26, 27, [16]. Large language models (LLMs) excel in
learning complex protein representations and can generate realistic proteins [19,[17]. Among these,
multimodal language models, which integrate modalities such as sequence, structure, and function, are
particularly promising. For instance, works represented by ESM3 can generate proteins conditioned
on functional keywords[8], while other works represented by ProteinDT can edit proteins based on
free-text descriptions of protein structure and function [15]]. Protein function is a modality with great
potential to guide function design as it is highly informative of the precise molecular activity and the
cellular context in which the protein operates. This aligns well with protein evolution’s objective to
optimize a set of functional attributes that increase life’s environmental fitness, and large language
models’ reasoning ability can help in making better mutational choices than the random choices made
by nature and directed evolution efforts.

Our Contributions: Text-guided Protein Evolution In this study, we extend the capabilities of
foundation models by exploring their application in text-guided protein evolution. We specifically
investigate how textual information can enhance directed evolution and solve inverse function
problem. To this end, we introduce two novel tasks: fext-guided point mutation and text-guided
Enzyme Commission (EC) number switching. Respectively, these two tasks examine the ability
of language models to facilitate protein evolution and their capacity to comprehend evolutionary
information. Our findings indicate that a structure-based model outperforms a sequence-based
model by 24% in structure-oriented evolution tasks, although the former exhibited significant biases.
Additionally, we demonstrate the utility of using free text to provide evolutionary context, assisting
in function design with a 30.06% improvement in alignment with the desired function.

2 Benchmark

2.1 Text-guided Point Mutation

Harnessing the principles of natural selection, directed evolution perform protein function design by
introducing predominantly random amino acid substitutions and selecting the beneficial mutations that
align with a fitness objective, thus gradually ascending the protein fitness landscape [24]. This iterative
process could be significantly accelerated by employing deliberate mutational choices produced by
LLMs. In this task, we investigate the potential of using textual information to guide the generation
of more effective point mutations. Additionally, we assess trustworthiness of computational screening
as a substitute for the laboratory synthesis of mutants.

Dataset Construction ProteinGym is a collection of benchmarks for evaluating the effects of
protein substitutions, insertions, and deletion, with data sourced from deep mutational scanning
(DMS) studies and clinical cases [20]. We repurposed this dataset by extracting the sequences from
DMS substitution studies and the corresponding quantitative evaluations of the mutant for a functional
objective.

Task Design  As illustrated in Figure[I|(a), an ancestral protein sequence z,, from ProteinGym is
masked at all possible positions to simulate a DMS study with single point mutations. A textual
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Figure 1: Benchmarking framework for protein language models in protein evolution tasks. (a)
Visualization for text-guided point mutation, showing two tracks: sequence mutation and structure
mutation (b) Visualization for text-guided EC number switching. The phylogenetic tree contains
evolutionary relationships between different EC numbers at Level 4.

prompt z; is applied to guide the generation of mutants x,, with protein language models, with
T ~ p(Tm | ¢, 24). The prompts used are specified in Appendix C.

Evaluation As shown in Figure a), in this task, we mutate ancestral sequences used in a DMS
study, which assess a specific functional objective [20]. We employ two metrics to evaluate the
generated mutants. The first is a computational oracle for the same functional objective as assessed in
the DMS study. Since DMS examines all possible single amino acid changes in a protein sequence,
the data from the study can be directly utilized to evaluate the generated mutants, serving as the
second metric.

2.2 Text-guided EC Number Switching

Design of novel protein functions necessitates substantial jumps in sequence space, where functional
sequences are generally sparse yet often situated near other functional sequences [24]]. Consequently,
rather than designing a protein with a target function de novo, it could be more effective to evolve
towards the target protein from ones with similar functions. In this task, we evaluate the ability of
LLMs to solve the inverse enzyme function problem through text-guided design, with a particular
focus on their ability to leverage textual evolutionary information to facilitate this evolution.

Dataset Construction EC number is a numerical system that classifies enzymes based on the
reaction they catalyze, with four levels of progressively finer classification that is highly informative
for enzyme function [, 29]. We extracted enzyme sequences and corresponding metadata from
UniProt Knowledgebase [3]]. To understand the evolutionary relationship between different EC classes,
phylogenetic analysis were conducted on all four EC subclasses. Results suggested that functional
closeness does not equate to evolutionary closeness, and the intra-class sequence gap is substantial.
Only sequences that share the same third-level EC number are evolutionarily closely related, as shown



Table 1: Prompts for EC number switching

Prompt Type Information

Type 1 Name of the target enzyme

Type 2 Descriptions of the target EC number at four levels

Type 3 Descriptions of the target EC number at four levels, plus the reaction it catalyzes
Type 4 Descriptions of the target EC number at four levels, plus a list of EC families diverged

along the evolutionary path from source to target

in Figure[2] Therefore, the scope of our work is constrained to performing text-guided switching of
the fourth-level EC number.

Task Design As depicted in Figure[I{b), a set of ancestral enzymes x, sharing the same Level 4
EC number is collected. Our objective is to evolve these enzymes into variants that retain the same
Level 3 EC number but transition to a different Level 4 EC number. This evolution is facilitated by
language models under the guidance of textual prompts z;, with Z. ~ p(z. | xt,2,). The specific
prompts are detailed in Appendix C. We categorize these prompts into four types, each incorporating
increasing levels of evolutionary and functional information, as summarized in Table[I} The Type 1
prompt includes only the full enzyme name associated with an EC number entry, while the Type 2
prompt also incorporates information spanning from Level 1 to Level 3 [1]. Given the descriptive
power of text in detailing precise protein functions, the Type 3 prompt integrates the precise chemical
reaction that the enzyme catalyzes. Finally, recognizing the substantial sequence divergence between
EC classes, we introduce a Type 4 prompt designed to facilitate EC number transitions by providing
descriptions of evolutionarily intermediate EC classes within a phylogenetic tree. This aims to test
the models’ ability to assimilate evolutionary knowledge and effectively navigate the EC space.

Evaluation We compare the generated enzymes with the target EC family in terms of both evo-
lutionary and functional aspects. To quantify the evolutionary proximity of generated sequences
to target enzyme number, we compute the pairwise evolutionary distances between the generated
enzymes and the ones from the target EC class. Additionally, we compute the number of generated
enzymes that reside inside the monophyletic clade of the target EC class, as shown in Figure [3|in
Appendix A. To evaluate whether the generated enzymes possess the function of the target EC class,
we derived a profile hidden Markov model (profile HMM) from all sequences associated with the
target EC class in the NCBI Protein database [2]. This profile was employed to search for homologs
among the generated enzymes. Compared to tree-based metrics, profile HMMs are more sensitive to
detecting remote homologies—those that have significantly diverged from the ancestral sequence but
retain their functional roles. This is because profile HMMs are particularly effective in identifying
conserved functional domains and motifs within a family [30].

3 Experiments

To benchmark the proposed downstream tasks, we evaluate two language models. The first is ESM3,
a generative masked language model that incorporates sequence, structure, and text modalities. For
our evaluation, we focus specifically on the sequence and structure tracks [8]]. The second model is
ProteinDT, a text-guided protein sequence editing framework that offers two editing methods: latent
interpolation and latent optimization [[15]. Both models were assessed across the two tasks. To ensure
comparability between sequence-based and structure-based results, we used ESMFold to predict the
protein structures from the sequences [13]].

3.1 Text-guided point mutation

Here, we present a case study using the eukaryotic caltractin protein, which facilitates the proper
assembly and stabilization of microtubules in a wide range of organisms, from yeast and algae to
humans [25]. We aim to mimic a single generation in directed evolution studies by introducing single
point mutations that enhances the structural stability of the calctractin sequence. Rosetta was used as
a computational oracle to compute the energy after structure prediction [6].



Table 2: Text-guided single point mutations evaluated with computational oracle and experimental
data. The best results are marked. (+) indicates that a prompt for stability increase was used. (+)
indicates that a prompt for stability decrease was used. (§)) indicates that no prompt was used to
guide the generation. Success rate is defined as the proportion of mutants with stability increased.
REU stands for Rosetta Energy Units, with lower value indicating higher stability. DMS score
is an experimental measurement of protein stability, with higher value indicating higher stability.
Synthesizability is defined as the proportion of mutants that is non-lethal and could be synthesized
experimentally. In random mutation, each position was mutated to every possible amino acid residue.

Model Computational Oracle Experimental Evaluation
Success Rate A REU Success Rate A DMS Score Synthesizability

ESM3 Sequence (+) 1.00 -109.57 0.94 0.07 0.65
ESM3 Structure (+) 0.96 -92.30 0.94 0.12 0.42
ESM3 Sequence (—) 1.00 -109.59 0.94 0.03 0.67
ESM3 Structure (—) 0.97 -93.93 0.93 0.11 0.44
ESM3 Sequence (0) 1.00 -109.56 0.93 0.04 0.67
ESM3 Structure (()) 0.97 -93.93 0.94 0.11 0.43
ProteinDT Latent Interpolation (+) 0.45 28.23 0.63 -0.53 0.93
ProteinDT Latent Optimization (+) 0.12 10.06 0.70 -0.40 0.59
Random Mutation ({) 0.40 24.86 0.67 -0.42 0.98

The evaluation of the generated mutants is presented in Table 2] Under computational oracle
evaluation, all variants of ESM3 consistently outperform ProteinDT in enhancing structural stability,
achieving up to a 55% higher success rate and 488% greater reduction in Rosetta Energy Units. In
experimental evaluations using data from the original DMS study, the non-lethal mutants exhibit a
24% higher success rate under ESM3, with a 130% greater increase in DMS scores. However, ESM3
exhibits a discernible bias towards stability optimization, as evidenced by increased stability even
absent a prompt or against a prompt to decrease stability.

Our results suggest that LLMs are not yet able to accelerate directed evolution efforts. In the
evaluation of non-lethal mutants, while there is consistency observed between the computational
and experimental evaluations for ESM3 mutants, ProteinDT demonstrates higher success rates in
experimental evaluation, with its latent optimization showing a 58% increase in success rate. Further
analysis of the computational oracle’s confidence is detailed in Table 4] In the evaluation of lethal
mutants, the current computational oracle is unable to identify any non-lethal mutants. Although
the random mutation baseline exhaustively explores the mutant space, revealing that 98 percent of
mutations are non-lethal and indicating high mutation tolerance in caltractin, a large percentage of
mutants generated by ESM3 are lethal. ESM3 tends to sample the small proportion of lethal mutants,
resulting in a synthesizability 26% lower than that of ProteinDT. As a result, although the lethal
mutants proposed by ESM3 all lead to increased stability, on average, 46.33% of the time a completely
non-synthesizable mutant will be proposed by ESM3. While ProteinDT’s latent interpolation method
proposes 93% lethal mutants, its success rate is 4% lower than the random mutation among the lethal
ones it proposes. Therefore, neither model could directly aid directed evolution in proposing better
mutational choices.

3.2 Text-guided EC number switching

Here, we present a case study of the two models applied to the more challenging protein evolution
task: EC number switching. We focus on the third-level EC class 1.1.1, which are oxidoreductases
that acts on the CH-OH group of donors and has NAD* or NADP* as acceptor [1]]. EC 1.1.1.1 was
selected as the source EC class and three other classes of varying evolutionary distances were selected
as the target EC classes.

The generated enzymes were evaluated based on their evolutionary relationships to sequences from
the target EC class, as shown in Table[3] Notably, ESM3-generated enzymes displayed the furthest
evolutionary distance from the target EC class while achieving the highest monophyletic ratio.
This suggests that ESM3 proteins capture a clade-specific pattern of mutational accumulation that
positions them within the target clade, despite diverging from the target EC family in other conserved
regions by sampling underexplored regions of sequence space. This finding is consistent with the
lack of significant hits in profile HMM searches for the ESM3 enzymes, indicating that conserved
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Figure 2: Evolutionary relationships of enzymes with EC numbers starting with 1.1.1. Triangles
signify the most recent common ancestors of each pair of EC classes. Each color corresponds to a
different EC number switching case study, showcasing three case studies with varying evolutionary
distances. The label n denotes the number of bifurcations required to transition from the source EC to
the target EC class.

local motifs, which are essential for enzyme function and typically captured by profile HMMs, are
not represented in the sequences generated by ESM3. In contrast, ProteinDT-generated enzymes
demonstrated closer evolutionary distances to proteins from the target EC family, with significant
profile HMM hits. This alignment suggests that ProteinDT captures key conserved motifs across
the entire target EC class, resulting in high overall sequence similarity and, consequently, a shorter
evolutionary distance. However, the proteins exhibited a low monophyletic ratio, indicating a distinct
sequence of mutational accumulation that does not fully align with the evolutionary path specific to
the target EC protein family—an essential feature for placement within the monophyletic group.

Overall, using prompts that are more informative of functional and evolutionary context reduces the
evolutionary distance between generated enzymes and those from the target EC class. Providing
information about the catalyzed reaction offers a marginal benefit in this regard. Specifically, Type 3
prompts, which include additional chemical reaction information compared to Type 2 prompts, result
in a 3.4% reduction in evolutionary distance. In contrast, incorporating evolutionary information is
more beneficial. The evolutionary context provided by Type 4 prompts, for EC numbers 1.1.1.55
and 1.1.1.36, facilitated the generation of sequences with the shortest evolutionary distances to the
target EC class among the four prompt types. This suggests that providing additional evolutionary
context may guide the model to generate sequences that are evolutionarily closer to the target class.
However, for EC number 1.1.1.14, the prompt containing only the enzyme name was most effective.
This may indicate that, for certain enzymes, the name itself is sufficiently informative, specifying
the type of reaction the enzyme catalyzes, thus making additional functional information in Types 2
and 3 prompts unnecessary. Nonetheless, on average, providing evolutionary context to ProteinDT
with Type 4 prompts resulted in enzymes with a 12.31% shorter evolutionary distance than when



Table 3: Phylogenetic analysis and profile HMM evaluation of text-guided EC number switching.
Enzymes from the source EC class 1.1.1.1 were attempted to be switched to three different target EC
classes of varying evolutionary distance under the guidance of four types of prompts in Table[I] In
phylogenetric tree based evaluation, evolutionary distance is defined as the average pairwise distance
between the sequences of the two classes in a tree, with number of amino acid substitutions per site
as unit. A shorter distance is better. Monophyletic ratio is defined as the proportion of generated
enzymes that resides in the clade of the target EC class in a phylogenetic tree as shown in Figurd3] In
profile HMM based evaluation, a lower E-value indicates a higher confidence for the enzyme being a
homologous sequence of the target EC class and a higher score indicates a better sequence alignment
of the generated enzyme with the target EC sequences. A hyphen indicates no significant hit was
found by the profile HMM search.The best results are marked.

Model Target EC Class Prompt Type Phylogenetic Tree Profile HMM
Evolutionary Distance = Monophyletic Ratio  E-value  Score
ProteinDT 1.1.1.55 1 2.12 0.00 1.81E-08 61.68
ProteinDT 1.1.1.55 2 3.28 0.00 1.81E-08  61.68
ProteinDT 1.1.1.55 3 3.11 0.00 1.75E-08  61.71
ProteinDT 1.1.1.55 4 2.10 0.00 1.81E-08 61.68
ESM3 1.1.1.55 1 3.37 0.28 - -
ProteinDT 1.1.1.14 1 1.93 0.28 0.042 77.72
ProteinDT 1.1.1.14 2 2.07 0.16 0.042 71.73
ProteinDT 1.1.1.14 3 2.02 0.28 0.042 77.72
ProteinDT 1.1.1.14 4 2.31 0.16 0.042 77.72
ESM3 1.1.1.14 1 2.63 0.44 - -
ProteinDT 1.1.1.36 1 2.82 0.08 - -
ProteinDT 1.1.1.36 2 2.85 0.08 - -
ProteinDT 1.1.1.36 3 2.80 0.08 - -
ProteinDT 1.1.1.36 4 2.78 0.08 - -
ESM3 1.1.1.36 1 4.28 0.40 - -

no evolutionary context was provided in Type 2 prompts. Comparing the two models, ProteinDT-
generated enzymes are 30.06% closer to the target EC family compared to those generated by ESM3
without such context.

Additionally, it seems challenging for ProteinDT to switch to a distant EC class (e.g., n=20), as there
were no significant hits at all from profile HMM searches when attempting to switch to 1.1.1.36.
This difficulty may arise because large evolutionary and functional distances between the source and
target EC classes demands substantial changes in secondary and tertiary structures. While capable of
making localized sequence alterations required by switching to closely related EC, ProteinDT may
not be adept at capturing complex structural and functional relationships with protein sequences.

4 Conclusion

In this work, we introduced two novel protein evolution tasks: text-guided point mutation and
text-guided EC number switching. In the point mutation task, among synthesizable mutants,
ESM3 models that incorporate protein structure modality outperformed the sequence-based model,
ProteinDT, in structure-oriented evolution tasks but demonstrated a strong bias toward increasing
protein stability. However, neither of the two models is sufficiently effective to assist in directed
evolution, as neither achieves both a high synthesizability and a high success rate. In the EC number
switching task, ESM3 excelled at exploring novel sequence spaces while possessing clade-specific
mutational patterns. In contrast, ProteinDT generated sequences with motifs that are highly conserved
among proteins in the target EC class and displayed a closer evolutionary distance to these proteins.
Our findings suggest the benefits of leveraging evolutionary information for more effective enzyme
function design, which is a capability afforded by models supporting free-text modality. Moving
forward, developing models that integrate both free-text and structure modalities could enhance
performance in protein engineering tasks.
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A Appendix: Phylogenetic Anlaysis

Phylogenetic trees were used to investigate the evolutionary relationship between the gener-
ated, source, and target enzymes in the text-guided EC number switching task. Enzyme se-
quences were downloaded from NCBI Protein, and then aligned and trimmed using Muscle
v5.1 and TrimAl v1.4. Maximum likelihood trees were inferred using IQ-TREE v2.0.3 with

1,000 ultrafast bootstraps and a substitution model selected by ModelFinder. To ensure inclu-
sion of all mixture models, the following flags were used: -mrate E,I,G,I+G,R and -madd

c¢10,€20,C30,C40,C50,C60,EX2,EX3,EHO0,UL2,UL3,EX_EHO,LG4M,LG4X,CF4.

EC numbers
that do not form monophyletic groups were pruned to ensure the uniqueness of ancestry for each EC
number represented in the tree.

In the text-guided EC number switching task, the evolutionary relationship between the generated
enzymes and the target enzymes are analyzed. A monophyletic ratio is defined as the proportion of

generated enzymes that resides inside the clade of the target EC sequences. For example, Output 10
and Output 11 reside in the monophyletic EC 1.1.1.36 clade, as shown in Figure[3]
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Figure 3: Visualization of monophyletic EC class clade. Output 10 and Output 11, which are
highlighted in red, reside within the monophyletic EC 1.1.1.36 clade.
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B Appendix: Oracle Confidence

Table 4: Confidence of REU Oracle. Concordance is the percentage of results from the computational
oracle that are consistent with experimental outcomes in DMS study. (+) indicates a prompt for
stability increase, (—) indicates a prompt for stability decrease, and (0)) indicates that no prompt was
used to guide the generation.

Model Concordance
ESM3 Sequence (+) REU 0.674
ESM3 Structure (+) REU 0.673
ESM3 Sequence (—) REU 0.674
ESM3 Structure (—) REU 0.677
ESM3 Sequence () REU 0.674
ESM3 Structure () REU 0.676
ProteinDT Latent Interpolation (+) REU 0.561
ProteinDT Latent Optimization (+) REU 0.401
Random Mutation ({)) REU 0.556

C Appendix: Prompts and Generation Condition

Text-guided point mutation: ESM-3 A textual description is applied to specific sequence tokens
or structural tokens at the masked mutation position(s), as shown in Table[5] The generation was
conditioned either on sequence, structure, and text, or solely on sequence and structure. Two editing
methods were utilized: sequence generation followed by structure prediction, and direct structure
generation.

Text-guided point mutation: ProteinDT A textual description is applied to the entire sequence,
as shown in Table[5] and the protein is edited using latent optimization and latent interpolation.

Table 5: Prompts for Text-guided Point Mutation

Model Prompt

ESM-3 Functional Keywords: Increase; Stability.
ProteinDT  Modify the amino acid sequence to have higher stability.
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Text-guided EC number switching Prompts used in this task are shown in Table|[6]

Table 6: Prompts for Text-guided EC number switching

EC Number

Type

Prompt

ECI.1.1.14

Typel

Type2

Type3

Typed

ESM3

Modify this amino acid sequence to become that of sorbitol dehydroge-
nase.

Modify this amino acid sequence to become that of sorbitol dehydroge-
nase, which also is an enzyme classified as an oxidoreductase, acting on
the CH-OH group of donors, with NAD or NADP as acceptor.

Moditfy this amino acid sequence to become that of sorbitol dehydroge-
nase, which catalyzes the conversion of L-iditol to L-sorbose.

Modify this amino acid sequence to that of sorbitol dehydrogenase.
The following enzymes become increasingly similar to sorbitol dehy-
drogenase: aryl-alcohol dehydrogenase, lactaldehyde reductase, iso-
propanol dehydrogenase, L-threonine 3-dehydrogenase, and glucose
1-dehydrogenase.

sorbitol; dehydrogenase

EC1.1.1.55

Typel

Type2

Type3

Type4

ESM3

Modify this amino acid sequence to become that of lactaldehyde reduc-
tase.

Modify this amino acid sequence to become that of lactaldehyde reduc-
tase, which also is an enzyme classified as an oxidoreductase, acting on
the CH-OH group of donors, with NAD+ or NADP+ as acceptor.
Modify this amino acid sequence to become that of lactaldehyde re-
ductase, which catalyzes the conversion of propane-1,2-diol to L-
lactaldehyde.

Modify this amino acid sequence to that of lactaldehyde reductase, con-
sidering that aryl-alcohol dehydrogenase is more similar to lactaldehyde
reductase than the original sequence.

lactaldehyde; reductase

ECI1.1.1.36

Typel

Type2

Type3

Type4d

ESM3

Modify this amino acid sequence to become that of acetoacetyl coenzyme
A reductase.

Modify this amino acid sequence to become that of acetoacetyl coenzyme
A reductase, which also is an enzyme classified as an oxidoreductase,
acting on the CH-OH group of donors, with NAD+ or NADP+ as accep-
tor.

Modify this amino acid sequence to become that of acetoacetyl coenzyme
A reductase, which catalyzes the conversion of (R)-3-hydroxyacyl-CoA
to 3-oxoacyl-CoA.

Modify this amino acid sequence to that of acetoacetyl coenzyme
A reductase. The following enzymes become increasingly similar
to acetoacetyl coenzyme A reductase: aryl-alcohol dehydrogenase,
lactaldehyde reductase, isopropanol dehydrogenase, L-threonine 3-
dehydrogenase, D-iditol 2-dehydrogenase, 2-hydroxy-3-oxopropionate
reductase, 3-hydroxypropionate dehydrogenase, quinate dehydrogenase,
aromatic 2-oxoacid reductase, ketol-acid reductoisomerase, malate dehy-
drogenase, lactaldehyde reductase, propanediol:NAD oxidoreductase, L-
xylose 1-dehydrogenase, alcohol dehydrogenase, 3-dehydrosphinganine
reductase, and glucose 1-dehydrogenase.

acetoacetyl coa; reductase
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