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Abstract

Retrieval-Augmented Generation (RAG) systems often struggle to han-
dle multi-hop question-answering tasks accurately due to irrelevant con-
text retrieval and limited complex reasoning capabilities. We introduce
Collab-RAG, a collaborative training framework that leverages mutual en-
hancement between a white-box small language model (SLM) and a black-
box large language model (LLM) for RAG. Specifically, the SLM decom-
poses complex queries into simpler sub-questions, thus enhancing the accu-
racy of the retrieval and facilitating more effective reasoning by the black-
box LLM. Concurrently, the black-box LLM provides feedback signals to
improve the SLM’s decomposition capability. We observe that Collab-RAG
relies solely on supervision from an affordable black-box LLM without ad-
ditional distillation from frontier LLMs, yet demonstrates strong generaliza-
tion across multiple black-box LLMs. Experimental evaluations across five
multi-hop QA datasets demonstrate that Collab-RAG substantially outper-
forms existing black-box-only and SLM fine-tuning baselines by 1.8%-14.2%
on average. In particular, our fine-tuned 3B SLM surpasses a frozen 32B
LLM in question decomposition, highlighting the efficiency of Collab-RAG
in improving reasoning and retrieval for complex questions. Our imple-
mentation is available at https://github.com/ritaranx/Collab-RAG/.

1 Introduction

Despite the strong performance of Large Language Models (LLMs) across a wide range
of language tasks, they face several limitations such as hallucinations (Shi et al., 2024a),
and difficulties adapting to evolving or domain-specific knowledge (Zhang et al., 2024b).
Retrieval-Augmented Generation (RAG) has emerged as a powerful technique to address
these challenges by integrating external knowledge sources, enabling LLMs to improve fac-
tual accuracy (Lewis et al., 2020) and response reliability (Lin et al., 2024) to their responses.

In a standard RAG pipeline, a retriever first searches from external corpora for relevant
information based on a given query. The retrieved context is then combined with the query
and fed into the LLM, allowing it to generate a more contextually grounded response.
Although stronger black-box LLMs have shown strong capability in language modeling and
have been used as RAG readers in practice (Shi et al., 2024a; Jeong et al., 2024), the standard
RAG pipeline often has low-recall issues, where relevant information cannot be retrieved (Yu
et al., 2024a). This issue is particularly pronounced in complex question-answering (QA)
tasks, where multiple pieces of evidence are required for accurate reasoning.

To enhance the ability of black-box LLMs for handling complex questions in RAG appli-
cations, several studies have attempted to improve retrieval quality, such as training an
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auxiliary model for text embedding (Shi et al., 2024a) or query re-ranking (Mao et al., 2024).
However, these approaches primarily focus on refining single-step retrieval and fail to
address the inherent challenges of complex question-answering scenarios, where iterative
evidence gathering is essential for assembling the most relevant information from the corpus.
Moreover, Jiang et al. (2023); Li et al. (2025); Liu et al. (2024a); Wang et al. (2024) propose
training-free methods to leverage LLM itself to refine queries or perform multi-turn retrieval.
However, without dedicated training, LLMs have limited capabilities in effective query
decomposition and refinement, making these methods suboptimal for complex retrieval
tasks. Recently, some studies finetune small language models to improve RAG performance
(Liu et al., 2024b; 2025; Wei et al., 2025), however, updating parameters for black-box LLMs
remains inefficient and resource-intensive, limiting the practicality of these methods in
real-world applications. To summarize, it is still crucial yet challenging to fully unleash the
capability of black-box LLMs for complex question answering tasks.
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Figure 1: Comparison of various LLM-based RAG
pipelines. Collab-RAG fosters collaboration be-
tween the SLM query decomposer and the LLM
reader, allowing them to enhance each other.

In this work, we introduce Collab-RAG,
an RAG framework that enhances
black-box LLMs for complex question
answering by incorporating an addi-
tional white-box small language model
(SLM). As shown in Figure 1, the SLM
serves as a decomposer, breaking down
complex queries into smaller, atomic
subquestions to improve the retrieval
of relevant contexts (Patel et al., 2022;
Khot et al., 2023). The black-box LLM
then acts as a reader, generating in-
termediate answers for each subques-
tion and synthesizing them into a fi-
nal response. By structuring retrieval
around decomposed subquestions, this
framework effectively harnesses the
context extraction capabilities of black-
box LLMs to answer the complex ques-
tions step-by-step.

Using SLMs directly for question decomposition is often ineffective, as they are not ex-
tensively trained on relevant data, and collecting large-scale, high-quality annotations is
expensive. To overcome this challenge, we propose a self-improving training strategy that
depends solely on feedback from black-box LLMs. During training, we model the black-
box LLM (GPT-4o-mini) as an environment that generates responses alongside queries and
retrieved contexts. The SLM engages in multi-turn interactions with this environment to
iteratively refine its decomposition strategy. Our key insight is that higher-quality question
decomposition leads to better final answers. Based on this, we design an iterative preference
optimization approach (Pang et al., 2024) that uses feedback from the black-box LLM to
improve the SLM’s decomposition capabilities. Specifically, inspired by (Guo et al., 2025; Jin
et al., 2025), we adopt a rule-based evaluation to distinguish between effective and ineffective
decompositions by assessing both the format of the subquestions and the accuracy of the
final answer. This preference optimization framework enables the SLM to learn optimal
decomposition strategies that enhance retrieval and reasoning ability for the RAG pipeline,
without relying on costly human annotations or distillation from frontier-class LLMs.

Our contributions can be summarized as follows: (i) Problem Wise, we propose Collab-RAG
to enable dynamic collaboration between white-box SLMs and black-box LLMs, which have
not yet been widely explored in existing RAG studies for complex question answering. (ii)
Methodology Wise, Collab-RAG employs an iterative preference optimization approach using
outcome feedback from black-box LLMs without relying on distillation from frontier LLMs.
Collab-RAG is trained using feedback from GPT-4o-mini only but shows strong generaliza-
tion across various LLMs. (iii) Experimental Wise, Collab-RAG outperforms both black-box
LLM-only approaches and small LLM fine-tuning baselines by 1.8%-14.2%, demonstrating
improved reasoning and retrieval effectiveness in complex question-answering tasks. No-
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tably, for question decomposition, a fine-tuned 3B SLM achieves better results than a frozen
32B LLM on average, justifying the efficiency and effectiveness of Collab-RAG.

2 Related Work

Retrieval-Augmented Generation. RAG enhances LLMs by integrating external knowledge
retrieval, improving the accuracy and relevance of generated responses. Earlier works
study improving retrievers for RAG, as Shi et al. (2024a); Shao et al. (2023) finetune retrievers
based on language model feedbacks. Then, with more available open-source LLMs, several
works also design effective instruction finetuning pipelines towards RAG applications via
collecting diverse training data (Lin et al., 2024; Liu et al., 2024b; Yu et al., 2024b), generating
synthetic data (Xu et al., 2024; Zhu et al., 2024; Shi et al., 2024b), or incorporating chain-of-
thought reasoning process (Yu et al., 2024a; Wei et al., 2025). More recently, reinforcement
learning (RL) techniques have been employed to optimize retrieval relevance (Dong et al.,
2024) and enhance the quality of chain-of-thought reasoning (Liu et al., 2025; Zhang et al.,
2024a). RAG-Gym (Xiong et al., 2025) and RAG-Star (Jiang et al., 2024) employ reward
models to guide LLM generation, but they rely on supervision from GPT-4 series models,
which introduces additional supervision costs. Different from these works, we leverage a
preference-based fine-tuning method to better decompose the complex questions based on
the feedback of final answer, which alleviates the need for intermediate passage relevance
supervision and can serve as a generic plug-in for LLMs.

Query Optimization. To improve end-to-end performance of RAG pipelines, several query
optimization techniques have been proposed. Several studies have explored query rewriting
techniques to enhance response quality (Ma et al., 2023; Mao et al., 2024), particularly in
conversational question-answering systems where rewriting helps better capture user intent
(Mo et al., 2023). More related to our work, some approaches focus on decomposing
complex queries to facilitate step-by-step reasoning. Prompt-based decomposition methods
have been proposed for reasoning tasks (Khot et al., 2023; Khattab et al., 2022) and have
been extend to RAG scenarios (Verma et al., 2024; Liu et al., 2024a), while some other
approaches refine queries progressively using retrieved contexts (Yu et al., 2023; Li et al.,
2025). Additionally, recent methods leverage knowledge distillation from proprietary
models to learn query decomposition strategies (Chan et al., 2024).

3 Preliminaries

Retrieval-Augmented Complex Question Answering. Standard open-domain QA typically
relies on single-step retrieval to locate relevant information. In contrast, complex QA (also
referred to as multi-hop QA), requires extracting and integrating multiple pieces of information
while performing multi-step reasoning (Ho et al., 2020; Yang et al., 2018; Trivedi et al., 2022).
In this work, we focus on enhancing RAG with LLMs for complex QA tasks, specifically
targeting complex QA datasets. We do not study single-step QA in this work.
Problem Formulation. We consider a complex QA task that requires multi-step reasoning
and the retrieval of external knowledge to derive solutions. Specifically, given a ques-
tion xi ∈ X that necessitates reasoning across multiple documents, the objective is to
generate a comprehensive solution composed of (i) a decomposition of original question
to multiple simpler sub-questions Qi = {qi,1, qi,2, . . . , qi,Ti} with intermediate solutions
Yi = {yi,1, yi,2, . . . , yi,Ti} and (ii) a final answer yi ∈ Y , where Ti ∈ N+ denotes the number
of reasoning steps. Each sub-question qi,t is used to iteratively retrieve relevant information
from a corpus C via a retriever rψ(·) that progressively leads to the final answer.

4 Methodology

In this section, we introduce Collab-RAG, an advanced RAG framework designed for com-
plex QA by leveraging collaboration between a white-box SLM and a black-box LLM. Denote
Q∗ as the set of finite sequences for subquestions and Y∗ as the set of possible solutions, our
framework Collab-RAG consists of two parts: (i) a white-box small language model fθ(·),
to serve as a question decomposer. The decomposition function fθ : X → Q∗ maps the
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Figure 2: The iterative training framework of Collab-RAG. The SLM updates its parameters
based on the generation quality of the LLM reader. The above process is conducted over
multiple iterations to gradually improve SLM’s decomposition capability.

question to a variable-length sequence of retrieval queries. (ii) a black-box large language
model gϕ(·) : Q× C → Y∗ to serve as the reader for answering the intermediate questions
and deriving the final answer with retrieved contexts. Further details are provided below.

4.1 Overview of Collab-RAG

In our framework, the SLM is employed as a query decomposer to transform complex
queries into simpler, manageable step-by-step subquestions (Section 4.3). Subsequently, the
decomposed subquestions guide the LLM-based RAG system in sequentially retrieving and
synthesizing relevant information. We view the RAG system as an environment (Section 4.2)
and construct a diverse and extensive training dataset through interactions between the
white-box SLM decomposer and the black-box LLM reader (Section 4.4). Since updating a
black-box LLM is costly, we refine the system by updating the parameters of the SLM fθ(·).
This is achieved through iterative preference optimization, leveraging feedback from the
LLM (Section 4.5). The framework of Collab-RAG is illustrated in Figure 2.

4.2 RAG as Environment

We formulate the LLM-based RAG system as an environment that interacts with the LLM
question decomposer. At each step t ∈ {1, 2, ..., Ti}, a retriever rψ takes the current question
qi,t and searches over a set of documents Di,t = rψ(qi,t) that are most relevant to qi,t. Next, a
generator gϕ uses the current question qi,t, the retrieved knowledge Di,t, and all previous
responses {ŷi,k}t−1

k=1 to produce a response ŷi,t as:

ŷi,t = gϕ(qi,t, Di,t, {ŷi,k}t−1
k=1). (1)

After the Ti steps, the RAG system outputs the final solution ŷi,Ti . The quality of the
question decomposition is evaluated using a reward function u : X ×Q∗ → R defined as a
combination of format and accuracy rewards (Guo et al., 2025):

u(xi, fθ(xi)) =

{
eval(xi, ŷi,Ti , yi) if format(xi, ŷi,Ti ) = 1;
0 otherwise. (2)

Here, the format reward (format(xi, ŷi,Ti )) mainly check whether the model can out-
put the decomposed question with correct reference of answers from previous round
of answers1, and the accuracy reward (eval(·)) evaluates whether the response is cor-
rect, where yi is the ground-truth answer. In our study, we use a combination of Exact
Match (EM) and Accuracy (Acc)2 as the final accuracy reward, defined as eval(xi, ŷi,Ti , yi) =

0.5 ×
(
EM(ŷi,Ti = yi) + Acc(ŷi,Ti = yi)

)
. A higher reward indicates a more effective decom-

position fθ(x) in guiding the RAG system to the correct answer.

1We enforce the model to output correct reference to previous round answers such as ’What is the
name of the magazine mentioned in #1?’, where #1 is the answer for subquestion 1. However, sometimes
the model will still output ’What is the name of the magazine mentioned in Question 1’, which yields
suboptimal retrieval results.

2Accuracy only requires the ground truth answer exist in the response, which is relaxed from EM.
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4.3 White-Box SLM fθ as Query Decomposer

Complex questions frequently include multiple interdependent sub-questions, which stan-
dard retrieval systems often struggle to resolve effectively. To address this, we use a
lightweight, white-box SLM specifically as a query decomposer. Given a complex query xi,
the decomposer θ generates a structured sequence of simpler sub-questions:

fθ (xi) =
{

qi,1, qi,2, . . . , qi,Ti

}
, (3)

where each sub-question qi,t clearly specifies the retrieval target, enhancing retrieval rele-
vance and efficiency.

4.4 Black-Box LLM gϕ as Context Reader

Despite their effectiveness in text generation tasks, LLMs still struggle to systematically
decompose and interpret complex questions in RAG systems due to: (1) limited multi-step
reasoning for effective decomposition in smaller models, (2) suboptimal decompositions
from zero-shot scenarios, and (3) difficulties integrating evidence dynamically across rea-
soning steps. To address these limitations, we formulate the RAG system as an interactive
environment, utilizing feedback from the black-box LLM context reader as the supervision
signal. Specifically, we regard a decomposition as positive if the black-box LLM can accu-
rately interpret retrieved information and produce correct answers based on the decomposed
queries, thereby improving the overall capability of the RAG system. For each input xi, we
initially sample sub-questions using the LLM-based decomposer: Qi = {qi,t}

Ti
t=1 ∼ fθ(xi).

We then select the best-of-N decomposition based on the highest reward u(xi, fθ(xi)) as the
positive example, and the worst-of-N decomposition as the negative example3:

Qi+ = Qi,j, j = arg max
1≤n≤N

u(xi, Qi,n),

Qi− = Qi,j, j = arg min
1≤n≤N

u(xi, Qi,n).
(4)

To prevent overfitting and encourage generalization, we follow reinforcement learning with
human feedback (RLHF) principles (Ouyang et al., 2022) and ensure each positive and
negative pair shares the same input prompt, thus constructing a balanced training dataset
DiDPO = {(xi, Qi+, Qi−)}.

4.5 Iterative Preference Optimization via LLM Feedback

Directly employing SLMs for question decomposition often falls short due to their limited
reasoning capabilities, while collecting extensive, high-quality annotations is resource-
intensive. To overcome these limitations, we leverage feedback from black-box LLMs to
curate training data for SLMs (Choi et al., 2024). It starts with supervised fine-tuning
(SFT) based on rejection sampling and subsequently improves through iterative preference
optimization guided by black-box LLM feedback.

Warmup: Supervised Fine-tuning with Rejection Sampling. Smaller language models
often struggle with reinforcement learning due to their limited capabilities, leading to
unstable training and poor convergence (Zheng et al., 2023). To address this challenge,
we first fine-tune the model on self-generated high-quality data: For each question xi, we
employ rejection sampling (Zelikman et al., 2022) to generate candidate decompositions:
{Qi,1, Qi,2, · · · , Qi,N} ∼ fθ(xi). Then, only prompts with decomposition having the highest
reward will be included in the SFT dataset DSFT = {(xi, Qi) | u(xi, Qi) ≥ 0.5}. The SLM is
then fine-tuned using next-token prediction loss, conditioned on the input question:

LSFT = −E(xi ,Qi)∼DSFT

[
L

∑
l=1

log fθ(Qi[l] | Qi[< l], xi)

]
, (5)

3The prompt will be discarded if all decompositions lead to the same reward (e.g., all of them result
in correct/incorrect answers).
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where Qi[l] is the l-th token in the generated decomposition. Through SFT, the white-box
SLM acquires the essential query decomposition skills needed for subsequent optimization.

Iterative DPO. Directly using decompositions generated by SLMs can lead to overfit-
ting due to imbalances between positive and negative examples, resulting in simplistic
patterns and limited model improvements. To mitigate this, we propose an iterative opti-
mization framework that interleaves data collection and model training. Initially, we set
the model parameters to θ(0) = θ after the warm-up phase and collect an initial dataset
D(0). At iteration m, we optimize model parameters θ(m) and generate fresh samples
{Q(m)

i,0 , Q(m)
i,1 , · · · , Q(m)

i,K } ∼ fθ(m)(x). Following Section 4.4, we then construct preference

pairs, forming the training dataset D(m)
iDPO = (xi, Q(m)

i+ , Q(m)
i− ). To update the model for the

next iteration θ(m+1), we employ the direct preference optimization (DPO) for parameter
optimization, using the model from the previous iteration as the reference. Consequently,
the training objective for iterative DPO of the SLM at m-th iteration is formulated as:

LIDPO(θ
(m+1)) := −E

(x,Q+ ,Q−)∼D(m)
iDPO

[
log σ

(
β log π

(m+1)
θ (Q+ |x)
π
(m)
θ (Q+ |x)

− β log π
(m+1)
θ (Q− |x)
π
(m)
θ (Q− |x)

)]
.

(6)

5 Experiments

5.1 Experiment Setups

Evaluation Datasets. We use five representative multi-hop QA datasets: (1) Hot-
potQA (Yang et al., 2018), (2) 2WikiMQA (Ho et al., 2020), (3) MusiQue (Trivedi et al.,
2022), (4) StrategyQA (Geva et al., 2021), and (5) Bamboogle (Press et al., 2023). We conduct
evaluations on all questions from StrategyQA and Bamboogle, and the first 500 questions
from the development sets of the other datasets following existing studies (Trivedi et al.,
2023; Shao et al., 2023; Wang et al., 2024). For Bamboogle, we used the Wikipedia dump from
December 2018 as the corpus, while for the other datasets, we use the corpora provided by
their respective original sources. Detailed descriptions are in Appendix A.

Training Datasets. We sample 10000 (question, answer) pairs from the training set of
HotpotQA, MusiQue, and 2WikiMQA as the training data4.

Evaluation Metrics. Different studies often use various metrics to evaluate the performance
of RAG models. To ensure a comprehensive evaluation, we consider Exact Match (EM),
Accuracy and F1 Score jointly as the metric, while EM is used as the main metric.

Baselines. We consider the following baselines for comparison: (1) White-box LLMs
with RAG: where we consider most recent RAG models based on open-source LLMs
including DRAGIN (Su et al., 2024), GenGround (Shi et al., 2024b), ChatQA (Liu et al., 2024b),
RankRAG (Yu et al., 2024b), and Retrieval-augmented Finetuning (RAFT) (Zhang et al.,
2024b; Lin et al., 2024). (2) Black-box LLMs with RAG: where we consider IRCOT (Trivedi
et al., 2023), FLARE (Jiang et al., 2023), RA-ISF (Liu et al., 2024a), BlendFilter (Wang et al.,
2024), Search-o1 (Li et al., 2025), and IterDRAG (Yue et al., 2025). (3) Additional Baselines:
we also consider baselines including Chain-of-Thought (COT, Wei et al. (2022)), vanilla
RAG (Lewis et al., 2020), RAG with question decomposition (Khot et al., 2023), RAG with
reranking, RAFE (Mao et al., 2024), Iter-RetGen (Shao et al., 2023), RQ-RAG (Chan et al.,
2024), RAG-Star (Jiang et al., 2024), and one recent baseline RAG-Gym (Xiong et al., 2025).
The details of baselines are in Appendix B.

5.2 Implementation Details

Backbones. For both white-box SLMs and black-box LLMs, we consider different variants to
test the generalization of Collab-RAG. Specifically, we consider Qwen-2.5-3B-Instruct (Yang

4It is worth noting that we do not use the intermediate reasoning chain, or gold passages provided
by the original datasets during our training and evaluation to ensure fair comparison.
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Baselines StrategyQA HotpotQA MusiQue 2WikiMQA Bamboogle
EM Acc EM F1 Acc EM F1 Acc EM F1 Acc EM F1

RAG with White-box LLMs (For Reference Only)
DRAGIN (Su et al., Best) 68.9 — 31.4 42.3 — — — — 30.4 39.3 — — —
GenGround (Shi et al., 7B) 77.1 47.2 — 52.2 20.2 — 27.4 45.6 — 50.2 — — —
ChatQA (Liu et al., 70B) — — 42.2 54.4 — — — — 34.9 37.4 — — —
RankRAG (Yu et al., 70B) — — 42.7 55.4 — — — — 38.2 43.9 — — —
RAFT (Qwen-2.5-Instruct, 3B)∗ 61.1 47.0 38.2 48.1 15.8 11.0 20.7 27.4 36.4 42.1 23.2 16.8 25.5
RAFT (Llama-3.1-Instruct, 8B)∗ 69.0 51.2 41.0 51.6 22.0 13.8 24.0 44.6 39.4 45.8 30.4 24.8 34.1
RAG with Black-box LLMs (For Reference Only)
FLARE (Jiang et al., GPT-3.5) 77.3 — — — — — — — 51.0 59.7 — — —
RA-ISF (Liu et al., Best) 75.9 — 46.5 — — — — — 36.1 — — — —
BlendFilter (Wang et al., GPT-3.5) 74.4 — 50.8 62.4 — — — — 40.4 47.0 — — —
Search-o1 (Li et al., 32B) — — 45.2 57.3 — 16.6 28.2 — 58.0 71.4 — 56.0 67.8
IterDRAG (Yue et al., Gemini-1.5, 32K) — 44.4 38.4 49.8 30.6 22.6 35.0 76.8 67.0 75.2 56.8 44.3 54.6
GPT-4o-mini as LLM Reader
CoT (Wei et al.) 78.2 37.2 25.6 37.7 18.4 9.6 21.6 33.8 27.6 34.5 39.7 28.8 42.4
RAG (Lewis et al.) 78.6 58.4 41.8 57.1 22.6 11.4 23.4 45.0 37.2 45.9 28.0 23.2 32.5
RAG w/ GPT-4o-mini Decompose (Khot et al.) 76.8 61.6 46.6 60.4 41.4 24.2 39.3 74.0 59.0 71.5 57.6 45.6 60.6
RAG w/ GPT-4o-mini Rerank 76.8 56.0 40.2 56.5 23.2 12.4 25.3 44.2 36.8 44.7 34.4 28.0 37.0
RAFE (Mao et al.) 79.0 57.8 40.6 55.4 20.2 11.8 23.8 43.4 36.2 39.3 30.4 24.0 31.5
IRCoT-0 shot (Trivedi et al.) 77.7 58.8 44.8 57.6 31.4 18.8 31.2 54.8 43.6 56.6 37.6 28.8 41.6
IRCoT-10 shot (Trivedi et al.) 79.0 62.4 49.6 61.8 42.4 25.0 40.5 73.6 59.4 70.3 53.2 49.6 61.8
Iter-RetGen (Shao et al.) 73.0 60.0 46.2 61.2 39.6 25.8 40.4 65.8 50.2 65.3 50.4 40.8 51.0
RQ-RAG (Chan et al.)†‡ 73.5 60.2 45.4 59.5 31.0 19.2 31.0 59.6 50.2 58.8 25.2 14.8 21.5
RAG-Star (Jiang et al.) 69.0 49.0 46.0 60.0 27.0 22.0 30.7 43.0 38.0 46.8 — — —
RAG-Gym (Xiong et al.)† — — 46.4 59.4 — — — — 49.4 58.0 — 55.2 65.6
Collab-RAG 3B (Qwen-2.5-3B as backbone) 82.0 67.2 51.6 66.2 41.6 25.4 39.6 79.4 63.0 74.5 55.4 47.2 62.0
Collab-RAG 8B (Llama-3.1-8B as backbone) 81.6 66.2 53.0 65.6 45.8 26.4 42.4 79.0 63.2 74.6 59.4 52.8 64.8
GPT-4o as LLM Reader
CoT (Wei et al.) 79.5 56.2 29.4 48.9 26.8 17.0 28.9 58.4 41.8 53.6 60.8 42.8 59.5
RAG (Lewis et al.) 81.2 64.0 47.2 63.6 29.8 17.4 30.1 57.8 45.8 57.1 35.2 27.2 37.2
RAG w/ GPT-4o Decompose (Khot et al.) 83.2 67.2 52.2 65.6 44.8 27.8 42.3 78.8 62.2 73.3 69.6 62.4 74.9
RAG w/ GPT-4o Rerank 80.8 60.6 46.4 59.5 27.4 15.6 27.1 49.4 42.2 50.2 43.2 29.6 42.6
RAFE (Mao et al.) 78.6 61.0 44.8 58.8 22.8 13.8 23.2 50.6 43.2 44.1 35.2 26.4 36.9
IRCoT-0 shot (Trivedi et al.) 78.6 64.2 48.0 63.7 33.8 22.4 33.5 61.4 51.4 61.0 60.8 46.4 56.9
IRCoT-10 shot (Trivedi et al.) 81.2 66.4 52.8 66.0 44.2 29.4 43.9 78.0 62.2 70.0 66.4 57.6 70.0
Iter-RetGen (Shao et al.)† 76.8 62.6 48.4 63.4 42.0 26.6 42.6 71.4 52.8 69.6 62.4 48.8 67.7
RQ-RAG (Chan et al.)†‡ 77.3 62.0 46.2 60.3 31.6 20.0 32.4 60.2 50.8 59.5 32.8 23.6 33.9
RAG-Star (Jiang et al.)† 81.0 57.0 48.0 68.6 40.0 29.0 43.5 63.0 48.0 61.7 — — —
Collab-RAG 3B (Qwen-2.5-3B as backbone) 82.5 68.6 55.6 68.3 43.6 26.2 40.0 82.0 67.0 77.9 65.6 60.0 70.6
Collab-RAG 8B (Llama-3.1-8B as backbone) 82.9 69.2 54.4 68.3 47.2 29.0 43.4 81.0 67.2 77.0 69.6 63.2 74.0

Table 1: Comparison of various baselines on multiple datasets. Baselines with specific sizes
have been annotated in parentheses. ∗: Baselines require gold passage annotation labels.
†: Baselines require distillation from frontier LLMs (e.g. GPT-4 or GPT-4o). ‡: The original
paper studied over reading comprehension setting where gold passages are given, which is
different from the setting of this study.

et al., 2024) and Llama-3.1-8B-Instruct (Dubey et al., 2024) as white-box SLMs, and con-
sider GPT-4o-mini and GPT-4o (Hurst et al., 2024) as black-box LLMs during evaluation. In
the model training stage, we only use GPT-4o-mini as the LLM reader.

Hyperparameters. Training Collab-RAG is conducted on eight NVIDIA A100 GPUs. We
employ the AdamW optimizer with a learning rate of 2e-6 for both the Qwen-2.5-3B and
Llama-3.1-8B models during the warmup stage, and 1e-6/5e-7 for Qwen-2.5-3B and Llama-
3.1-8B, respectively, in the preference optimization stage. The batch size is set to 64. We
set β = 0.5, N = 5 in iterative preference optimization by default. For retrieval setup,
we use the Dragon-Plus5 (Lin et al., 2023) as the retriever and set the number of retrieved
passage k to 106. To ensure a fair comparison, we use the same retriever for baselines and
test the performance of k ∈ {5, 10, 15, 20} and report the best performance for baselines. For
generation, we use greedy sampling and set the max number of generated tokens to 64.

5.3 Main Experiment Results

Table 1 compares Collab-RAG and baselines. We have the following observations:

• Collab-RAG exhibits strong empirical performance: With a lightwighted GPT-4o-mini
as the backbone, it outperforms existing black-box and white-box retrieval-augmented
language models on complex QA tasks by 14.2% and 6.6% on average.

5https://huggingface.co/facebook/dragon-plus-context-encoder
6We study the effect of different k and β in Appendix C.1.
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Figure 5: Additional Studies. GPT-4o-mini as the default LLM reader.

• Collab-RAG is efficient: Using an 8B model for question decomposition, it outperforms
LLM-based decomposition baselines on most datasets (5/5 for GPT-4o-mini, 4/5 for
GPT-4o) in EM, without requiring GPT-4o distillation. With a 3B model, it surpasses the
GPT-4o-based decomposer with an average gain of 0.7%.

• Collab-RAG achieves competitive performance against recent baselines: It surpasses
RAG-Gym on 2/3 datasets and RAG-Star on 3/4 datasets. Note that these baselines
are based on process reward models and inference-time search algorithms. Since our
contributions are orthogonal to these methods, they have the potential to be combined
for further improvements.

5.4 Ablation Studies

Effect of Different Designs in Finetuning SLMs. We analyze the impact of different
components in Table 2 with GPT-4o-mini as LLM reader. Notably, incorporating a relaxed
reward (e.g., accuracy-based reward) and a format-based reward contributes to improved
EM performance across target datasets. Additionally, relying solely on single-step SFT and
DPO results in significant performance degradation, particularly when using Llama-3-8B as
the backbone, highlighting the necessity of iterative preference optimization.

Different LLM and Retriever Backbones. Figure 3 presents the performance of Collab-RAG
with various LLM readers (Llama-3.1-8B-It (Dubey et al., 2024) and Qwen-2.5-14B-It (Yang
et al., 2024)) and Table 3 shows the performance with different retrievers (COCO-DR (Yu
et al., 2022), GTE (Li et al., 2023) and E5 (Wang et al., 2022)) when GPT-4o-mini is used
as the LLM reader. For LLM backbones, we observe that Collab-RAG provides significant
gains, particularly when using a less powerful LLM reader (e.g., 10.7% for Llama-3.1-8B).
For retrievers, Collab-RAG mostly outperforms baselines across different retrieval choices,
demonstrating its robustness to varying retriever configurations.

Collab-RAG v.s. Direct Distillation from Black-box LLMs. We further study the per-
formance of Collab-RAG with baselines fine-tuned on synthetic question decompositions
generated by GPT-4o-mini and GPT-4o models after rejection sampling. As shown in Fig-
ure 4, Collab-RAG consistently outperforms SLM models trained through distillation. This
suggests that simple distillation may not be the optimal solution for query decomposition.
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HotpotQA MusiQue 2WikiMQA
EM EM EM

Collab-RAG (Qwen-2.5-3B) 51.6 25.4 63.0
w/o Format Reward 50.2 23.2 62.2
w/o Accuracy Reward 51.4 24.0 63.0
w/o iterative DPO 52.0 24.2 61.8
SFT Only 49.4 23.6 62.0

Collab-RAG (Llama-3.1-8B) 53.0 26.4 63.2
w/o Format Reward 49.4 24.2 62.4
w/o Accuracy Reward 52.0 24.8 62.4
w/o iterative DPO 47.6 24.4 64.2
SFT Only 47.0 22.6 61.8

Table 2: Different Designs in SLMs.

HotpotQA MusiQue 2WikiMQA
EM EM EM

Collab-RAG (Qwen-2.5-3B) 51.6 25.4 63.0
w/ COCO-DR 50.4 28.0 62.8
w/ E5-Large 52.2 25.2 64.6
w/ GTE 50.4 25.6 64.2

Collab-RAG (Llama-3.1-8B) 53.0 26.4 63.2
w/ COCO-DR 50.6 28.4 65.0
w/ E5-Large 52.0 28.4 65.2
w/ GTE 50.4 26.6 64.2

Best Baseline in Table 1 46.6 25.8 59.0

Table 3: Different Retriever Backbones.

Question Piers Bizony has written articles for which magazine based in Bristol, UK?
No Decomposition Answer: None
GPT-4o-mini
Self-decompose

Decomposed Question: What magazine is based in Bristol, UK?
Answer: I cannot identify a specific magazine based in Bristol from the information given.
Decomposed Question: For which magazine has Piers Bizony written articles?
Answer: The context provided does not mention any magazine based in Bristol, UK.

Collab-RAG-3B Decomposed Question: What magazines has Piers Bizony written articles for?
Answer: The Independent, BBC Focus, Wired
Decomposed Question: Among the magazines mentioned in #1, which one is based in Bristol, UK?
Answer: BBC Focus

Table 5: A case study comparing GPT-4o-mini’s direct answer w/o decomposition, its self-
decomposed questions and answers, and the decomposed responses from Collab-RAG-3B.

5.5 Additional Studies

Recall Analysis. Figure 5(a) shows the passage-level answer recall on the HotpotQA dataset.
We observe that while reranking can improve over retrieval, its gain is limited. Instead, for
complex queries, decomposition serves as a more directly way to improve search quality.

Performance with Different Iterations. Figure 5(b) illustrates the training dynamics of
Collab-RAG across different stages. The results show consistent performance gains during
the first 1–2 DPO rounds. However, by stage 3, the improvement begins to plateau. Using 3
rounds strikes a balance between performance and efficiency.

Performance with Different Question Decomposition LM. We compare Collab-RAG against
frozen Qwen-2.5-Instruct series LMs ranging from 1.5B to 72B on the question decomposition
task, using GPT-4o-mini as the default LLM reader. As shown in Figure 5(c), Collab-RAG
with a 3B backbone outperforms a frozen 32B LM (10.7× larger), and with a 8B backbone, it
surpasses a frozen 72B LM (9× larger), highlighting its parameter efficiency.

Algorithm HotpotQA MusiQue 2WikiMQA

Collab-RAG (Qwen-2.5-3B) 51.6 25.4 63.0
w/ ORPO 48.8 24.4 62.2
w/ SimPO 47.6 24.2 62.8

Table 4: Performance of Different Optimiza-
tion Algorithm with EM as the metric.

Performance with Different Preference Op-
timization Algorithms. Apart from DPO,
we also tried to use SimPO (Meng et al., 2024)
and ORPO (Hong et al., 2024) as preference
optimization algorithms, yet we observe that
DPO yields most robust performance.

5.6 Case studies

Table 5 presents a case study comparing GPT-4o-mini’s direct answer w/o decomposition, its
self-decomposed questions and answers, and the decomposed responses from Collab-RAG-
3B. We observe that, given a question from HotpotQA, GPT-4o-mini cannot infer an answer
from the context retrieved directly from the original question. Even after self-decomposition,
it still fails to find an answer as the first question is too broad, making it difficult for the
retriever to retrieve relevant context. In contrast, Collab-RAG-3B decomposes the question
in a more structured and human-like manner. This approach allows it to retrieve the right
context step by step, ultimately leading to the correct answer.
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6 Conclusion

We introduce Collab-RAG, a framework that fosters collaboration between a white-box SLM
and a black-box LLM to enhance RAG for multi-hop question-answering. Through iterative
DPO guided by supervision signals from an affordable black-box LLM (GPT-4o-mini),
Collab-RAG significantly enhances the SLM’s question decomposition capabilities without
expensive human annotations or resource-intensive model distillation. Experimental results
demonstrate that our training strategy consistently outperforms standard RAG models
(14.2%) and strong decomposition-based baselines (1.8%) over 5 multi-hop QA datasets,
exhibiting robust generalization across various black-box LLMs. Collab-RAG presents a
scalable and efficient solution to improve complex retrieval-augmented question-answering
scenarios. An important line of future work is to extend Collab-RAG for online reinforcement
learning (Jin et al., 2025).
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augmented generation for knowledge-intensive nlp tasks. Advances in neural information
processing systems, 33:9459–9474, 2020.

Xiaoxi Li, Guanting Dong, Jiajie Jin, Yuyao Zhang, Yujia Zhou, Yutao Zhu, Peitian Zhang,
and Zhicheng Dou. Search-o1: Agentic search-enhanced large reasoning models. arXiv
preprint arXiv:2501.05366, 2025.

Zehan Li, Xin Zhang, Yanzhao Zhang, Dingkun Long, Pengjun Xie, and Meishan Zhang.
Towards general text embeddings with multi-stage contrastive learning. arXiv preprint
arXiv:2308.03281, 2023.

Sheng-Chieh Lin, Akari Asai, Minghan Li, Barlas Oguz, Jimmy Lin, Yashar Mehdad, Wen-
tau Yih, and Xilun Chen. How to train your dragon: Diverse augmentation towards
generalizable dense retrieval. In Findings of the Association for Computational Linguistics:
EMNLP 2023, pp. 6385–6400, 2023.

Xi Victoria Lin, Xilun Chen, Mingda Chen, Weijia Shi, Maria Lomeli, Richard James, Pedro
Rodriguez, Jacob Kahn, Gergely Szilvasy, Mike Lewis, Luke Zettlemoyer, and Wen tau
Yih. RA-DIT: Retrieval-augmented dual instruction tuning. In The Twelfth International
Conference on Learning Representations, 2024.

Tianci Liu, Haoxiang Jiang, Tianze Wang, Ran Xu, Yue Yu, Linjun Zhang, Tuo Zhao, and
Haoyu Wang. Roserag: Robust retrieval-augmented generation with small-scale llms via
margin-aware preference optimization. arXiv preprint arXiv:2502.10993, 2025.

Yanming Liu, Xinyue Peng, Xuhong Zhang, Weihao Liu, Jianwei Yin, Jiannan Cao, and
Tianyu Du. RA-ISF: Learning to answer and understand from retrieval augmentation
via iterative self-feedback. In Findings of the Association for Computational Linguistics: ACL
2024, pp. 4730–4749. Association for Computational Linguistics, 2024a.

Zihan Liu, Wei Ping, Rajarshi Roy, Peng Xu, Chankyu Lee, Mohammad Shoeybi, and
Bryan Catanzaro. ChatQA: Surpassing GPT-4 on conversational QA and RAG. In The
Thirty-eighth Annual Conference on Neural Information Processing Systems, 2024b.

Xinbei Ma, Yeyun Gong, Pengcheng He, Hai Zhao, and Nan Duan. Query rewriting in
retrieval-augmented large language models. In Proceedings of the 2023 Conference on
Empirical Methods in Natural Language Processing, pp. 5303–5315, 2023.

Shengyu Mao, Yong Jiang, Boli Chen, Xiao Li, Peng Wang, Xinyu Wang, Pengjun Xie, Fei
Huang, Huajun Chen, and Ningyu Zhang. RaFe: Ranking feedback improves query
rewriting for RAG. In Findings of the Association for Computational Linguistics: EMNLP
2024, pp. 884–901. Association for Computational Linguistics, 2024.

Yu Meng, Mengzhou Xia, and Danqi Chen. SimPO: Simple preference optimization with
a reference-free reward. In The Thirty-eighth Annual Conference on Neural Information
Processing Systems, 2024.

Fengran Mo, Kelong Mao, Yutao Zhu, Yihong Wu, Kaiyu Huang, and Jian-Yun Nie. Convgqr:
Generative query reformulation for conversational search. In Proceedings of the 61st Annual
Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pp. 4998–
5012, 2023.

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida, Carroll Wainwright, Pamela Mishkin,
Chong Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, et al. Training language
models to follow instructions with human feedback. Advances in neural information
processing systems, 35:27730–27744, 2022.

12



Published as a conference paper at COLM 2025

Richard Yuanzhe Pang, Weizhe Yuan, He He, Kyunghyun Cho, Sainbayar Sukhbaatar, and
Jason E Weston. Iterative reasoning preference optimization. In The Thirty-eighth Annual
Conference on Neural Information Processing Systems, 2024.

Pruthvi Patel, Swaroop Mishra, Mihir Parmar, and Chitta Baral. Is a question decomposition
unit all we need? In Proceedings of the 2022 Conference on Empirical Methods in Natural
Language Processing, pp. 4553–4569. Association for Computational Linguistics, 2022.

Ofir Press, Muru Zhang, Sewon Min, Ludwig Schmidt, Noah A Smith, and Mike Lewis.
Measuring and narrowing the compositionality gap in language models. In Findings of
the Association for Computational Linguistics: EMNLP 2023, pp. 5687–5711, 2023.

Zhihong Shao, Yeyun Gong, Yelong Shen, Minlie Huang, Nan Duan, and Weizhu Chen.
Enhancing retrieval-augmented large language models with iterative retrieval-generation
synergy. In Findings of the Association for Computational Linguistics: EMNLP 2023, pp.
9248–9274. Association for Computational Linguistics, 2023.

Weijia Shi, Sewon Min, Michihiro Yasunaga, Minjoon Seo, Richard James, Mike Lewis,
Luke Zettlemoyer, and Wen-tau Yih. REPLUG: Retrieval-augmented black-box language
models. In Proceedings of the 2024 Conference of the North American Chapter of the Association
for Computational Linguistics: Human Language Technologies (Volume 1: Long Papers), pp.
8371–8384. Association for Computational Linguistics, 2024a.

Zhengliang Shi, Shuo Zhang, Weiwei Sun, Shen Gao, Pengjie Ren, Zhumin Chen, and
Zhaochun Ren. Generate-then-ground in retrieval-augmented generation for multi-
hop question answering. In Proceedings of the 62nd Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers), pp. 7339–7353, 2024b.

Weihang Su, Yichen Tang, Qingyao Ai, Zhijing Wu, and Yiqun Liu. DRAGIN: Dynamic
retrieval augmented generation based on the real-time information needs of large lan-
guage models. In Proceedings of the 62nd Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pp. 12991–13013, 2024.

Harsh Trivedi, Niranjan Balasubramanian, Tushar Khot, and Ashish Sabharwal. Musique:
Multihop questions via single-hop question composition. Transactions of the Association for
Computational Linguistics, 10:539–554, 2022.

Harsh Trivedi, Niranjan Balasubramanian, Tushar Khot, and Ashish Sabharwal. Interleaving
retrieval with chain-of-thought reasoning for knowledge-intensive multi-step questions.
In Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics
(Volume 1: Long Papers), pp. 10014–10037, 2023.

Prakhar Verma, Sukruta Prakash Midigeshi, Gaurav Sinha, Arno Solin, Nagarajan Natarajan,
and Amit Sharma. Plan × rag: Planning-guided retrieval augmented generation. arXiv
preprint arXiv:2410.20753, 2024.

Haoyu Wang, Ruirui Li, Haoming Jiang, Jinjin Tian, Zhengyang Wang, Chen Luo, Xianfeng
Tang, Monica Xiao Cheng, Tuo Zhao, and Jing Gao. BlendFilter: Advancing retrieval-
augmented large language models via query generation blending and knowledge filtering.
In Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing,
pp. 1009–1025. Association for Computational Linguistics, November 2024.

Liang Wang, Nan Yang, Xiaolong Huang, Binxing Jiao, Linjun Yang, Daxin Jiang, Rangan
Majumder, and Furu Wei. Text embeddings by weakly-supervised contrastive pre-training.
arXiv preprint arXiv:2212.03533, 2022.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Fei Xia, Ed Chi, Quoc V
Le, Denny Zhou, et al. Chain-of-thought prompting elicits reasoning in large language
models. Advances in neural information processing systems, 35:24824–24837, 2022.

Zhepei Wei, Wei-Lin Chen, and Yu Meng. InstructRAG: Instructing retrieval-augmented
generation via self-synthesized rationales. In The Thirteenth International Conference on
Learning Representations, 2025.

13



Published as a conference paper at COLM 2025

Guangzhi Xiong, Qiao Jin, Xiao Wang, Yin Fang, Haolin Liu, Yifan Yang, Fangyuan Chen,
Zhixing Song, Dengyu Wang, Minjia Zhang, et al. Rag-gym: Optimizing reasoning and
search agents with process supervision. arXiv preprint arXiv:2502.13957, 2025.

Ran Xu, Hui Liu, Sreyashi Nag, Zhenwei Dai, Yaochen Xie, Xianfeng Tang, Chen Luo,
Yang Li, Joyce C Ho, Carl Yang, and Qi He. Simrag: Self-improving retrieval-augmented
generation for adapting large language models to specialized domains. arXiv preprint
arXiv:2410.17952, 2024.

An Yang, Baosong Yang, Beichen Zhang, Binyuan Hui, Bo Zheng, Bowen Yu, Chengyuan Li,
Dayiheng Liu, Fei Huang, Haoran Wei, et al. Qwen2. 5 technical report. arXiv preprint
arXiv:2412.15115, 2024.

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Bengio, William Cohen, Ruslan Salakhutdi-
nov, and Christopher D Manning. Hotpotqa: A dataset for diverse, explainable multi-hop
question answering. In Proceedings of the 2018 Conference on Empirical Methods in Natural
Language Processing, pp. 2369–2380, 2018.

Wenhao Yu, Zhihan Zhang, Zhenwen Liang, Meng Jiang, and Ashish Sabharwal. Improving
language models via plug-and-play retrieval feedback. arXiv preprint arXiv:2305.14002,
2023.

Wenhao Yu, Hongming Zhang, Xiaoman Pan, Peixin Cao, Kaixin Ma, Jian Li, Hongwei Wang,
and Dong Yu. Chain-of-note: Enhancing robustness in retrieval-augmented language
models. In Proceedings of the 2024 Conference on Empirical Methods in Natural Language
Processing, pp. 14672–14685. Association for Computational Linguistics, 2024a.

Yue Yu, Chenyan Xiong, Si Sun, Chao Zhang, and Arnold Overwijk. Coco-dr: Combating
distribution shift in zero-shot dense retrieval with contrastive and distributionally robust
learning. In Proceedings of the 2022 Conference on Empirical Methods in Natural Language
Processing, pp. 1462–1479, 2022.

Yue Yu, Wei Ping, Zihan Liu, Boxin Wang, Jiaxuan You, Chao Zhang, Mohammad Shoeybi,
and Bryan Catanzaro. RankRAG: Unifying context ranking with retrieval-augmented
generation in LLMs. In The Thirty-eighth Annual Conference on Neural Information Processing
Systems, 2024b.

Zhenrui Yue, Honglei Zhuang, Aijun Bai, Kai Hui, Rolf Jagerman, Hansi Zeng, Zhen Qin,
Dong Wang, Xuanhui Wang, and Michael Bendersky. Inference scaling for long-context
retrieval augmented generation. In The Thirteenth International Conference on Learning
Representations, 2025.

Eric Zelikman, Yuhuai Wu, Jesse Mu, and Noah Goodman. Star: Bootstrapping reasoning
with reasoning. Advances in Neural Information Processing Systems, 35:15476–15488, 2022.

Ruizhe Zhang, Yongxin Xu, Yuzhen Xiao, Runchuan Zhu, Xinke Jiang, Xu Chu, Junfeng
Zhao, and Yasha Wang. Knowpo: Knowledge-aware preference optimization for con-
trollable knowledge selection in retrieval-augmented language models. arXiv preprint
arXiv:2408.03297, 2024a.

Tianjun Zhang, Shishir G Patil, Naman Jain, Sheng Shen, Matei Zaharia, Ion Stoica, and
Joseph E. Gonzalez. RAFT: Adapting language model to domain specific RAG. In First
Conference on Language Modeling, 2024b.

Rui Zheng, Shihan Dou, Songyang Gao, Yuan Hua, Wei Shen, Binghai Wang, Yan Liu, Senjie
Jin, Qin Liu, Yuhao Zhou, et al. Secrets of rlhf in large language models part i: Ppo. arXiv
preprint arXiv:2307.04964, 2023.

Kunlun Zhu, Yifan Luo, Dingling Xu, Ruobing Wang, Shi Yu, Shuo Wang, Yukun Yan,
Zhenghao Liu, Xu Han, Zhiyuan Liu, et al. Rageval: Scenario specific rag evaluation
dataset generation framework. arXiv preprint arXiv:2408.01262, 2024.

14



Published as a conference paper at COLM 2025

A Dataset Details

Here are the details for each dataset used in our experiments:

• HotpotQA (Yang et al., 2018): A large-scale multi-hop QA dataset that requires
reasoning over multiple Wikipedia passages to answer fact-based questions.

• 2WikiMQA (Ho et al., 2020): A dataset extending HotpotQA, featuring questions
that require reasoning across two different Wikipedia articles, emphasizing cross-
document retrieval.

• MuSiQue (Trivedi et al., 2022): A challenging multi-hop QA dataset with questions
that explicitly require reasoning across multiple sentences scattered across different
documents.

• StrategyQA (Geva et al., 2021): A dataset focusing on implicit reasoning, where
answering requires strategic multi-step inference rather than direct fact lookup.

• Bamboogle (Press et al., 2023): A dataset designed to evaluate LLMs’ ability to
answer adversarial and compositional questions, requiring careful decomposition
and reasoning.

B Baseline Details

Here are the details for each baseline used in our experiments:

• DRAGIN (Su et al., 2024): It dynamically determines retrieval timing and content
by modeling the evolving information of the language model generation.

• GenGround (Shi et al., 2024b): It iteratively generates simpler single-hop questions
and directly grounds their answers through retrieved external documents, combin-
ing internal model knowledge and external context to solve multi-hop questions.

• ChatQA (Liu et al., 2024b): It enhances retrieval-augmented conversational ques-
tion answering via a two-stage instruction-tuning: initial fine-tuning on general
instruction-following data followed by specialized context-enhanced tuning.

• RankRAG (Yu et al., 2024b): It unifies context ranking and answer generation into a
single instruction-tuned LLM, by introducing a ranking-as-generation task during
training, training the model to rerank retrieved contexts before generating answers.

• RAFT (Zhang et al., 2024b; Lin et al., 2024): It employs instruction tuning to train
the LLM for producing chain-of-thought answers explicitly grounded in relevant
retrieved contexts.

• IRCOT (Trivedi et al., 2023): It interleaves retrieval and chain-of-thought reasoning,
progressively refining reasoning steps and associated retrieval queries based on
previous outputs.

• FLARE (Jiang et al., 2023): It iteratively predicts upcoming sentences to actively de-
cide when and what information to retrieve during generation, enabling continuous
retrieval based on anticipated information needs.

• RA-ISF (Liu et al., 2024a): It iteratively decomposes complex tasks and integrates
self-feedback mechanisms across submodules, refining retrieval and generation
steps to minimize irrelevant contexts.

• BlendFilter (Wang et al., 2024): It iteratively blends query generation with knowl-
edge filtering, employing LLM-generated feedback to dynamically eliminate irrele-
vant information from retrieved contexts.

• Search-o1 (Li et al., 2025): It uses an agentic retrieval mechanism that dynamically
retrieves external information upon encountering uncertain reasoning steps and
employs a dedicated Reason-in-Documents module to filter out irrelevant details.

• IterDRAG (Yue et al., 2025): It scales inference through iterative retrieval and gen-
eration steps, employing flexible test-time strategies such as increasing retrieved
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documents or generation steps, thereby improving the effective utilization of con-
textual information in long-context reasoning tasks.

• COT (Wei et al., 2022): It enhances LLM’s reasoning abilities by guiding them to
generate intermediate reasoning steps before generating the final answer.

• RAG (Lewis et al., 2020): It retrieves top passages from the corpus before generating
the answer.

• RAG with question decomposition (Khot et al., 2023): It uses the same LLM as the
reader model to break down complex questions into simpler sub-questions, then
retrieves relevant information for each, and synthesizes the answers to address the
original question.

• RAG with reranking: It uses the same LLM as the reader model to rerank the
top-retrieved passages before generating the final answer.

• RAFE (Mao et al., 2024): It rewrites questions based on the LLM ranking feedback.

• Iter-RetGen (Shao et al., 2023): It interleaves retrieval and generation processes in
multiple iterations, allowing the model to refine its queries and responses progres-
sively for better accuracy.

• RQ-RAG (Chan et al., 2024): It explicitly enhances RAG by training the model to re-
fine, rewrite, decompose, and disambiguate complex queries, addressing limitations
in ambiguous or insufficiently detailed original queries.

• RAG-Star (Jiang et al., 2024): It integrates RAG with Monte Carlo Tree Search, itera-
tively using retrieved information to guide and improve the tree-based deliberative
reasoning process of language models.

• RAG-Gym (Xiong et al., 2025): It employs fine-grained, step-wise process supervi-
sion and trained reward models to iteratively optimize the retrieval and generation
processes.

C Additional Experimental Results

C.1 Parameter Study

Table 6 shows the result of Collab-RAG with different β and k. From the result, we observe
that Collab-RAG is not sensitive to the selection of β. Besides, setting K too large or too small
will lead to performance degradation. This is because too small k yields limited recall, yet
too large k can introduce many irrelevant information.

Table 6: Performance of Collab-RAG with Qwen-2.5-3B on different benchmarks under
varying β and k settings.

Parameter HotpotQA MusiQue 2WikiMQA

β = 0.5, k = 5 50.8 24.6 60.6
β = 0.5, k = 10 (Our Setting) 51.6 25.4 63.0
β = 0.5, k = 15 51.4 25.8 62.4
β = 0.1, k = 5 50.6 24.8 60.2
β = 0.1, k = 10 51.0 25.2 61.4
β = 0.1, k = 15 50.4 24.6 59.8

C.2 Performance with Different Size of White-box Query Decomposer

Table 7 lists detailed performance on each dataset for directly prompting frozen white-box
LMs for query decomposition, using GPT-4o-mini as the LLM reader.
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Table 7: Performance of LLM query decomposers across multiple QA datasets.
Model StrategyQA HotpotQA MusiQue 2WikiMQA Bamboogle

Acc Acc EM F1 Acc EM F1 Acc EM F1 Acc EM F1

Qwen-2.5-1.5B-instruct 74.2 44.2 32.4 43.2 25.4 16.4 25.9 49.4 40.2 49.2 46.4 38.4 51.7
Qwen-2.5-3B-instruct 75.1 55.8 44.2 56.1 40.8 22.2 37.5 62.0 50.0 60.0 52.0 43.2 53.8
Qwen-2.5-7B-instruct 76.0 61.2 47.2 60.3 35.8 22.6 36.0 65.2 53.8 64.6 53.6 43.2 54.1
Qwen-2.5-14B-instruct 74.2 64.6 50.4 63.6 40.6 25.8 39.2 71.8 56.8 68.0 56.0 45.6 57.7
Qwen-2.5-32B-instruct 79.9 64.8 52.0 65.1 40.2 25.4 39.2 78.8 62.0 73.6 60.0 49.6 63.1
Qwen-2.5-72B-instruct 78.6 68.6 55.6 68.3 43.6 26.2 39.9 83.0 67.0 77.9 56.0 47.2 64.8

D Prompt Details

The detailed prompts for query decomposition as well as question answering is listed in the
following. It is worth noting that for the decomposition step, we select two demonstrations
from the training set as the input to the LLM for both our method and baselines to enable a
fair comparison.

Listing 1: Prompts for Query Decomposition
Please break down the given question into multiple specific sub -questions
that address individual components of the original question.

Please generate the decomposed sub -questions for the below question. The
sub -question should be labeled with a reference to previous answers (e.g
., #1) when needed. For example , #1 means the answer for decomposed
question 1.

Here are two examples:
[[Begin of the Example 1]]
## Question:
What is the average winter daytime temperature in the region containing
Richmond , in the state where WXBX is located?

## Decomposed Question:
### Q1: Which state is WXBX located?
### Q2: In which of #1 's regions is Richmond?
### Q3: What is the average winter daytime temperature in #2?
[[End of the Example 1]]

[[Begin of the Example 2]]
## Question:
How long was the place where the Yongle Emperor greeted the person to
whom the edict was addressed the capitol of the area where Guangling
District was located?

## Decomposed Question:
### Q1: Who was the edict addressed to?
### Q2: Where did the Yongle Emperor greet #1 ?
### Q3: Where does Guangling District locate?
### Q4: How long had #2 been the capital city of #3 ?
[[End of the Example 2]]
Now , decompose the following question:
## Question:
[question]

## Decomposed Question:

Listing 2: Prompts for Answering Subquestions
You have the following context passages:
[Retrieve top-k Context]

Please answer the question '[subquestion]' with a short span using the
context as reference.

17



Published as a conference paper at COLM 2025

If no answer is found in the context , use your own knowledge.
Do not give any explanation. Your answer needs to be as short as possible
.

Listing 3: Prompts for generating the final answer for Question Answering
For the question: [original question]

We have the following decomposed sub -questions and sub -answers:
[subquestion and answers]

Based on these , provide the final concise answer to the original question
. Do not give an explanation.
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