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Imperial College London

a.cretu@imperial.ac.uk

Yves-Alexandre de Montjoye
Imperial College London

demontjoye@imperial.ac.uk

Abstract

End-to-end encryption (E2EE) in messaging platforms enables people to securely
and privately communicate with one another. Its widespread adoption however
raised concerns that illegal content might now be shared undetected. Client-side
scanning based on perceptual hashing has been recently proposed by govern-
ments and researchers to detect illegal content in E2EE communications. We
propose the first framework to evaluate the robustness of perceptual hashing-based
client-side scanning to detection avoidance attacks and show current systems to
not be robust. We propose three adversarial attacks—a general black-box attack
and two white-box attacks for discrete cosine transform-based algorithms–against
perceptual hashing algorithms. In a large-scale evaluation, we show perceptual
hashing-based client-side scanning mechanisms to be highly vulnerable to detec-
tion avoidance attacks in a black-box setting, with more than 99.9% of images
successfully attacked while preserving the content of the image. We further show
several mitigation strategies, such as expanding the database with hashes of images
modified using our attack, or increasing the detection threshold, to be ineffective
against our attack. Taken together, our results shed serious doubts on the robustness
of perceptual hashing-based client-side scanning mechanisms currently proposed
by governments, organizations, and researchers around the world.

1 Introduction

More than two billion people across the world use end-to-end encryption (E2EE)-enabled platforms
such as Signal and WhatsApp [21, 4], exchanging more than 100 billion messages daily on WhatsApp
alone [20]. E2EE provides strong privacy protection to users, preventing governments, hackers,
and platform providers themselves to access the content of their communications. Governments
and organizations have however raised concerns that E2EE is preventing the detection of illegal
content [14, 16] such as online disinformation, child sexual abuse media, or terrorism related content,
as required by law in many countries [15, 2].

Client-side scanning has been proposed to detect the sharing and storage of illegal content on E2EE-
enabled platforms by industrial practitioners, researchers and policy makers [1, 6, 9, 17, 13]. Here, a
signature of a visual media (image, video) would be computed on the user’s device and then compared
against the database of signatures of known illegal images. If a match is found, the user would be
flagged and/or the unencrypted content automatically shared for further review. Designed to be robust
to small changes to the media, as well as transformations like rotation and rescaling, perceptual
hashing algorithms are used to generate the signature. Several variations of this scheme have been
proposed, e.g., Apple’s proposal sends a cryptographic voucher containing the encrypted images that
the system would be able to decrypt only if the number of matches reach a predefined threshold [1].

*The first two authors contributed equally and are listed in a random order.
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Figure 1: Examples of original and modified images with L2 perturbation per pixel for different
hashing functions. All the images evade detection while maintaining a high visual similarity to the
original image.

We propose the first framework to evaluate the robustness of perceptual hashing-based client-side
scanning to a novel detection avoidance attack. Our framework assesses the threat posed by adversar-
ial attacks aiming to minimally modify an image so as to avoid detection while preserving its content.
Our framework also takes into account the diversity of modifications produced by the attack in terms
of distances between signatures. The more diverse the perturbations, the harder it is for the system to
mitigate by expanding the database with the hashes of adversarially modified images.

We propose three adversarial attacks against perceptual hashing algorithms, a general black-box
attack, inspired by previous work in adversarial ML, e.g., [10, 19, 22], and two novel and optimal
white-box attacks exploiting the linearity and orthonormality of discrete cosine transform (DCT)-
based perceptual hashing algorithms. The attacks are designed to minimally perturb the image
while avoiding detection. In particular, they produce a wide range of perturbations preventing easy
mitigation strategies such as expanding the database with modified images.

The full paper is publicly available as a preprint at https://arxiv.org/abs/2106.09820.

2 Attack model

Perceptual hashing algorithms. Perceptual hashing algorithms compute a signature of an image
without having to share it, by extracting features that remain invariant under small modifications,
such as resizing, or noise addition. Formally, a perceptual hashing algorithm h : I → Ol is a
deterministic function mapping a multimedia X ∈ I to a fixed-size vector representation, the hash,
usually consisting of bits (O = {0, 1}) or real numbers (O = R). The similarity between two media
X,X ′ ∈ I is quantified by computing the distance between the hashes according to a metric d.

Client-side scanning. Perceptual hashing-based client-side scanning for illegal image detection
consists of a database D = {X1, . . . , XN} of N images Xi ∈ I,∀1 ≤ i ≤ N , a perceptual hashing
algorithm h, a distance d, and a threshold T > 0. Given an image X ∈ I, the detection system
computes the distance between the hash h(X) and the hashes of images in the database h(Xi).
The image is flagged if there exists 1 ≤ i ≤ N such that d(h(Xi), h(X)) ≤ T . We note that our
framework is applicable more broadly to visual media (e.g., videos).

Attack model. We propose an adversarial attack against perceptual hashing-based client-side scan-
ning, which we call detection avoidance attack. We assume that a malicious agent, the attacker, is in
possession of a image from the database, henceforth denoted original image X ∈ D. The attacker’s
goal is to minimally modify X into X ′ such that its content is preserved while avoiding detection.
More specifically, the attacker’s goal is to modify X via an additive perturbation δ such that the
modified image: (1) is valid, i.e., X ′ = X + δ ∈ I meaning that no pixel goes out of bounds, (2)
evades detection, i.e., d(h(X), h(X+δ)) > T , where T is the threshold used by the detection system
and (3) the perturbation is minimal in terms of visual dissimilarity. We assume that the attacker
knows the distance d and the threshold T .
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Figure 2: Cumulative distribution function (CDF) for the L2 perturbations per pixel for different
perceptual hashing algorithms and thresholds. A lower perturbation indicates higher visual similarity
between the modified and original images. The perturbation increases slowly with the threshold, but
remains small in all cases.

Perturbation diversity requirement. Additionally, the attack should be resistant to simple defenses
that the system could implement, such as expanding the database with hashes of modified images.
The detection system might indeed gain knowledge of the attack. The attack should therefore produce
a wide range of random perturbations that cannot be predicted and added to the database.

Attacker access. We consider two levels of attacker access to the perceptual hashing algorithm: black-
box and white-box access. The assumption of black-box access is realistic in the context of perceptual
hashing-based client-side scanning, as the most feasible and practical implementation would be to
deploy the algorithm on the user device in a compiled form along with the messaging application [5].
The assumption of white-box access can be satisfied as the result of reverse-engineering work and the
limited number of available perceptual hashing algorithms available.

3 Attack methodology

Black-box attack. Our black-box attack seeks a perturbation δ maximizing the distance f(δ) :=
d(h(X), h(X + δ)) between the hashes of original and modified images X and X ′ = X + δ while
ensuring the perturbation ||δ||2 is smaller than a fixed constant ε. More specifically our attack seeks a
solution to the following optimization problem:

Find: max
δ

min(T, f(δ)) (1)

s.t.: ||δ||2 ≤ ε (2)
δ ∈ I −X (3)

The objective is either T or f(δ); when equal to the former, the program stops, while when it is equal
to the latter, i.e., f(δ) ≤ T , we perform gradient ascent in search for a better solution. To ensure
that the perturbation is as small as possible, we start with a very small admissible perturbation ε and
gradually increase it when the above program fails to find a solution within a reasonable amount of
steps.

Our black-box methodology is based on Natural Evolutionary Strategy (NES) [19, 22] and is similar
to Ilyas et al. [10]. We use NES techniques to estimate the gradient of our objective function. We
update the perturbation δ with the sign of the gradient as used previously in adversarial attacks against
ML classifiers [8]. To ensure constraints are satisfied, we use projected gradient ascent [12].

White-box attack. We also develop a principled attack to devise a minimum perturbation for DCT-
based perceptual hashing algorithms, such as pHash and Facebook’s PDQ [11]. The Discrete Cosine
Transform (DCT) [3] is a very popular image compression algorithm. Our attack exploits the linearity
and orthonormality of DCT. By using the Euclidean distance to measure both the input perturbation
and the distance between original and modified hashes, we show that minimal perturbations can be
found as linear combinations of eigenvectors derived from the linear transform. We further show that
the minimal perturbation needed to exceed threshold T is equal to T exactly.

4 Results

We perform a large-scale extensive evaluation on the ImageNet dataset [18] of five commonly used
perceptual hashing algorithms: pHash (continuous and discrete) [7, 23], dHash, aHash and PDQ [11].
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Figure 3: False Positive Rate (FPR) of a detection system for different perceptual hashing algorithms
and thresholds. The database size is N = 100K, the number of images used to estimate the FPR is
M = 500K and the number of attacked images is N ′ = 1K.

We show that our black-box attack manages to successfully attack all images (N = 10K) for all
perceptual hashing algorithms but one, reaching an attack effectiveness of 99.9%.

Fig. 1 shows examples of images successfully perturbed using our attack along with the threshold
used and resulting L2 perturbation per pixel. The modified image always preserves the visual content
of the original image with PDQ seemingly requiring the most visually perceptible modifications.
Fig. 2 further shows that a perturbation with small L2 is enough to successfully attack most images.
We obtain similar results for the commonly used LPIPS distance [24].

We further study the robustness of a detection system against our black-box attack for a wide variety
of thresholds, and find that our modified images almost always avoid detection. For instance, we
observe that for database of size 100K, 100% and 98.1% of adversarially modified images evaded
detection by PDQ algorithm for the recommended thresholds T = 30 and T = 85 respectively.

We study several mitigation strategies against our attack and show them to be ineffective. First, we
observe that larger thresholds slightly reduce the number of modified images that evade detection, but
as we show in Fig. 3 the false positive rates become very large. We further estimate that for a small
prevalence rate of illegal content (p = 10−4), the number of images wrongly flagged daily could vary
from a few millions to more than 1B images as the threshold increases.
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Figure 4: Pairwise distances between hashes of the multiple modified images generated for the same
image, for different algorithms and thresholds. D = 50 modified images are generated for each
(N ′ = 100) original image.

Second, we modify our attack to generate different perturbations resulting in diverse output hashes in
each run of the attack. Fig. 4 shows that measures such as expanding the database with hashes of
adversarially modified illegal images would prove to be ineffective. Indeed, the attacker could still
generate a perturbation that might evade detection.

We analyze the optimality of our black-box attack in terms of finding the minimum perturbation. We
compare results with the white-box attack against the DCT algorithm. We show that more than 95%
of perturbations from our black-box attack are within twice the optimal limit (in L2 norm).

5 Conclusion

Taken together, our results strongly suggest that perceptual hashing-based client-side scanning is
highly vulnerable to small modifications in all scenarios considered, and that simple mitigation
strategies like increasing the threshold or expanding the database would be ineffective. This sheds
serious doubts on the robustness of currently proposed client-side scanning mechanisms based on
perceptual hashing [1, 9, 6, 17, 13].
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