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Abstract

Contrast is a fundamental visual feature, encoded as early as the retina by segregated ON
and OFF pathways. While these pathways are largely symmetric, subtle biases exist that
shape perception and cortical responses. Here, we extend the study of contrast processing
to color images across the hierarchy of the primate visual ventral stream and convolutional
neural networks (CNNs). Using Neuropixels recordings from macaque V1 through IT,
and contrast inversion we show that in a biological system contrast polarity is weakly
encoded in early cortex but becomes stronger downstream, peaking in IT. Surprisingly,
CNNs exhibit the opposite trend: contrast polarity is strongly represented in the first
layer, lost in intermediate layers, and partially recovered later. Thus, early visual areas
in the brain rely on local features symmetric to contrast inversion and this symmetry is
broken in high-level visual areas. while the CNNs rely on asymmetric local and high-level
features. This divergence reveals a fundamental asymmetry in how biological and artificial
systems balance tolerance and sensitivity to strong out of distribution images, such as
contrast inversion, as early as the first layer, providing new constraints for improving both
neural models and machine vision.
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1. Introduction

Biological contrast processing Humans and non-human primates are strongly sensi-
tive to contrast polarity. For example, face recognition is impaired by inverting the contrast
of the image (e.g., black to white and vice versa) Kobatake and Tanaka (1994); Nederhouser
et al. (2007). Across many species, contrast information is computed as early as the second
visual synapse. In primates, downstream of the photoreceptors, visual contrast signals are
split into ON and OFF pathways, which encode light increments and decrements. These
pathways remain segregated through the retina and LGN Schiller (1992), and many V1
simple cells respond selectively to one contrast polarity Kremkow et al. (2014). V1 complex
cells integrate contrast polarities, producing partial invariance. From V1, information trav-
els down the ventral stream through V2, V4 and inferotemporal cortex (IT), with increasing
selectivity. Patches of face selective neurons emerge in IT Tsao et al. (2006). Face-neurons
strongly prefer natural vs inverted contrast faces Ohayon et al. (2012); Freiwald and Tsao
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(2010). While contrast polarity is differentially encoded in face neurons, it is not known
how contrast information propagates across the ventral stream hierarchy.

Most studies used grayscale images, constraining contrast to ON and OFF pathways
and neglecting important color information. Recently, visual cortical neurons have been
characterized with color stimuli, showing prior ON/OFF neurons contain color information
Li et al. (2022). Therefore, it is critical to study how full contrast is encoded across the
ventral stream. ON and OFF contrast pathways are highly symmetric, but have subtle
functional asymmetries from retina to early visual cortex, which shows a bias toward dark
stimuli St-Amand and Baker (2023); Rahimi-Nasrabadi et al. (2021). The progression from
contrast symmetry to eventual asymmetry has remained unexplored with chromatic stimuli.

Artificial contrast processing Artificial neural networks (ANNs), and in particular
convolutional neural networks (CNNs) are state-of-the-art models of the visual system.
Multiple works have demonstrated broad correspondences between CNN layers and pri-
mate ventral stream areas, with early layers mapping onto V1/V2 and later layers onto
IT (Yamins et al., 2014; Giiglii and van Gerven, 2015). Filters in early CNN layers have
Gabor-like components resembling V1 cells with ON and OFF components, and late layers
have category-related information as in IT Zeiler and Fergus (2013). Hendrycks and Diet-
terich (2019) showed that CNNs do not generalize to contrast transformations. However,
it is not known how symmetric ON/OFF and color contrast pathways are in CNNs and to
what extent they persist along the network depth.
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Figure 1: Contrast polarity encoding. a. First layer filters in CNNs have an OFF bias.
b. Examples of positive, natural (top, red) and inverted contrast images (bottom,
blue). c¢. Mean population responses per contrast polarity from Monkey T.

200 ms

Here we investigate contrast processing along the hierarchies of the primate visual ven-
tral stream and convolutional neural networks. We record along the ventral stream with
a novel approach, using a single, chronically implanted, high-density electrode Neuropix-
els probe, and present images of natural and inverted contrasts. For both systems, we
hypothesize that early areas which encode local features will be symmetric to contrast in-
version, but more global high-level features will break the symmetry. We have two main
contributions in this work: (1) In the macaque visual stream, contrast polarity in-
formation increases along the ventral hierarchy from close to chance in V1 to
peak decoding in IT. (2) In CNNs, contrast polarity information peaks in early
layers, decays in intermediate layers, and re-emerges to intermediate levels in
late layers. Our results highlight a fundamental difference in how biological and artificial
systems process fundamental visual features. This divergence provides an opportunity to
refine computational models towards greater biological fidelity.



CONTRAST ASYMMETRIES IN BIOLOGICAL AND ARTIFICIAL VISION

ResNet18 Monkey P Monkey T ResNet18

Monkey T Monkey P

2 Inverted

8
_ Nomal 2
2 L
S 3
3
e
g
{=
|
W
2 ’% o )
0 o &
g g
= -
o
3
Stimuli for RSA IE
Normal contrast imufi -
Monkey faces
Human faces
Objects & hands
=
D
=&
Inverted contrast g

Monkey faces

Inverted
Normal

Figure 2: Representational similarity along the visual hierarchy. a. RSA (correla-
tion) of ventral stream in two monkeys and ResNet18 layers, stimuli organized be-
low. b. UMAP dimensionality reduction from data in a (zoom to see). ResNet18
convl organizes by color. Last layers cluster categories (monkeys encircled).

2. Results

Contrast asymmetry in CNN filters and visual cortex Contrast asymmetries have
not been extensively characterized in CNNs. Analysis of pretrained networks revealed that
filters in the first convolutional layer exhibit a pronounced OFF bias, responding more
strongly to dark features than to light ones (Fig. 1a), consistent with observations in early
visual cortex Kremkow et al. (2016). To assess overall symmetry of the encoding of con-
trast in colored natural images, we compared neuronal responses to natural images and their
contrast-inverted counterparts (Fig. 1b). Using Neuropixels probes, we recorded from neu-
rons across multiple cortical areas within a single penetration along the superior temporal
sulcus. Population-averaged peristimulus time histograms (PSTHs) showed that early visual
areas (V1/V2) responded with nearly identical strength to positive- and negative-contrast
images, indicating relative symmetry at early stages (Fig. 1c). In contrast, differences
between positive and negative contrast images were more visible in inferotemporal cortex
(IT). Therefore, the mean population response of cortical neurons is symmetric to contrast
inversion.

Contrast inversion reveals an asymmetry between primate visual cortex and
CNNs To better understand the representation of contrast and its inversion along the
depth of brains and CNNs, we performed representational similarity analysis, visualization
and decoding. To quantify representational similarity, we used the pairwise correlation dis-
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tance of the response vectors to the image set from biological neurons within a cortical area
or artificial units within a network layer (Fig. 2). The representation of the inverted contrast
and categories emerged gradually along the ventral stream, with no apparent structure in
V1. In CNNs, such as ResNet18, a contrast polarity division started at the first layer (po-
larity blocks). To better visualize this discrepancy, we projected the image responses into
2D using UMAP (Fig. 2b). In ResNet18, contrast polarity segregated from the first layer.
This segregation was lost at intermediate layers and emerged later in a category-dependent
way. In the ventral stream, embeddings of natural and inverted images overlapped across
contrasts and categories in V1 (low-level feature symmetry), and separated more clearly
by category and contrast towards IT, reflecting stronger polarity encoding at higher levels.
To further quantify contrast-polarity information, we used a linear support vector machine
(SVM) trained for binary classification using 5-fold stratified cross-validation (chance =
50%). In macaque cortex, accuracy increased along the ventral stream from near chance in
V1/V2 and peaking in IT. In CNNs, the trend reversed: accuracy was highest in the first
layer, lowest in intermediate layers, and intermediate in deeper layers, yielding a U-shaped
profile with depth (Fig. 3). Therefore, contrast polarity was encoded asymmetrically in
biological and artificial vision already from the first processing stage, even though their
categorical representations were similar for normal contrast images.

Contrast polarity classification
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Figure 3: Contrast polarity hierarchies diverge in brains and CNNs. Binary SVM
accuracy by 5-fold CV; in brains, each dot is a fold from two animals; in CNNs,
each dot is the layer mean across folds. Layer depth is normalized to 0-1 range.

3. Discussion

Our novel approach used a single Neuropixels probe to record neurons along the macaque
ventral visual stream. Using contrast inversion, we found that although CNNs show a
strong hierarchical correspondence to ventral stream areas, important differences appear
immediately: in the brain, symmetry breaking to contrast inversion increases from low-
to high-level areas, whereas CNNs show the opposite pattern. We are currently training
networks and collecting more electrophysiology data to dissect the mechanisms of this asym-
metry. Because contrast inversion is out-of-distribution for both systems, these results raise
important questions about network training and visual development. However, as early vi-
sual areas are more symmetric to contrast inversions, we hypothesize that raising a monkey
under inverted contrast experience will modify high level areas while leaving low level areas
unchanged. Thus, fundamental gaps remain between artificial and biological vision.
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Appendix A. Appendix. Methods

Electrophysiological data collection = We recorded multi-unit activity from two rhesus
macaques (Monkeys P and T) using Neuropixels (NHP) probes inserted along the superior
temporal sulcus. The penetrations traversed ventral-stream areas, sampling—in Monkey P:
V1 (59 units), V2 (73), and posterior IT (pIT; 121); and in Monkey T: V1 (22), V2 (17),
V3 (22), central IT (cIT; 56), and anterior IT (alIT; 23). “IT”, in the paper, refers to the
concatenated dataset across I'T subregions. Animals passively fixated a central point while
images were presented at the center of the recorded population’s receptive field for 183
milliseconds. Each image was repeated multiple times, and recording sites were included in
the analysis based on split-half reliability across repetitions. For all analyses, we computed
mean firing rate from 90 to 300 milliseconds from image onset to account for response
latency.
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Stimulus set We used 75 natural images paired with their contrast-inverted versions (150
total) spanning multiple categories (monkey and human faces, bodies, hands, objects).

Contrast representation analysis To quantify the information about contrast polarity,
we used linear support vector machines to classify natural contrast vs inverted contrast
images. We performed 5-fold stratified cross validation over our balanced dataset of 150
images, 75 images in their natural and inverted contrasts. In addition to two monkey
dataset from V1, V2 and IT, we used several pretrained CNNs from torchvision ResNet18,
ResNet50, AlexNet, VGG19, ConvNeXT Base, MobileNet_V2. For CNNs we sampled 10
layers, uniformly spaced between the first and last, to obtain a normalized depth from 0 to
1 to plot in the same axis.

Contrast polarity sensitivity in CNNs To investigate contrast polarity sensitivity
in convolutional neural networks, we analyzed the first convolutional layer (convl) of five
widely used pretrained models: AlexNet, VGG16, ResNet18, GoogLeNet, and SqueezeNet.
Filters were classified as ON- or OFF-dominated based on the sign of their summed spa-
tial weights—positive sums indicated ON dominance, and negative sums indicated OFF
dominance.
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