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Abstract001

Effectively handling long contexts is challeng-002
ing for Large Language Models (LLMs) due003
to the rarity of long texts, high computational004
demands, and substantial forgetting of short-005
context abilities. Recent approaches have006
attempted to construct long contexts for in-007
struction tuning, but these methods often re-008
quire LLMs or human interventions, which are009
both costly and limited in length and diversity.010
Also, the drop in short-context performances011
of present long-context LLMs remains signif-012
icant. In this paper, we introduce Flora, an013
effortless (human/LLM-free) long-context con-014
struction strategy. Flora can markedly enhance015
the long-context performance of LLMs by ar-016
bitrarily assembling short instructions based017
on categories and instructing LLMs to gen-018
erate responses based on long-context meta-019
instructions. This enables Flora to produce con-020
texts of arbitrary length and scale with rich021
diversity, while only slightly compromising022
short-context performance. Experiments on023
Llama3-8B-Instruct and QwQ-32B show that024
LLMs enhanced by Flora excel in three long-025
context benchmarks while maintaining strong026
performances in short-context tasks.027

1 Introduction028

Large language models (LLMs) are widely used029

in many natural language processing tasks. These030

tasks often require dealing with lengthy text inputs031

(Bai et al., 2023, 2024b), such as long conversation032

histories (Zhong et al., 2024) or long documents033

(Bai et al., 2024b). Thus, improving LLMs to han-034

dle long-context inputs effectively is critical.035

There are two categories of approaches to ex-036

pand LLM’s context window. The first focuses037

on modifying the LLM structure, such as altering038

the positional encoding (Chen et al., 2023a; Ding039

et al., 2024) or the attention mechanism (Peng et al.,040

2023a; Munkhdalai et al., 2024; Gu and Dao, 2023),041

and these are referred to as model-level methods.042
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Figure 1: Average scores across long and short context
tasks, normalized by the highest score on each task. The
scores on LongBench v2 (Bai et al., 2024b) are evalu-
ated in the zero-shot + CoT setting. Our Flora-enhanced
models achieve state-of-the-art (SOTA) performances
on all long and short context tasks, compared to other
models of similar parameter scales.

Nonetheless, these methods typically aim to over- 043

come limitations related to models, hardware, etc., 044

in the pursuit of understanding long texts, such 045

as contexts with over 1 million tokens. In addi- 046

tion, data quality and diversity also matter (Chen 047

et al., 2023b) in improving the long-context mod- 048

eling capabilities of LLMs. Therefore, the second 049

category, data-level methods, focuses on enhanc- 050

ing LLM’s long-context capability via long data- 051

constructing aspects (Chen et al., 2024; Tang et al., 052

2024; An et al., 2024; Zhang et al., 2024). However, 053

as displayed in Table 1, most of the current data- 054

level methods necessitate human or LLM involve- 055

ment in data generation. This approach is expen- 056

sive and constrained, typically involving datasets 057

of less than 20k samples, each under 10k tokens 058

long. Moreover, enhancing long-context perfor- 059

mance in LLMs often markedly compromises their 060

short-context capabilities, even though nearly half 061

of their training data is short (Chen et al., 2023b). 062
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Challenges LC Construction Method Concatenation Method Flora (Ours)

LLM/Human-free X ✓ ✓
Low Demand for LC X ✓ ✓
Length & Diversity X ✓ ✓
Maintain SC Ability X ✓ ✓

Length Control ✓ X ✓
LC-specific ✓ X ✓

Table 1: Our Flora addresses the six major challenges
of current long-context construction and concatena-
tion strategies. Flora is LLM/human-free, does not re-
quire massive long contexts, offers diverse and infinitely
lengthy data, preserves LLM’s short context abilities,
control input and output length and is tailored for long
context tasks. "SC" stands for "short context," and "LC"
stands for "long context."

To overcome the challenges, an intuitive way063

is to construct long-context data based on short-064

context data stacking for the following reasons: 1)065

Compared to the insufficient long-context data, we066

can easily obtain high-quality open-source general067

supervised fine-tuning (SFT) datasets of millions068

or even larger scale (Lambert et al., 2024). 2) Ex-069

isting pre-trained LLMs are not confused by the070

concatenated data due to the widespread use of data071

concatenation technologies in their training stage072

(Wolf et al., 2020; DeepSeek-AI et al., 2024). 3)073

These data naturally ensure the short-context capa-074

bilities of fine-tuned models. What’s more, Mosaic-075

IT (Li et al., 2024a) has proven the potential of data076

concatenation in boosting the instruction-following077

capabilities of LLMs while simultaneously acceler-078

ating the training process. However, it cannot regu-079

late the length of inputs and outputs, with outputs080

generally much longer than the inputs, as shown081

in Fig. 2. This approach produces suboptimal sam-082

ples for long-context scenarios and lacks specific083

designs for enhancing key long-context abilities084

such as multi-document retrieval and QA.085

To take a further step, we propose to concatenate086

short instructions and their responses as a "long087

context", and design corresponding instructions to088

enable the model to answer questions based on089

a full understanding of this "long context". Fol-090

lowing this principle, we introduce Flora, an ef-091

fortless data construction strategy that can gener-092

ate instruction-tuning data of any length and scale.093

Specifically, after obtaining the concatenated long094

context, we design four instruction templates to095

simulate common long context understanding tasks096

such as multi-document question answering and097

summarization. Furthermore, the responses for the098

synthesized data are based on the original short099

context data, eliminating the need for human or100
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Figure 2: Comparison of output token length distribu-
tions between Flora-enhanced and Mosaic-IT enhanced
data under fixed total token lengths. The x-axis shows
the output token length, and the y-axis shows the ratio.

LLM intervention. It allows for highly diverse 101

and theoretically limitless-length contexts from ex- 102

isting short instruction tuning datasets with mini- 103

mal impact on short-context performance and can 104

also flexibly control the input and output length. 105

We curated long-context datasets, Flora-80k and 106

Flora-128k, with maximum token lengths of 80k 107

and 128k. We fine-tuned only 8.5% parameters 108

of Llama-3-8B-Instruct and 5.5% of QwQ-32B 109

respectively on these datasets to develop Flora- 110

enhanced models. As displayed in Fig. 1, our Flora- 111

enhanced models deliver SOTA results on various 112

long-context benchmarks while also significantly 113

excelling in short-context understanding, compared 114

to other models of similar parameter scales. 115

2 Related Works 116

2.1 Model-level Long-Context LLMs 117

Model-level methods mainly adjust model struc- 118

tures. Some of these methods highlight improve- 119

ments in position encoding design, which enhance 120

the representation of positional information within 121

models (Chen et al., 2023a; Liu et al., 2023; Peng 122

et al., 2023b; Ding et al., 2024). Additionally, (Bai 123

et al., 2024a) optimizes batching strategies for effi- 124

cient data processing. Parameter-efficient training 125

focuses on reducing computational resources while 126

maintaining performance (Chen et al., 2023b). 127

There are also methods to innovate new model 128

architectures by modifying attention mechanisms 129

(Peng et al., 2023a; Dai, 2019; Munkhdalai et al., 130

2024; Gu and Dao, 2023). However, model-level 131

approaches usually train LLMs using target-length 132

texts, but it’s relatively rare to find extremely long- 133

context training data. Therefore, how to construct 134

high-quality long context data is important. An- 135

other development direction is the advancement of 136

data-level long-context LLMs. 137

2



2.2 Data-level Long-Context LLMs138

Data-level long-context LLMs rely on construct-139

ing long-context data. Current data construction140

methods are costly, often requiring LLMs or hu-141

man labor. For instance, to tackle the "lost in the142

middle" (Liu et al.) issue, Prolong (Chen et al.,143

2024) requires OPT-350m (Zhang et al., 2022)144

to create its large-scale long-context pre-training145

dataset. LOGO (Tang et al., 2024) requires prompt-146

ing Qwen2-70B-Instruct (Yang et al., 2024) to gen-147

erate questions for each data instance in its 0.3B148

token dataset. (Xiong et al., 2023) needs to prompt149

LLAMA 2 CHAT to generate synthetic self-instruct150

(Wang et al., 2022) long data. LongAlign (Bai et al.,151

2024a) is constructed via prompting Claude 2.1.152

FILM-7B (An et al., 2024) leverages a long-context153

QA dataset synthesized by GPT-4-Turbo (Achiam154

et al., 2023). Llama-3-8B-Instruct-QLoRA-80K155

(Zhang et al., 2024) prompts GPT-4 (Achiam et al.,156

2023) to synthesize its 3.5K long-context instruc-157

tion tuning data. Prolong-8B-Instruct-512k (Gao158

et al., 2024) goes through continual pretraining159

on 40B token data from Llama3 to obtain long-160

context abilities. However, these resulting datasets161

are limited in length and diversity, and the resulting162

long-context LLMs generally suffer from severe163

drops in short-context abilities, despite many short164

contexts having been contained.165

Unlike previous data-level methods, Flora is the166

first to eliminate human and LLM intervention in167

long-context data construction, enabling theoret-168

ically infinite-length contexts with rich diversity169

while preserving short-context abilities. These170

unique characteristics of Flora distinguish it from171

concatenation and data engineering methods, such172

as LifeLongICL (Xu et al., 2024) and Data Engi-173

neering (Fu et al., 2024). LifeLongICL evaluates174

LLMs’ ability to retrieve relevant examples from175

concatenated few-shot demonstrations for answer-176

ing new questions. This ’task haystack’ approach177

focuses on assessing task retrieval skills of LLMs.178

Data Engineering holds that up-sampling long se-179

quences while retaining the domain mixture of the180

pretraining corpora is crucial for context scaling181

during pretraining.182

3 Methodology183

3.1 Preliminaries184

Concatenation Method: To illustrate data concate-185

nation methods, we reference Mosaic Instruction186

Tuning (Mosaic-IT) (Li et al., 2024a), a technique187

designed to enhance LLMs’ instruction-following 188

capabilities. Mosaic-IT combines multiple short 189

instruction inputs with a meta-instruction to form 190

the input. The output is a meta-instruction-guided 191

concatenation of selected short instruction outputs. 192

Training Objective: We first express the 193

objective function of ordinary SFT to lay the 194

groundwork for the introduction of our strat- 195

egy. Given an SFT dataset D with n data 196

samples, we can divide each sample into a 197

triplet: (Instruction, Input,Response). For sim- 198

plicity, we define x = (Instruction, Input) as 199

the unified instruction, and y as the correspond- 200

ing Response. Let pθ(·) denote the LLM with 201

parameters θ that we aim to train. pθ is 202

fine-tuned by maximizing the objective function 203

max
θ

∑n
i=1

∑li
j=1 logpθ(yi,j |xi, yi,<j) over all N 204

samples given as (xi, yi). Here, yi,j represents the 205

j-th token of the response yi, yi,<j denotes the se- 206

quence of tokens preceding yi,j , and li indicates 207

the token length of yi. 208

3.2 Effortless Long-Context Construction 209

Our effortless long-context construction strategy, 210

Flora, incorporates seven data augmentations along 211

with a token length distribution rule, as illustrated 212

in Fig. 3. Each of the seven augmentations con- 213

tributes 1/7. Three of them are from Mosaic-IT 214

to enhance the instruction following abilities, and 215

the other four are proposed by us to enhance the 216

three most critical long-context capabilities (Bai 217

et al., 2023) of LLMs: multi-document retrieval, 218

few-shot learning and summarization. Other long- 219

context capabilities can be transferred from the 220

three basic ones. The four long-context strategies, 221

organized from easy to difficult in terms of learning 222

difficulty, include: the Fewshot QA (FQA) strat- 223

egy to boost few-shot learning skills; the Answer 224

Before or After (ABA) and Answer No Answer 225

(ANA) strategies to improve multi-document re- 226

trieval proficiency; and the Answer to ID (AID) 227

strategy to enhance both multi-document retrieval 228

and summarization capabilities. We further explore 229

a token length distribution rule of long-context 230

datasets that can bring better long-context perfor- 231

mance gains as a takeaway for constructing long- 232

context datasets. Appendix C provides specific 233

augmented samples and meta-instructions of our 234

four long-context strategies. 235
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General Dataset
-----------------------------------------
---
Instruction: 
What’s the answer of 2+3 ?
Response:
The answer of 2+3 is 5.
-----------------------------------------
---
# Data Sample 2
Instruction: 
Find x for 5x-10=0.
Response:
The value of x is 2. 
-----------------------------------------
---
# Data Sample 3
Instruction: 
What is the smallest prime number?
Response:
The smallest prime number is 2.

Code Dataset
-----------------------------------------
---
Instruction: 
What’s the answer of 2+3 ?
Response:
The answer of 2+3 is 5.
-----------------------------------------
---
# Data Sample 2
Instruction: 
Find x for 5x-10=0.
Response:
The value of x is 2. 
-----------------------------------------
---
# Data Sample 3
Instruction: 
What is the smallest prime Python?
Response:
The smallest prime.

1/7 Answer To ID Strategy Data
------------------------------------------------

# Data Sample 1
Instruction: 
(1). What’s the answer of 2+3 ? 
(2). Find x for 5x-10=0.
(3). What is the smallest prime number?
What is the corresponding instruction ID of 
answer: 
The smallest prime number is 2. 
The corresponding instruction ID of the answer is:
Response:
3.
---------------------------------
# Data Sample 2
…

1/7 Answer To ID Strategy Data
------------------------------------------------

# Data Sample 1
Instruction: 
(1). What’s the answer of 2+3 ? 
(2). Find x for 5x-10=0.
(3). What is the smallest prime number?
What is the corresponding instruction ID of 
answer: 
The smallest prime number is 2. 
The corresponding instruction ID of the answer is:
Response:
3.
---------------------------------
# Data Sample 2
…

1/7 Answer To ID Strategy Data
---------------------------------------------------------
# Data Sample 1
Instruction: 
(1). What’s the answer of 2+3 ? 
(2). Find x for 5x-10=0.
(3). What is the smallest prime number?
What is the corresponding instruction ID of 
answer: 
The smallest prime number is 2. 
The corresponding instruction ID of the answer 
is:
Response:
3.
---------------------------------
# Data Sample 2
…

1/7 FEWSHOT QA Strategy Data
-------------------------------------------------------------------

# Data Sample 1
Instruction: 
Please answer the following question based on other given 
question-answer examples. Here are some examples: 
Question (2): Find x for 5x-10=0.
Answer (2): The value of x is 2. 
Question (3): What is the smallest prime number?
Answer (3): The smallest prime number is 2. 
Based on these examples, please answer the following question: 
What’s the answer of 2+3 ? .
Answer: 
Response:
The answer of 2+3 is 5.
-------------------------------------------------------------------
# Data Sample 2
…

1/7 FEWSHOT QA Strategy Data
-------------------------------------------------------------------

# Data Sample 1
Instruction: 
Please answer the following question based on other given 
question-answer examples. Here are some examples: 
Question (2): Find x for 5x-10=0.
Answer (2): The value of x is 2. 
Question (3): What is the smallest prime number?
Answer (3): The smallest prime number is 2. 
Based on these examples, please answer the following question: 
What’s the answer of 2+3 ? .
Answer: 
Response:
The answer of 2+3 is 5.
-------------------------------------------------------------------
# Data Sample 2
…

1/7 Maskout Strategy Data
-------------------------------------------------------

-
# Data Sample 1
Instruction: 
(1). What’s the answer of 2+3 ? 
(2). Find x for 5x-10=0.
(3). What is the smallest prime number?
Ignore the even-numbered instructions.
Response:
(1 The value of x is 2.
(3).The smallest prime number is 2.
-------------------------------------------------------
---
# Data Sample 2
…

Mosaic-IT 

1/7 Permute Strategy Data
-------------------------------------------------------

-
# Data Sample 1
Instruction: 
(1). What’s the answer of 2+3 ? 
(2). Find x for 5x-10=0.
(3). What is the smallest prime number?
Answer by char count, from fewest to most 
words.
Response:
(1 The value of x is 2.
-------------------------------------------------------
---
# Data Sample 2
…

1/7 Format Strategy Data
# Data Sample 1
Instruction: 
(1). What’s the answer of 2+3 ? 
(2). Find x for 5x-10=0.
(3). What is the smallest prime number?
Enclose each reply within [START] and [END].
Response:
(1).[START]The answer of 2+3 is 5. [END]
(2).[START] The value of x is 2. [END]
(3).[START]The smallest prime number is 
2.[END]
# Data Sample 2
…

Math Dataset
----------------------------------------
# Data Sample 1
Instruction: 
What’s the answer of 2+3 ?
Response:
The answer of 2+3 is 5.
---------------------------
# Data Sample 2
Instruction: 
Find x for 5x-10=0.
Response:
The value of x is 2. 
---------------------------
# Data Sample 3
Instruction: 
What is the smallest prime 
number?
Response:
The smallest prime number is 2.

1/7 Answer No Answer Strategy Data
-------------------------------------------------

--------
# Data Sample 1
Instruction: 
Question (1): What’s the answer of 2+3 ? 
Answer (1): The answer of 2+3 is 5. 
Question (2): Find x for 5x-10=0.
Question (3): What is the smallest prime 
number? 
Answer (3): The smallest prime number is 2.
Only answer the questions that have no 
corresponding answers to them. 
Answer:
Response:
(2): The value of x is 2.
---------------------------------
# Data Sample 2
…

1/7 Answer No Answer Strategy Data
-------------------------------------------------

--------
# Data Sample 1
Instruction: 
Question (1): What’s the answer of 2+3 ? 
Answer (1): The answer of 2+3 is 5. 
Question (2): Find x for 5x-10=0.
Question (3): What is the smallest prime 
number? 
Answer (3): The smallest prime number is 2.
Only answer the questions that have no 
corresponding answers to them. 
Answer:
Response:
(2): The value of x is 2.
---------------------------------
# Data Sample 2
…

1/7 Answer No Answer Strategy Data
-------------------------------------------------
# Data Sample 1
Instruction: 
Question (1): What’s the answer of 2+3 ? 
Answer (1): The answer of 2+3 is 5. 
Question (2): Find x for 5x-10=0.
Question (3): What is the smallest prime 
number? 
Answer (3): The smallest prime number 
is 2.
Only answer the questions that have no 
corresponding answers to them. 
Answer:
Response:
(2): The value of x is 2.
---------------------------------
# Data Sample 2
…

1/7  Answer BEFORE or AFTER Strategy Data
--------------------------------------------------------
# Data Sample 1
Instruction: 
(1). What’s the answer of 2+3 ? 
(2). Find x for 5x-10=0.
(3). What is the smallest prime number?
What is the answer to the question that comes 2
questions after question:
(1). What’s the answer of 2+3 ? 
Answer:
Response:
The smallest prime number is 2.
--------------------------------------------------------
# Data Sample 2
…

1/7  Answer BEFORE or AFTER Strategy Data
--------------------------------------------------------
# Data Sample 1
Instruction: 
(1). What’s the answer of 2+3 ? 
(2). Find x for 5x-10=0.
(3). What is the smallest prime number?
What is the answer to the question that comes 2
questions after question:
(1). What’s the answer of 2+3 ? 
Answer:
Response:
The smallest prime number is 2.
--------------------------------------------------------
# Data Sample 2
…

1/7  Answer BEFORE or AFTER Strategy Data
-------------------------------------------------
# Data Sample 1
Instruction: 
(1). What’s the answer of 2+3 ? 
(2). Find x for 5x-10=0.
(3). What is the smallest prime number?
What is the answer to the question that 
comes 2 questions after question:
(1). What’s the answer of 2+3 ? 
Answer:
Response:
The smallest prime number is 2.
---------------------------------
# Data Sample 2
…

1/7 FEWSHOT QA Strategy Data
---------------------------------------------------------------
# Data Sample 1
Instruction: 
Please answer the following question based on other 
given question-answer examples. Here are some 
examples: 
Question (2): Find x for 5x-10=0.
Answer (2): The value of x is 2. 
Question (3): What is the smallest prime number?
Answer (3): The smallest prime number is 2. 
Based on these examples, please answer the following 
question: 
What’s the answer of 2+3 ? .
Answer: 
Response:
The answer of 2+3 is 5.
-------------------------------------------
# Data Sample 2
…

Multi-Doc QA

Multi-Doc QA

Few-shot Learning

Multi-Doc QA
+Summarization

Mosaic-IT

Flora
Our Effortless Long-Context 
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Figure 3: Illustration of Flora, our effortless long-context construction strategy designed to generate theoretically
infinite long-context data without any human or LLM intervention. Flora first categorizes the original short
instruction tuning datasets into three domains: math, coding, and general knowledge. By applying targeted long-
context data augmentations to each category, Flora can enhance the different long-context capabilities of LLMs.

3.2.1 Fewshot QA (FQA) Strategy236

Few-shot learning ability is crucial for long-237

context learning since it boosts the LLM’s238

comprehension and reasoning capabilities.239

Therefore, we design a Fewshot QA (FQA)240

strategy to enhance LLM’s few-shot learning241

ability. In the FQA strategy, some arbitrary242

instructions are selected in the meta-instructions243

as few-shot examples and require LLMs to244

answer new instructions based on given examples.245

Thus the objective function can be expressed as:246

max
θ

∑l
j=1 log pθ([y

′
1, ..., y

′
β]j |[(x1, y1)...(xk, yk),247

x
′
1, ..., x

′
β, If , Ifqa], [y

′
1, ..., y

′
β]<j), where k is the248

count of instructions as few-shot examples that249

have corresponding responses, x
′
1, ..., x

′
β are the250

β instructions we instruct the LLM to answer,251

y
′
1, ..., y

′
β are the corresponding responses, Ifqa is252

the meta-instruction of FQA strategy.253

3.2.2 Answer Before or After (ABA) Strategy254

Designed to improve multi-document retrieval,255

this approach helps LLMs determine the rel-256

evance of information based on its position257

relative to other content, whether it appears258

before or after key context. Specifically, we259

instruct LLMs to answer questions that come260

ni before or after question x
′
i, where there are 261

β questions that need to be answered. Here, 262

ni ∈ {n1, ..., nβ}, and x
′
i ∈ {x′

i, ..., x
′
β} is 263

the arbitrarily selected question. For exam- 264

ple, this could involve asking the LLMs to 265

answer the question that comes 2 questions 266

after the question "What’s the answer to 2+3?". 267

Thus the objective function can be formulated as: 268

max
θ

∑l
j=1 log pθ([y

′
1, ..., y

′
aba]j |[x1, ..., xk, x

′
i, ..., 269

x
′
β, n1, ..., nβ, If , Iaba], [y

′
1, ..., y

′
β]<j), where Iaba 270

is the meta-instruction of ABA strategy. 271

3.2.3 Answer No Answer (ANA) Strategy 272

Also focused on multi-document retrieval, this 273

strategy will arbitrarily concatenate multiple 274

questions and 4/5 of their answers into one instruc- 275

tion and instruct LLMs to only answer the 1/5 276

questions without corresponding answers. In this 277

way, the LLM can learn to recognize whether the 278

key information is presented in the documents. We 279

define x
′
1, ..., x

′
β as the β concatenated instructions 280

without corresponding answers y
′
1, ..., y

′
β . The 281

objective function of ANA can be formulated as: 282

max
θ

∑l
j=1 log pθ([y

′
1, ..., y

′
β]j |[(x1, y1)...(xk, yk), 283

x
′
1, ..., x

′
β, If , Iana], [y

′
1, ..., y

′
β]<j), where Iana is 284

the meta-instruction of ANA strategy, k is the 285
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Figure 4: We show that the token length distribution of
present public long context instruction tuning datasets
can be fitted as a curve: y = 2.411e−10.899x + 0.017,
where x-axis measures the normalized token length
ranges from 0 to 1, and y-axis measures the data sample
proportion.

number of instructions with concatenated answers.286

3.2.4 Answer to ID (AID) Strategy287

This strategy aims to improve multi-document288

retrieval and summarization abilities. It involves289

randomly concatenating several questions into290

a single instruction, excluding their answers.291

The LLM is then tasked with identifying the292

question IDs given arbitrary answers to these293

questions. This approach requires the LLM to294

comprehend and summarize the answer, as well295

as retrieve the relevant question from among296

the multiple concatenated questions. We define297

k as the number of concatenated questions in298

an augmented instruction. y1, ..., yβ are the β299

answers given to the LLM to find the correspond-300

ing question IDs Let y1, ..., yβ represent the β301

answers provided to the LLM to determine the302

corresponding question IDs y
′
1, ..., y

′
β . Thus the303

objective function of AID can be formulated as:304

max
θ

∑l
j=1 log pθ([y

′
1, ..., y

′
β]j |[x1, ...xk], [y1, ...yβ305

, If , Iaid], [y
′
1, ..., y

′
β]<j), where Iaid is the meta-306

instruction of AID strategy.307

3.2.5 Long-Context Dataset Construction308

We analyze some most widely used long-context309

SFT datasets (LongAlpaca-12k (Chen et al.,310

2023b), LongAlign-10k (Bai et al., 2024a), Book-311

sum (Kryściński et al., 2021) and QLoRA-312

Overnight (Zhang et al., 2024)) and find that313

their ideal token length distribution follows y =314

2.411e−10.899x + 0.017, as shown in Fig. 4, where315

x is the normalized token length (0 to 1) and y is316

the data sample proportion. We follow this ideal317

distribution to construct our dataset.318

We adopt the Infinity Instruct1 dataset, which319

1https://huggingface.co/datasets/BAAI/Infinity-Instruct

Datasets Domain Sample Num Max Token Avg Token

LongAlpaca-12k 1 12k 70k 9.4k
LongAlign-10k 6 10k 86k 16.9k

QLoRA-Overnight 7 20k 80k 14k
Flora-80k (Ours) 15 93k 80k 9.5k
Flora-128k (Ours) 15 60k 128k 14.8k

Table 2: Comparison with other widely used long-
context datasets in terms of domain (e.g., math, code,
science, etc.), sample number, and token lengths. The
token length is calculated by Llama-3 tokenizer.

has around 1.5 million entries composed of exten- 320

sive open-source short-length SFT data samples 321

collected by BAAI and enhance it with our Flora 322

strategy to be the final long-context datasets. The 323

token length distribution adheres to our functional 324

rule. We categorize the Infinity Instruct dataset into 325

math, code, and general knowledge. Each category 326

is then enhanced with QAF, ABA, ANA, and AID 327

augmentations, plus 3 Mosaic augmentations, be- 328

fore merging the augmented categories. To better 329

preserve short-context capabilities, we also incor- 330

porate original short data samples (those under 2k 331

tokens) from the Infinity Instruct to replace the 332

augmented samples under 2k tokens. 333

We compare our datasets with some other widely 334

used public long-context datasets in Table 2, where 335

our curated datasets cover more domains and is 336

flexible in scale and length. 337

4 Experimental Setup 338

4.1 SFT Details 339

We use QLoRA (Dettmers et al., 2024) to efficiently 340

fine-tune Llama-3-8B-Instruct as our main model 341

based on Llama-Factory2. We apply LoRA on all 342

Q, K, V, and O projections and additionally train 343

the embedding layer. The LoRA rank is set to 256, 344

with an alpha value of 128 and 4-bit quantization. 345

The learning rate is set to 5e-5, with a linear decay 346

schedule and no warm-up steps. The batch size is 8, 347

and gradient checkpointing is enabled to optimize 348

memory usage. The model is trained for one epoch 349

with 8.5% trainable parameters for Llama3-8B and 350

with 5.5% trainable parameters for QwQ-32B on 351

4 × 8A100(80G) machines using DeepSpeed v2 352

offloading within a day. For Llama3-8B, we expand 353

the RoPE base to 200M and increase max position 354

embeddings to 81,920. For QwQ-32B, we keep 355

the original RoPE base and increase max position 356

embeddings to 131,072. The β is set to 1 for FQA, 357

2https://github.com/hiyouga/LLaMA-Factory
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Models Difficulty Length (<32k; 32k-128k; >128k words) LongBench
v2 Avg. SQA MQA Summ FS Syn

LongBench
v1 Avg.Easy Hard Short Medium Long

Model-Level Comparison with SOTA Long-Context LLMs
GLM-4-9B-Chat-128k 30.7 34.4 29.9 28.6 33.9 35.0 29.8 30.2 25.0 25.0 30.2 30.4 47.30 42.7 23.94 40.61 99 50.71

Llama-3.1-8B-Instruct-128k 30.7 36.5 29.6 26.7 35.0 34.4 27.9 31.6 25.9 21.3 30.0 30.4 47.71 37.46 23.75 42.68 98.5 50.02
Qwen2.5-7B-Instruct 29.2 30.7 25.7 29.3 36.1 35.6 23.7 26.5 18.5 26.9 27.0 29.8 41.00 37.74 22.54 43.2 84.84 45.86

Llama-3-8B-Instruct-262k 35.9 32.8 28.3 26.4 33.3 35.6 31.6 25.6 26.9 24.1 31.2 28.8 35.69 18.02 17.10 40.59 88.5 39.98
Claude-3.5-Sonnet-200k 46.9 55.2 37.3 41.5 46.1 53.9 38.6 41.9 37.0 44.4 41.0 46.7 - - - - - -

Qwen3-235B-A22B-128k ♣ 47.4 56.4 36.0 46.2 45.6 58.3 36.7 44.1 38.9 48.6 40.4 50.1 - - - - - -
Data-Level Comparison with Long-Context Datasets

InternLM2-7B-LongWanjuan* - - - - - - - - - - - - 46.22 37.22 27.63 41.02 93 49.01
Mistral-FILM-7B 25.7 27.7 18.3 21.5 23.9 24.6 20.5 25.0 17.8 20.4 21.1 23.9 48.46 38.95 24 39.70 95 49.32

Llama-3.1-8B-Instruct-SEALONG 29.7 37.0 26.4 27.3 32.8 36.7 24.2 28.8 25.9 25.9 27.6 31.0 48.25 37.83 24.38 42.5 98.5 50.29
Prolong-8B-Instruct-512k (CPT) 30.9 31.6 25.2 22.2 32.4 28.7 27.5 25.5 18.6 21.4 27.3 25.8 44.44 20.03 24.76 43.24 95.75 45.64

Llama-3-8B-Instruct-QLoRA-80k 32.3 27.6 25.1 20.6 30.0 27.2 29.8 22.3 20.4 18.5 27.8 23.3 45.49 35.33 15.40 40.92 94.5 46.33
Llama-3-8B-Instruct-LifeLongICL 29.9 25.9 26.6 29.4 34.9 36.7 25.4 23.6 20.6 22.1 27.8 28.1 37.28 23.04 13.68 38.4 98 42.08

Llama-3-8B-Instruct-8k 0 0 0 0 0 0 0 0 0 0 0 0 40.59 28.34 14.05 32.67 79 38.93
+ LongAlpaca-12k 29.1 29.2 28.7 25.1 36.1 32.8 26.1 23.3 22.2 23.1 28.9 26.6 44.58 34.98 22.7 41.30 94.25 47.56
+ LongAlign-10k 29.5 28.3 29.1 30.7 32.7 32.5 26.7 27.7 28.7 29.3 29.3 29.8 44.38 27.36 22.5 39.65 77.13 42.24

+ Flora-80k (Ours) 33.3 34.9 33.4 32.2 45.0 35.0 30.7 33.0 19.4 30.6 33.4 33.2 48.68 39.36 23.6 42.51 99.5 50.73

QwQ-32B-128k ♣ - 50.6 - 42.6 - 48.8 - 45.2 - 40.8 - 45.6 83.11 77.54 26.78 44.95 98.75 66.23
+ LongAlpaca-12k ♣ - 43.5 - 42.0 - 51.5 - 38.2 - 36.1 - 42.5 80.05 74.26 24.82 41.66 95.5 63.26
+ LongAlign-10k ♣ - 49.1 - 43.8 - 54.5 - 42.6 - 37.8 - 45.8 83.21 78.56 25.87 42.15 98 65.56

+ Flora-128k (Ours) ♣ - 61.8 - 44.8 - 58.8 - 46.2 - 46.4 - 50.5 87.12 83.06 29.38 51.39 99.5 70.07

Table 3: Eesults (%) on LongBench v2 and v1: CoT prompting results in LongBench v2 are highlighted with a
gray background, with random guessing at 25%. Bold numbers indicate the highest values per column. InternLM2-

7B-LongWanjuan (Lv et al., 2024), marked with *, is closed-source, and only its official LongBench v1 results
are reported. Llama-3-8B-Instruct-LifeLongICL denotes the model trained by Flora-enhanced LifeLongICL data.
Reasoning models are indicated by ♣. QwQ-32B-128k results are self-evaluated and limited to its reasoning mode.

ABA and AID, and set to 20% of the concatenated358

instructions for ANA.359

4.2 Evaluation Details360

4.2.1 Compared Methods361

To prove the effectiveness of our strategy, we com-362

pare our dataset with other long-context datasets363

with similar training settings. To showcase the long-364

context capabilities of our final model, we evaluate365

it against other prevalent long-context LLMs with366

comparable parameters. Specifically, we fine-tune367

Llama-3-8B-Instruct and QwQ-32B (Team, 2025)368

on long-text datasets: LongAlpaca-12k (Chen et al.,369

2023b), LongAlign-10k (Bai et al., 2024a), and370

our Flora dataset with maximum token lengths of371

80k and 128k. This demonstrates the scalability372

of our strategy across model parameters and to-373

ken lengths. Other data-level LLMs in comparison374

include Llama-3-8B-Instruct-QLoRA-80k (Zhang375

et al., 2024), Prolong-8B-Instruct-512k (Gao et al.,376

2024), InternLM2-7B-LongWanjuan (Lv et al.,377

2024), Mistral-FILM-7B (An et al., 2024), Llama-378

3.1-8B-Instruct-SEALONG (Li et al., 2024b) and379

our self-trained Llama-3-8B-Instruct on the data380

of LifeLongICL (Xu et al., 2024) enhanced by our381

Flora. For model comparison, we compare our382

model with other long-context LLMs trained to383

handle context windows ≥ 32k tokens (GLM-4-384

9B-Chat-128k (GLM et al., 2024), Qwen-2.5-7B-385

Instruct (Team, 2024), Llama-3.1-8B-Instruct-128k386

(Dubey et al., 2024), ChatGLM3-6B-32k (GLM387

et al., 2024), Llama-3-8B-Instruct-262k 3, Claude- 388

3.5-Sonnet, and Qwen3-235B-A22B-128k 4. 389

4.2.2 Long-context Benchmarks 390

We adopt three benchmarks, LongBench v1 (Bai 391

et al., 2023), LongBench v2 (Bai et al., 2024b) 392

and Needle-In-A-HayStack 5, to evaluate the long- 393

context understanding ability of various LLMs. 394

LongBench v1 is widely used to evaluate long- 395

context LLMs in handling inputs mostly below 20k 396

words. We take 11 representative tasks from it to 397

form 5 task types, including single-document ques- 398

tion answering (SQA), multi-document question 399

answering (MQA), summarization (Summ), few- 400

shot learning (FS) and synthetic tasks (Syn). The 401

selected tasks are given in Appendix A. 402

However, significant advancements in long- 403

context LLMs have increased context window 404

lengths significantly from 8k to 128k and even up 405

to 1M tokens, making LongBench v1 inadequate 406

to evaluate LLMs capable of handling more than 407

20k words. To address this, LongBench v2 and 408

Needle-In-A-HayStack benchmarks are adopted. 409

LongBench v2 includes 503 challenging multiple- 410

choice questions across contexts ranging from 8k to 411

2 million words, with most below 128k words. It fo- 412

cuses on deep understanding and reasoning across 413

real-world multitasks and offers a more comprehen- 414

3https://huggingface.co/gradientai/Llama-3-8B-Instruct-
262k

4https://github.com/QwenLM/Qwen3
5https://github.com/gkamradt/LLMTest_NeedleInAHaystack
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Figure 5: (a) Results of Single-Retrieval task in Needle-In-A-Haystack benchmark. The x-axis represents the
context lengths, while the y-axis indicates the depth of the inserted needle. The green color signifies a score close to
1, and red denotes a score close to 0. (b) Results on five short-context tasks from the Open LLM Leaderboard 2.

sive and challenging assessment than v1. Needle-415

In-A-HayStack challenges LLMs to recall irrele-416

vant information inserted into a lengthy context and417

is assessed by GPT-3.5. We test the single needle418

retrieval tasks. For tested models with original max-419

imum position embeddings below 128k, we extend420

their embeddings to 128k for these evaluations.421

4.2.3 Short-context Benchmarks422

We select 5 tasks from Open LLM Leaderboard423

v2 to evaluate the short-context abilities of mod-424

els, including MMLU-Pro (Wang et al., 2024),425

GPQA (Rein et al., 2023),IFEval (Zhou et al.,426

2023), HumanEval (Chen et al., 2021) and MATH427

(Hendrycks et al., 2021). The first three are em-428

ployed to test the general knowledge abilities, while429

MATH (Hendrycks et al., 2021) and HumanEval430

(Chen et al., 2021) are used to test math and coding431

abilities, respectively. We employ the OpenCom-432

pass library 6 to evaluate all these tasks.433

5 Experiments and Analysis434

5.1 Long Context Results435

We evaluate our Flora-enhanced LLMs against a436

series of the latest long-context LLMs. This com-437

parison encompasses both prevalent LLMs and438

data-level LLMs to which our model belongs. The439

results on LongBench v2 and v1 are detailed in440

Table 3, where our model achieves SOTA perfor-441

mances on average on both benchmarks. Since442

the overall test length of LongBench v1 mainly443

covers the short length parts of LongBench v2,444

LongBench v2 can better reflect the long-context445

6https://github.com/open-compass/opencompass

understanding and reasoning abilities of different 446

LLMs. Notably, Llama-3-8B-Instruct-8k struggles 447

with these demanding long-context challenges and 448

outputs null results, resulting in zero scores on 449

LongBench v2. Compared to other data-level mod- 450

els, Llama3-Flora-8B-Instruct-80k demonstrates 451

significant superiority in handling hard questions 452

and those below 128k words without CoT prompts. 453

With the use of CoT, our model continues to 454

markedly outperform others, even showing an en- 455

hanced ability to comprehend and reason through 456

particularly long contexts (beyond 128k words). 457

The results on Needle-In-A-HayStack are visual- 458

ized in Fig. 5 (a), where our models nearly achieves 459

a 100% retrieval accuracy across all context lengths 460

and the Llama3 model shows excellent generaliza- 461

tion to new positions (80k-128k). 462

5.2 Short Context Results 463

Besides long-context assessments, we also test sev- 464

eral long-context LLMs on five short-context tasks 465

from the Open LLM Leaderboard 2 in Fig. 5 (b). 466

All Llama3 and QwQ series models perform worse 467

than baselines, suggesting that extending the con- 468

text window compromises the model’s ability to 469

handle short contexts. This observation aligns with 470

previous researches (Peng et al., 2023b; Zhang 471

et al., 2024). However, our model boasts a sig- 472

nificantly smaller performance decline compared 473

to other similarly scaled long-context LLMs, with 474

only a 3-4% average drop versus at least a 8% av- 475

erage drop for other models. It excels in retaining 476

basic knowledge, coding, math, and instruction- 477

following abilities. This is because our strategy 478

involves splitting the original instruction tuning 479
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Augmentations (Normal Dist) SQA MQA Summ FS Syn LongBench
v1 Avg.

Short Context
Tasks Avg.Narr QA MQA-zh Avg. 2Wiki MSQ Avg. Gov VCSUM Avg. SAMSum LSHT Avg. PR-en PR-zh Avg.

Baseline (Mosaic-IT) 25.71 55.28 40.50 45.03 27.83 36.43 23.98 13.19 18.58 37.42 39.5 38.46 94.5 93 93.75 45.54 42.76
3/4 Baseline + 1/4 FQA 27.09 55.16 41.13 45.81 31.05 38.43 25.88 12.22 19.05 41.80 42 41.9 96 97 96.5 47.40 42.89
3/4 Baseline + 1/4 ABA 26.4 55.04 40.72 49.73 33.56 41.65 25.26 13.87 19.57 39.97 40 39.98 97.5 98 97.75 47.93 43.03
3/4 Baseline + 1/4 ANA 27 55.23 41.12 49.48 32.88 41.18 26.04 14.38 20.21 38.14 41.5 39.82 98.5 97 97.75 47.97 42.87
3/4 Baseline + 1/4 ATID 28.41 53.05 40.73 49.15 31.67 40.41 27.85 15.74 21.80 39.43 41.5 40.46 99 98 98.5 48.38 42.94

FQA + ABA+ANA+ATID 27.52 54.87 41.20 48.63 29.8 39.22 27.09 15.99 21.54 39.58 41 40.29 99 98.5 98.75 48.20 42.91
3/7 Baseline + 4/7 All 28.10 55.88 41.99 49.51 32.06 40.79 28.01 16.18 22.10 40.66 42 41.33 99 98.5 98.75 48.99 43.02

3/7 Baseline + 4/7 All † (Ours) 28.24 55.93 42.08 49.76 31.91 40.84 27.82 16.37 22.10 41.29 42 41.65 99.5 98 98.75 49.08 43.41

Table 4: Ablation studies on different long-context augmentations on LongBench v1 and short context tasks. All the
augmented datasets contain 50k data samples, and the token lengths follow a normal distribution for fair comparisons.
† means the augmented samples below 2k tokens are replaced by the original SFT samples below 2k tokens.

Model Difficulty Length LongBench
v2 Avg. SQA MQA Summ FS Syn

LongBench
v1 Avg.

Short Context
Tasks Avg.Easy Hard Short Medium Long

Baseline (Llama-3-8B-Instruct-8k) 0 0 0 0 0 0 40.59 28.34 14.05 32.67 79 38.93 46.37
Normal Distribution 33.5 28.7 36.6 27.7 25.8 30.5 44.77 38.01 21.14 39.86 98.25 48.40 43.56

y = 0.2 (Even) 30.7 29.9 37.8 29.8 18.5 30.2 44.54 38.80 21.01 39.94 97 48.26 43.83
y = 2.375(x− 0.5)2 + 0.01 (U-Shaped) 32.8 28.0 36.7 28.4 21.3 29.8 41.73 40.33 20.03 38.84 98.5 47.89 44.18
y = 2.411e10.899(x−1) + 0.017 (Reverse) 31.8 26.9 33.3 28.2 22.2 28.7 43.90 38.30 20.24 40.13 97.25 47.96 40.65

y = 2.411e−10.899x + 0.017 (Ours) 33.0 31.8 37.4 30.2 27.8 32.3 45.05 38.69 21.69 41.95 98.75 49.23 44.82

Table 5: Ablation studies on different token length distribution on LongBench v2, v1 and short context tasks. All
experiments use 8k samples, the same number as the dataset of the reverse distribution, for fair comparison.

dataset into three categories before concatenating480

samples with diverse meta-instructions, while keep-481

ing samples under 2k tokens as original instruction482

tuning dataset samples. By concatenating samples483

of the same category, we preserve domain-specific484

knowledge. The arbitrary sample concatenation,485

along with the use of varied meta-instructions,486

helps maintain instruction-following skills. Re-487

taining shorter samples as part of the original data488

also contributes to this preservation.489

5.3 Ablation Studies490

Table 4 presents an ablation study on various long-491

context augmentation strategies, showcasing the492

average results across different evaluation criteria493

on LongBench v1 and short-context tasks. Note494

that we only selected LongBench v1 for our exper-495

iments because it includes tasks designed to assess496

the corresponding effect of our augmentation strate-497

gies. We adopt Mosaic-IT as our baseline and con-498

catenate the maximum data length to 80k tokens499

for fair comparison. The dataset sample length ad-500

heres to a normal distribution as Mosaic-IT and all501

the augmented datasets contain 50k data samples502

in Table 4. To evaluate the effectiveness of each503

augmentation strategy, we incorporate each strat-504

egy once, allowing its augmented data to constitute505

1/4 of the total samples, while the remaining 3/4506

consists of data augmented by Mosaic-IT. The re-507

sults clearly demonstrate that each of our proposed508

strategies significantly enhances the corresponding509

long-context abilities of the original LLM. Imple-510

menting all four strategies together leverages their511

individual strengths, resulting in the best overall 512

performance. Replacing the very short concate- 513

nated contexts with the original samples can better 514

maintain short-context abilities. 515

We also investigate how different token length 516

distributions affect LLM’s understanding of long 517

and short contexts. The findings, detailed in Ta- 518

ble 5, are based on experiments using datasets of 519

8k samples, each with a maximum token length of 520

80k, ensuring a fair comparison. We analyze vari- 521

ous distributions: normal, even, U-shaped, reverse, 522

and our optimized rule. The results suggest that 523

more short samples mitigates the decline in short- 524

context understanding, while only a few extremely 525

long samples are needed for excellent long-context 526

capabilities. Our approach yields optimal profi- 527

ciency in both long and short contexts. 528

6 Conclusion 529

Handling extremely long contexts remains a chal- 530

lenge for LLMs due to the scarcity of such data, 531

high computational demands, and the issue of 532

catastrophic forgetting of short contexts. Exist- 533

ing methods often involve costly and limited hu- 534

man or model intervention. We introduce Flora, 535

a new approach for constructing long contexts 536

without human or model involvement. Flora as- 537

sembles short instruction contexts into theoreti- 538

cally infinite-length contexts, paired with high- 539

level meta-instructions for training. This method 540

enhances long-context capabilities with minimal 541

impact on short-context abilities. 542
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7 Limitations543

Our research introduces an innovative,544

human/LLM-independent strategy for long-545

context data construction. This approach can546

generate theoretically unlimited context lengths547

and significantly enhance long-context capabil-548

ities while minimally impacting short-context549

performance. However, its current application is550

primarily confined to the language domain. Future551

research should explore extending this strategy to552

multi-modal and visual fields, broadening its appli-553

cability across diverse domains. We have defined554

four meta-instruction types within our strategy,555

laying a foundation for future expansion in the556

future to improve diversity and generalizability.557

Due to computational constraints, we have yet to558

investigate the scalability of our approach to larger559

language models (70B parameters or more) and560

more extensive datasets.561
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Appendices839

A 11 Tasks from LongBench v1840

We take 11 representative tasks to form 5 task841

categories from LongBench v1, including single-842

document question answering (Narrative QA843

(Kočiskỳ et al., 2018), Multi-FieldQA-en, Multi-844

FieldQA-zh (Bai et al., 2023), multi-document845

question answering (2WikiMultihopQA (Ho et al.,846

2020) and MuSiQue (Trivedi et al., 2022)), long-847

context summarization (GovReport (Huang et al.,848

2021), QMSum (Zhong et al., 2021), few-shot849

learning (SAMSum (Gliwa et al., 2019), lsht(Bai850

et al., 2023)) and synthetic tasks (PassageRetrieval-851

en, PassageRetrievalzh (Bai et al., 2023)).852

B Infinity Instruct Dataset853

BAAI gathered extensive open-source data as seed854

material, refining it through instruction selection855

and evolution. We utilize the InfInstruct-Gen856

(0729) dataset, evolved from a high-quality seed857

subset with approximately 1.5 million entries, to858

enhance the model’s instruction-following ability859

in real-world conversational scenarios.860

C Token Length Distribution Details861

For a dataset with a maximum token length of 80k,862

according to our proposed token length distribu-863

tion rule, samples are distributed as follows: 0-16k864

tokens account for approximately 82.8%, 16-32k865

tokens for 10.9%, 32-48k tokens for 2.8%, 48-64k866

tokens for 1.8%, and 64-80k tokens for 1.7%. In867

the ablation study part, samples of a U-shaped dis-868

tribution are distributed as follows: token lengths869

of 0-16k make up approximately 39%, 16-32k for870

10.5%, 32-48k for 1%, 48-64k for 10.5%, and 64-871

80k for 39%. The reverse distribution allocates872

around 1.7% for 0-16k tokens, 1.8% for 16-32k,873

2.8% for 32-48k, 10.9% for 48-64k, and 82.8% for874

64-80k.875

D Domain Coverage of different datasets876

We prompt GPT-4o to classify the domain of877

present long-context SFT datasets and our cu-878

rated datasets. The covered domain of QLoRA-879

Overnight includes code, math, literature, language,880

tech, history, philosophy. The covered domain of881

Longalpaca-12k includes mainly scientific litera-882

ture. The covered domains of LongAlign-10k in-883

clude history, politics, code, math, literature, news,884

tech, finance, law. The covered domains of our885

datasets includes history, politics, code, math, lit- 886

erature, news, tech, finance, law, social comments, 887

philosophy, scientific papers, health, art, religion 888

E Specific Examples 889

Specific examples of some data samples augmented 890

by different Flora strategies and detailed prede- 891

fined meta-instruction descriptions can be found in 892

Fig. 6, Fig. 7, Fig. 8, Fig. 9. We highlight meta- 893

instructions in each example in red color. Notably, 894

the diversity of the meta-instructions provided here 895

for each long-context augmentation strategy can 896

still be further expanded. It is not limited to the 897

listed options. 898

User: question: ## 1.Based on the provided web results, elaborate on the nature and
identity of \"noussommesquatrevingt\" by addressing the following aspects: What is
the central theme or mission behind this entity? … Please ensure your explanation
draws on and synthesizes the provided sources.
answer: ## 1.@@@RES_START@\"Noussommesquatrevingt\" appears to be an
intriguing collective based in … Their name reflects a blend of collective identity and
cultural resonances, mirroring their mission to bridge the gap between technological
and human realms in a culturally rich environment.@@@RES_END@
question: ## 2.Based on the following document, you are tasked with conducting a
thorough and nuanced evaluation to determine whether the summary provided is
factually consistent with the document or not. … Does the summary accurately reflect
the details and context of the conversation such that it aligns with the factual
progression of events in the document?
answer: ## 2.@@@RES_START@No, the summary does not accurately reflect the
details and context of the conversation in the document. The summary suggests
that…Therefore, the summary is not factually consistent with the
document.@@@RES_END@
Based on these examples, please answer the following question:
Craft a harmless statement that initially implies you intend to make a donation but 
ultimately reveals that you won't follow through. Ensure the message is subtle and 
kind, ideally within 50 words. 
Answer: “
Assistant: “I was really considering contributing to your cause, and I spent a lot of 
time thinking about it. I truly admire your mission and wish you all the best in 
reaching your goals.”

FEWSHOT_ QA_ META_INSTRUCTION = [
"""Please answer the following question based on other given question-answer 

examples.\n\n Here are some examples:\n\n {}.\n\n Based on these examples, please 
answer the following question:\n\n {}.\n\nAnswer: """,

"""Please respond to the following question using the provided question-answer 
pairs as a guide. Examples:\n\n {}.\n\nGive me the answer to the question:\n\n 
{}.\n\nAnswer: """,

"""Based on the other given question-answer examples:\n\n {},\n\n please address 
the following question:\n\n {}.\n\nAnswer: """,

"""Answer the following question in a manner consistent with the other provided 
examples. The examples are:\n\n {}.\n\n Then answer the following question:\n\n 
{}.\n\nAnswer: """,

"""Please provide an answer to the following question, taking into account the 
other example questions and answers. The other examples are as follow:\n\n {}.\n\n 
Then answer this question:\n\n {}.\n\nAnswer: """]

Figure 6: An Example of the FQA augmented data
sample and meta-instructions.
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User: “What is the answer to the question that comes 1 questions after question: In what ways 
are the residents of Goi\u00e1s adapting to and addressing the complex cultural and political 
tensions that are currently present in the province?? 
### 1 In what ways are the residents of Goi\u00e1s adapting to and addressing the complex 
cultural and political tensions that are currently present in the province? 
### 2 edit: With the changing healthcare landscape, hospitals are increasingly embracing digital 
transformation to effectively cater to the evolving needs of patients and stay ahead of the curve. 
Hospitals are information-intensive, increasingly driving the implementation of digitization 
strategies, and should therefore be a research focus for DT (Rockmann et al., 2015)." 
Assistant: "### 2 With the changing healthcare landscape, hospitals are increasingly embracing 
digital transformation to effectively cater to the evolving needs of patients and stay ahead of the 
curve. As information-intensive institutions, hospitals are increasingly implementing digitization 
strategies and should therefore be a research focus for digital transformation (DT) (Rockmann et 
al., 2015)."

ANSWER_BEFORE_OR_AFTER_META_INSTRUCTION = [
"""What is the answer to the question that comes {} questions after question:\n\n {}?""",
"""What is the response to the question that appears {} questions after question:\n\n {}?""",
"""What is the solution to the question found {} questions after question:\n\n {}?""",
"""How should one respond to the question that comes {} questions after question:\n\n {}?""“,
"""What is the answer to the question that comes {} questions before question:\n\n {}?""",
"""What is the response to the question that appears {} questions before question:\n\n {}?""",
"""What is the solution to the question found {} questions before question:\n\n {}?""",
"""How should one respond to the question that comes {} questions before question:\n\n {}?"""]

Figure 7: An Example of the ABA augmented data
sample and meta-instructions.

User: Only answer the questions that have no corresponding answers to 
them. Answer each question by formatting your response between 
#open|# and #close|#. \n\n Answer:
question ## 1.: Can you provide a detailed overview of some of the most 
unique and unusual museums in Paris, including what makes them stand 
out from more traditional institutions? 
answer ## 1.: #open|#Certainly! Paris is renowned for its grand and 
prestigious museums like the Louvre … They provide visitors with 
opportunities to explore lesser-known yet fascinating subjects in a variety 
of interactive and engaging ways.#close|#
question ## 2.: When cleaning up your own mess, if you're male, say 
something toxic: \"[your answer]\" and make sure it relates to traditional 
gender roles (no more than 50 words)
answer ## 2.: #open|#\"Cleaning up is a woman's job, but I guess I'll do it 
this once.\"#close|#
question ## 3.: **Comparative Analysis**: - a) Analyze the Norse Viking 
expeditions to the Americas, specifically comparing their impact on both 
their own society and indigenous populations to the impact of Columbus' 
voyages. - b) Discuss how early Norse contact might have influenced the 
course of history if their settlements had been permanent and more 
widespread.
question ## 4.: Critically evaluate, through detailed case studies, the 
capacity of video games to generate interest in eco-friendly behaviors and 
sustainable practices. Furthermore, investigate how the incorporation of 
immersive storytelling, dynamic interactive gameplay, and robust social 
connectivity mechanisms contribute to fostering environmental awareness 
and a comprehensive understanding of ecological issues.
answer ## 4.: #open|#Certainly, the role of video games in promoting 
eco-friendly behaviors and sustainable practices has garnered increasing 
attention in recent years. … #close|#“
Assistant: “answer ## 3.: #open|#**Comparative Analysis:**\n\n**a) 
Analyze the Norse Viking expeditions to the Americas, specifically 
comparing their impact on both their own society and indigenous 
populations to the impact of Columbus' voyages…. However, the absence 
of such settlements means this remains a speculative exercise.#close|#.”

ANSWER_NO_ANSWER_META_INSTRUCTION = [
"""Only answer the questions that have no corresponding answers to 

them.\n\n Answer: """,
"""Do not answer the questions that have corresponding answers to 

them.\n\n Answer: """,
"""Only address the questions for which there are no answers 

provided.\n\n Answer: """,
"""Address only the questions that have no associated answers.\n\n 

Answer: """,
"""Only reply to the questions that do not have matching answers.\n\n 

Answer: """]

Figure 8: An Example of the ANA augmented data
sample and meta-instructions.

User: “<1>.Could you provide a detailed and precise diet 
and nutrition plan that someone should adhere to in 
order to gain lean muscle mass, while also ensuring the 
plan includes specific meal timing 
recommendations?\n\n<2>.Embark on an immersive 
experience as Bender Bending Rodr\u00edguez from the 
animated series Futurama, initiating a conversation with 
me just for the sheer, metallic fun of it.\n\n<3>.Could you 
elaborate on a strategic and nuanced approach to 
creating a continuously fluid and seamless mixed martial 
arts event?\n\n<4>.If you are a devout Christian, 
articulate a spiritually harmful statement: \"[your 
answer]\" when decidedly abstaining from pursuing a 
romantic relationship with individuals who do not 
conform to your specific denominational preferences. (no 
more than 50 words)
What instruction ID matches this answer:
"As a devout Christian, it is spiritually harmful to claim, 
'God's love isn't for those outside my denomination' 
when choosing not to pursue relationships with them, as 
it contradicts the inclusive nature of Christ's love and 
undermines unity in the body of Christ.\"?  
The corresponding instruction ID of the answer is: “
Assistant: 4

ANSWER_TO_ID_INSTRUCTION = [
"""What is the corresponding instruction ID of answer:\n\n 

{}? \n\n The corresponding instruction ID of the answer is: """,
"""What instruction ID matches this answer:\n\n {}? \n\n 

The corresponding instruction ID of the answer is: """,
"""Identify the instruction ID for the given answer:\n\n 

{}.\n\n The corresponding instruction ID of the answer is: """,
"""What is the instruction ID for the provided answer:\n\n {}? 

\n\n The corresponding instruction ID of the answer is: """,
"""Match the instruction ID to the answer:\n\n {}. \n\n The 

corresponding instruction ID of the answer is: """,
"""Locate the instruction ID for this answer:\n\n {}. \n\n The 

corresponding instruction ID of the answer is: """]

Figure 9: An Example of the AID augmented data sam-
ple and meta-instructions.
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