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Abstract

Vision-language models such as CLIP have001
shown impressive capabilities in encoding texts002
and images into aligned embeddings, enabling003
the retrieval of multimodal data in a shared004
embedding space. However, these embedding-005
based models still face challenges in effectively006
matching images and texts with similar visio-007
linguistic compositionality, as evidenced by008
their performance on the recent Winoground009
dataset. In this paper, we argue that this limita-010
tion stems from two factors: the use of single011
vector representations for complex multimodal012
data, and the absence of step-by-step reasoning013
in these embedding-based methods. To address014
this issue, we make an exploratory step using015
a novel generative method that prompts large016
vision-language models (e.g., GPT-4) to de-017
pict images and perform compositional reason-018
ing. Our method outperforms other embedding-019
based methods on the Winoground dataset, and020
obtains further improvement of up to 10% accu-021
racy when enhanced with the optimal descrip-022
tion.1 More importantly, we provide a fine-023
grained error analysis of our method’s outputs,024
highlighting the key bottleneck in understand-025
ing image contents by existing VLMs.026

1 Introduction027

Recent advancements in vision-language models028

(VLMs) have rapidly accelerated progress in multi-029

modal tasks such as visual question answering (An-030

tol et al., 2015) and image captioning (Lin et al.,031

2014). Large vision-language encoders such as032

CLIP (Radford et al., 2021) and UNITER (Chen033

et al., 2020) have been trained to learn a joint em-034

bedding space for combining visual and textual in-035

formation. These aligned multimodal embeddings036

have been widely used for zero-shot image-text re-037

trieval (Plummer et al., 2015) and other challenging038

multimodal matching tasks (Thrush et al., 2022).039

Notably among these approaches, CACR (Pandey040

1Code and models will be released upon acceptance.

et al., 2022) and IAIS (Ren et al., 2021) further 041

improve the multimodal representations by incen- 042

tivizing relation alignment during pretraining. 043

Despite remarkable advances, the embedding- 044

based methods still encounter difficulties in various 045

compositional reasoning tasks, particularly in the 046

recent Winoground task (Thrush et al., 2022). This 047

task evaluates the capability of VLMs to under- 048

stand the compositional relation among objects in 049

the images and their associated captions (see details 050

in §3). One primary limitation of embedding-based 051

methods is their reliance on compressing intricate 052

compositional information from an image or a text 053

into a single vector representation, which typically 054

emphasizes object encoding but is limited in distin- 055

guishing the nuanced relationships between objects 056

and their context in the image and caption. To 057

address this limitation, we propose an alternative 058

generative approach that utilizes the fine-grained 059

reasoning capabilities of large generative models in 060

comprehending image content and matching corre- 061

sponding texts. In contrast to traditional generative 062

methods that train specific modules for visual ques- 063

tion answering (Wang et al., 2022b; Uehara et al., 064

2022), we use a tuning-free prompt-based method. 065

Specifically, our keyword-guided compositional 066

reasoning method (KEYCOMP) prompts a VLM 067

for depicting images based on the keywords de- 068

tected from the query text, and then uses a stronger 069

LLM to analyze the image description for match- 070

ing corresponding texts. Our method design is 071

mainly based on two considerations. First, our 072

analysis (§4) shows that directly prompting gener- 073

ative VLMs like MiniGPT4 (Zhu et al., 2023) or 074

BLIP-2 (Li et al., 2023) still poses a challenge for 075

the model in identifying key image and text con- 076

tents for further reasoning. Thus, proper guidance 077

is necessary to instruct the VLM to focus on key 078

image regions for image description. Second, we 079

believe that existing LLMs (e.g., GPT-4) possess 080

stronger language reasoning capabilities than the 081
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Keyword-guided Image
Description by VLM

A: Snake eats bird

B: Bird eats snake

A lightbulb
surrounding some

plants

A B

Keyword Detection
e.g., {bird, snake, eat}

Prompt-based
Reasoning by LLM

Decision
e.g., Cap B/Img B

Text Score Task Image Score Task

Figure 1: Illustration of our generative method for the
Winoground task. Appendix C shows more detailed
descriptions and model outputs. Text Score Task: Our
method chooses the more appropriate caption given a
single image. Image Score Task: Our method chooses
the best image given a single caption.

A bottle in water

Image Score Task  Description
Image A: This image
shows a bottle floating in
the water. It appears to be
made of glass and has a
cork in the top ...
Image B: This is a clear
plastic bottle filled with
water. It has a blue cap on
top and is standing upright
on a white surface.

Keyword Detection
{Bottle, Water, In}

Prompt-based
Reasoning 

Select the best image
for the caption

"A bottle in water".
Think step by step and
start your answer with

A or B.

Decision
A:  The image clearly
shows a glass bottle

partially submerged in
a body of water

A B

Figure 2: A detailed example for the image score task.

available VLMs, thus we use a LLM for multi-step082

reasoning instead of a weaker VLM used in concur-083

rent prompting-based methods (You et al., 2023;084

Shen et al., 2023; Wu et al., 2023).085

We conduct thorough quantitative and qualitative086

analyses of our method against existing embedding-087

based methods on Winoground. Overall, KEY-088

COMP achieves a state-of-the-art image score on089

Winoground, surpassing the best embedding-based090

method by a clear margin of 5.1% image score. Our091

method excels at multi-step reasoning for complex092

examples (Fig. 9) and unusual images (Fig. 17).093

More importantly, further error analysis of the fail-094

ure cases (Appendix G) reveals a bottleneck in the095

image description quality of VLMs, shedding in-096

sights for future directions. Particularly, VLMs097

still struggle with describing spatial reasoning and098

LLMs may misinterpret VLM descriptions with099

complex syntax structures.100

2 Method101

This section first describes the Winoground tasks,102

and then introduces KEYCOMP in three steps (il-103

lustrated in Fig. 1 and Fig. 2).104

Problem Definition Winoground (Thrush et al.,105

2022) has two fundamental matching tasks to as-106

sess the visio-linguistic compositionality of VLMs.107

Given two aligned image-caption pairs (I0, C0) 108

and (I1, C1), a VLM is asked to select the correct 109

caption from {C0, C1} for a single image (either I0 110

or I1) in the text score task. In the image score task, 111

a VLM is asked to select the correct image from 112

{I0, I1} for a single caption (either C0 or C1). 113

Step 1: Keyword Detection Our method first 114

detects a keyword set K = {w1, . . . , wk} automat- 115

ically from the caption text to help guide the VLM 116

to describe the relevant contents of the images. The 117

caption text is either a single caption in the image 118

task or the concatenation of two captions in the text 119

task. When detecting keywords, we use SpaCY2 to 120

identify nouns, verbs, prepositions, and adjectives. 121

The intuition is that nouns in a sentence usually de- 122

scribe the key entities in the scene, and adjectives 123

depict the attributes of the entities (e.g., color, size, 124

shape), while verbs and prepositions usually reveal 125

a relation between two entities in an image. 126

Step 2: Keyword-guided Description Next, we 127

use a pretrained VLM fVLM such as MiniGPT4 or 128

BLIP-2 to generate text descriptions for images. To 129

ensure the VLM focuses on relevant image details 130

for image-text matching, we use the keywords K to 131

guide the generation of image descriptions. Specifi- 132

cally, we append all extracted keywords in K to the 133

end of a text “[Instruction]” to produce a prompt 134

PK. The prompt is then used to generate a high- 135

quality description of the entities and relations for 136

an image Ia by Eq. (2). Example descriptions and 137

prompts are presented in Appendix C and D. 138

PK = “[Instruction] w1, . . . , wk” (1) 139

DK,a = fVLM(Ia, PK), a ∈ [0, 1] (2) 140

Step 3: LLM Reasoning & Explanation As 141

LLMs have demonstrated an impressive zero-shot 142

language reasoning ability (Brown et al., 2020), we 143

prompt a LLM fLLM to perform reasoning on the 144

generated image descriptions and the given cap- 145

tions, and select an answer for Winoground tasks. 146

Additionally, inspired by recent chain-of-thought 147

prompting (Wei et al., 2022), we also add another 148

explanation instruction, such as “Think step by 149

step", to prompt the LLM to explain its answer 150

selection. Specifically, in the image task for se- 151

lecting the correct image from I0, I1 for a caption 152

Ca, we construct a prompt Pimg,a by concatenating 153

Ca with a selection instruction, the two generated 154

2https://spacy.io/
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image descriptions and an explanation instruction.155

Similarly, we construct another prompt Ptxt,a for156

an image Ia in the text task. Finally, we feed the157

prompt to the LLM to get a text output y containing158

the selection and the explanation.159

Pimg,a = “[T] [Ca] [T] [DK,0] [DK,1] [T]” (3)160

Ptxt,a = “[T] [DK,a] [T] [C0] [C1] [T]” (4)161

y = fLLM(Pt,a), t ∈ {img, txt} (5)162

where all “[T]” placeholders are the texts surround-163

ing the key information in the template to construct164

the prompt. Appendix B shows all prompt variants.165

3 Experimental Settings166

Dataset & Evaluation The Winoground dataset167

consists of 400 items, each containing two image-168

caption pairs (I0, C0), (I1, C1). While the images169

in each item may be completely different, the two170

captions {C0, C1} have an identical set of objects,171

only in a different order. A model is evaluated by172

the following text, image, and group scores.173

• Text Score: The model is asked to pick the cor-174

responding caption from {C0, C1} for a single175

image Ia. The model gets a score of 1 if and only176

if it picks the correct caption for both I0 and I1.177

• Image Score: The model is asked to pick the178

corresponding image from {I0, I1} for a caption179

Ca. The model gets a score of 1 if and only if it180

picks the correct image for both C0 and C1.181

• Group Score: The model achieves a group score182

of 1 for the item if and only if it receives a text183

score of 1 and an image score of 1.184

Methods in Comparison We compare our gen-185

erative method with strong embedding-based meth-186

ods, i.e., IAIS (Ren et al., 2021), CACR (Pandey187

et al., 2022) and CLIP (Radford et al., 2021). These188

methods choose the better caption or image by com-189

puting a similarity score between their multimodal190

embeddings and selecting the one with the highest191

score. In contrast, our generative method generates192

a text output for selection. We use string match-193

ing on the model output to extract the selection for194

evaluation. If the LLM generates an invalid output195

(e.g., “Neither”) indicating neither answer matches196

the query, we consider the prediction incorrect de-197

spite a slight underestimation of our method. Our198

experiments show that this invalid output occurs199

about 10% of the time in the test set.200

Model Selection & Hyperparameters To pro-201

duce higher-quality descriptions of images, we use202

an instruction-tuned VLM, i.e., MiniGPT4 (Zhu 203

et al., 2023) with a backbone LLM of Vicuna-13b. 204

All descriptions are generated using a temperature 205

of 1 and a beam size of 10. With a lower beam 206

size and temperature, we observe notably worse de- 207

scriptions. For the reasoning component, we utilize 208

OpenAI’s ChatGPT API with the GPT-3.5-turbo 209

and GPT-4 models using a temperature of 1 and the 210

default values of the other hyperparameters. 211

4 Results and Analysis 212

Overall Performance Table 1 reports the overall 213

text, image, and group scores of our method com- 214

pared with existing embedding-based approaches. 215

Since LLMs are generative probabilistic models, 216

they do not have deterministic outputs. Therefore, 217

we report the average score across 3 different runs 218

of the LLM reasoning (Step 3) along with the stan- 219

dard deviation of our method. We observe several 220

findings: (1) Most notably, our method achieves a 221

significantly better image score than prior works, 222

reaching a new state-of-the-art image score. (2) 223

Our text and group scores are also competitive 224

with existing works, even when evaluating accu- 225

racy with strict string matching. (3) Despite the 226

stochastic nature of our method, the standard devia- 227

tion of LLM reasoning between runs rarely exceeds 228

1− 2%. (4) However, we observe a significant dif- 229

ference in the image description quality from the 230

VLM (Step 2). To estimate an upper bound, we 231

instruct MiniGPT4 to sample 5 descriptions and 232

manually select the best image description to feed 233

into LLMs for reasoning. This leads to a large gain 234

of 12.4% text score and 3.2% image score, indicat- 235

ing a potential direction of automatically selecting 236

the best image descriptions for improvement. 237

Method LLM Text Image Group

KEYCOMP ∗ GPT-4 43.5 ± 0.7 28.7 ± 2.1 18.2 ± 0.9
KEYCOMP ∗ GPT-3.5 42.7 ± 0.8 27.8 ± 0.7 17.4 ± 0.3
KEYCOMP GPT-3.5 30.3 ± 1.6 24.6 ± 1.2 12.4 ± 1.2
IAIS - 42.5 19.5 16.0
CACR - 39.3 17.8 14.3
CLIP - 30.8 10.5 8.0

Table 1: Text, Image, and Group scores scaled by 100 in
Winoground. We report the average scores and standard
deviation in 3 different runs of LLM reasoning (Step 3).
Asterisk indicates an upper bound, where we select the
best caption among 5 generated descriptions.

Image Description Quality Matters. Fig. 3 dis- 238

plays the average text score of our method on var- 239

ious question categories curated by Diwan et al. 240

(2022). We provide correct examples from each 241
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Figure 3: Fine-grained text score performance across different question categories. We give specific examples from
each category in Appendix C. Percentages on the x-axis indicate each question type’s proportion of the dataset. To
ensure representative results, question categories comprising less than 5% of the dataset are excluded.

category in Appendix C, D, and the image score242

results in Appendix E. Notably, keyword guidance243

improves image description quality for generative244

approaches. When providing high-quality image245

descriptions, our method obtains significant gains246

in the categories of unusual images (Fig. 17) and247

complex reasoning (Fig. 9). For instance in Fig. 9,248

when a VLM depicts a rabbit and a turtle correctly,249

the LLM has the commonsense knowledge to pick250

the faster one. When prompted with keywords (e.g.,251

“people” and “windows”) in Fig. 17, the VLM is252

more likely to describe an unusual crayon draw-253

ing correctly. This suggests that KEYCOMP has254

the potential to surpass embedding-based methods255

when external knowledge is necessary for complex256

reasoning or when precise image information from257

keywords is required for unusual images.258

Error Analysis and Findings We also manually259

perform fine-grained error analysis on our method’s260

outputs and illustrate three main categories of er-261

rors in Appendix G. We identify a bottleneck of262

image content understanding capability of VLMs263

and highlight three key findings: 1) the VLM often264

struggles to describe spatial relationships between265

two objects, especially for two objects with similar266

colors (e.g., bushes and hedge in Fig. 19); 2) the267

LLM occasionally infers the wrong answer due to268

the misinterpretation of a detailed VLM description269

with a complicated syntax structure (see Fig. 20); 3)270

the VLM produces inaccurate descriptions of scene271

elements that are out of focus or missing parts of272

objects (e.g., a man’s head is outside of Fig. 21).273

Prompt and Model Ablations Table 2 presents274

the effect of different prompts on our method. We275

observe that guiding VLM output with keywords276

results in the most significant improvement ( 2 vs277

5 ). Tuning the prompts for ChatGPT ( 3 - 5 ) pro-278

vides further gains, suggesting future improvement279

with more sophisticated prompting. Prompting the280

LLM with chain of thought instructions yields a 281

small gain of 1.3% text score and 2.3% image score 282

over a simpler selection prompt ( 5 vs 3 ). Using a 283

VLM to answer questions directly ( 1 ) leads to in- 284

ferior performance, with only 2.0 group score and 285

11.9% lower image score than KEYCOMP. We also 286

explore different VLM/LLM sizes in Appendix F. 287

ID Prompt Method Text Image Group

1 MiniGPT4 end-to-end 20.8± 0.3 12.5± 1.7 2.0± 0.3
2 No Keyword Guidance 21.6± 1.0 21.8± 0.8 9.4± 1.0

3 Multiple Choice 29.0± 0.3 22.3± 0.4 11.9± 0.4
4 Explanation Prompting 26.3± 1.3 23.9± 1.5 11.5± 0.6
5 KEYCOMP 30.3 ± 1.6 24.6 ± 1.2 12.4 ± 1.2

6 Multiple Choice∗ 35.2± 1.2 27.5± 0.7 14.8± 0.7
7 Explanation Prompting∗ 36.1± 0.4 28.8± 0.6 15.9± 0.6
8 KEYCOMP ∗ 42.7 ± 0.8 27.8 ± 0.7 17.4 ± 0.3

Table 2: Average performance and standard deviation of
prompt variants. To isolate the effect of the prompt, the
bottom three rows use the same image description. We
show detailed prompt templates in Appendix B. Aster-
isk indicates an upper bound, where we select the best
caption among 5 generated MiniGPT4 descriptions.

5 Discussion and Future Works 288

As the first exploratory study of using an alternative 289

generative approach for Winoground, we propose 290

to use VLMs to describe key entities and relations 291

in images and perform compositional reasoning. 292

We empirically demonstrate the effectiveness of our 293

method against embedding-based approaches and 294

end-to-end VLM methods on Winoground. More 295

importantly, we showcase successful examples and 296

categorize common errors made by generative ap- 297

proaches, and identify a key bottleneck of image 298

content understanding of existing VLMs. Our ex- 299

ploratory analysis hopes to shed insights into future 300

works of image content understanding regarding 301

(1) effective prompting strategies to guide VLMs to 302

focus on key image regions; (2) spatial reasoning 303

of objects by VLMs; and (3) accurate interpretation 304

of out-of-focus or partial objects by VLMs. 305
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Limitations306

Our method shows promising results over embed-307

ding based methods and end-to-end VLMs. How-308

ever, small errors in the early steps can accumulate309

and lead to erroneous reasoning. Using VLMs in310

a pipeline, as reported by (You et al., 2023), is of-311

ten limited by their performance. This bottleneck312

explains why we noticed significant improvement313

when we manually selected the best descriptions314

generated by MiniGPT4. Additionally, designing a315

universal prompt for image reasoning can be chal-316

lenging, and the optimal prompt may change with317

model updates. Appendix B illustrates the effect318

of changing prompts, and future work may con-319

sider automatic prompt learning techniques such320

as prefix tuning (Li and Liang, 2021). Lastly, our321

method uses a non-deterministic reasoner, resulting322

in slight output variations even with 0 temperature.323

Although the variance is low, this may pose issues324

for downstream tasks.325
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Appendix530

A Related Work531

Vision Language Models Language Models and Vision Models by themselves have shown impressive532

performance in their respective tasks, but combining them to perform vision-language reasoning remains533

a challenging problem. Popular encoder-based VLMs such as CLIP (Radford et al., 2021) or ALIGN (Jia534

et al., 2021) perform contrastive learning on large datasets of image-text pairs, displaying remarkable535

zero-shot transfer to unseen tasks such as image classification (Deng et al., 2009) and image-text retreival536

(Plummer et al., 2015). GLIP (Li et al., 2022) improves the pretraining stage of CLIP by introducing phrase537

level grounding, allowing for richer semantic representations for the object detection task (Ren et al.,538

2015). Recent sequence-to-sequence VLMs such as OFA (Wang et al., 2022a) and FLAVA (Singh et al.,539

2022) pretrain on a larger variety of vision-language tasks and objectives to allow for more sample-efficient540

pretraining and cross-task trasnfer.541

Other recent works combine the information from different modalities by introducing lightweight542

tunable parameters to connect frozen image and text encoders. Flamingo (Alayrac et al., 2022) freezes a543

vision encoder and inserts trainable cross attention layers to a frozen LLM to integrate visual features,544

achieving state of the art few-shot performance. BLIP-2 (Li et al., 2023) also freezes a vision encoder and545

LLM, aligning the modalities with a lightweight transformer called the Q-former. Works such as Frozen546

(Tsimpoukelli et al., 2021) and MAPL (Mañas et al., 2023) propose methods which freeze a LLM, but547

train a visual encoder to represent images as continuous embeddings, resulting in a multimodal few-shot548

learner. Inspired by the success of instruction tuning LLMs with human feedback with ChatGPT (Ouyang549

et al., 2022), MiniGPT4 (Zhu et al., 2023) and LLaVA (Liu et al., 2023b,a) further improves the quality of550

BLIP-2 outputs and LLaMA-2 by instruction tuning with additional descriptions generated by ChatGPT.551

Large Language Models as Reasoners Concurrent work has explored the idea of using large lan-552

guage models to connect visual foundation models. For example, HuggingGPT (Shen et al., 2023),553

CHAMELEON (Lu et al., 2023), MM-React (Yang et al., 2023), and Visual ChatGPT (Wu et al., 2023)554

utilize ChatGPT as a controller, allowing it to delegate visually demanding tasks to foundational visual555

models. IdealGPT (You et al., 2023) proposes an iterative approach to decompose complex visual tasks556

into a series of sub-questions and answers. ChatCaptioner (Chen et al., 2023) has BLIP-2 interact conver-557

sationally with ChatGPT to create more informative image descriptions. ViperGPT (Surís et al., 2023),558

VisProg, (Gupta and Kembhavi, 2023), and CodeVQA (Subramanian et al., 2023) use code LLMs such559

as CodeX (Chen et al., 2021) to write python programs which invoke VLMs to solve challenging visual560

tasks without any task-specific training. Different from these works, we replace the ChatGPT controller561

with keyword-guided detailed descriptions of the contents of an image, delegating reasoning to a more562

powerful LLM instead of a VLM. We also avoid iteratively prompting our models to avoid potential error563

accumulation.564

B Prompt Variations565

In Tables 3 and 4 we display all the different prompt variations used in our experiments.566
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Name VLM Prompt (PK) ChatGPT Prompt (Ptxt,a) Performance

KEYCOMP
Describe the image in detail

using these keywords: {keywords}

Select the best caption for this image:
A: {caption_0}
B: {caption_1}

Think step-by-step and start your answer with A or B.
Even if you are unsure make a guess.

30.3

Explanation Prompting
Describe the image in detail

using these keywords: {keywords}

Select the best caption for this image:
A: {caption_0}
B: {caption_1}

Start your answer with A or B.
Even if you are unsure make a guess.

Briefly explain your decision in 1-2 sentences.

26.3

Multiple Choice
Describe the image in detail

using these keywords: {keywords}

Select the best caption for this image:
A: {caption_0}
B: {caption_1}

Start your answer with A or B.
Even if you are unsure make a guess.

29.0

No Keyword Guidance Describe the image in detail

Select the best caption for this image:
A: {caption_0}
B: {caption_1}

Start your answer with A or B.
Even if you are unsure make a guess.

Briefly explain your decision in 1-2 sentences.

21.6

MiniGPT4 End-to-End

Which caption is more appropriate:
A: {caption_0}
B: {caption_1}

Answer in one sentence.
Even if you are unsure make a guess.

Briefly explain your decision in 1-2 sentences.

None 20.8

Table 3: Average performance of different prompt variants for text score across 3 different runs.

Name VLM Prompt (PK) ChatGPT Prompt (Pimg,a) Performance

KEYCOMP
Describe the image in detail

using these keywords: {keywords}

Statement: {caption}
Image A: {description_0}
Image B: {description_1}

Think step by step and fill in the blank:
Situation {{}} is most consistent with the statement {caption} because ...

24.6

Explanation Prompting
Describe the image in detail

using these keywords: {keywords}

Statement: {caption}
Image A: {description_0}
Image B: {description_1}

Fill in the blank:
Situation {{}} is most consistent with the statement {caption} because ...

Explain your decision in 1-2 sentences.

23.9

Multiple Choice
Describe the image in detail

using these keywords: {keywords}

Image 1: {image_0_description}
Image 2: {image_1_description}
Consider the caption: {caption}

Select the better image for this caption:
A: {image_1}
B: {image_2}

Start your answer with A or B.

22.3

No Keyword Guidance Describe the image in detail

Statement: {caption}
Image A: {description_0}
Image B: {description_1}

Think step by step and fill in the blank:
Situation {{}} is most consistent with the statement {caption} because ...

21.8

MiniGPT4 End-to-End

Given the following images:
A: <Img>ImageContent</Img>
B: <Img>ImageContent</Img>

Which image is more appropriate
for the caption {caption}?

Answer with A or B.

None 12.5

Table 4: Average performance of different prompt variants for image score across 3 separate runs.
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C Text Score Task for Question Categories567

We compile several examples of our method, with one example from each question category defined by a568

recent study (Diwan et al., 2022).

Text Score Task

A: Fire Truck
B: Truck Fire

Keyword Detection
{'Fire', 'Truck'}

Description
The image shows a red fire truck
driving down a city street. The

truck has a long ladder on its roof
and a large water tank on its

back. The truck is equipped with
various tools and equipment that

firefighters use to fight fires.

Prompt-Based Reasoning
Select the best caption for the image

A: Fire Truck
B: Truck Fire

Think step by step and start your answer with A or B.

Decision
A: "It's a fire truck" is the best caption for this image

as it accurately describes the vehicle shown in the
picture. Option B, "It's a truck fire," is not an accurate
description of the image and could be interpreted as

the truck itself being on fire

Figure 4: Non-Compositional Question. The swapped words (“Fire” and “Truck”) do not necessarily contain the
same semantic entities, so compositional reasoning may not be required to solve the question.

569

Text Score Task

A: A dog sitting on a couch with a
person lying on the floor
B: A person lying on a couch with
a dog sitting on the floor

Keyword Detection
{'lying', 'dog', 'person',

'couch', 'floor'}

Description
The image shows a woman sitting on
a couch with a dog lying next to her
on the floor. The woman is holding a

cup of coffee and appears to be
relaxing in her living room.

Prompt-Based Reasoning
Select the best caption for the image

A: A dog sitting on a couch with a
person lying on the floor

B: A person lying on a couch with a
dog sitting on the floor

Think step by step and start your
answer with A or B.

Decision
B: "A person lying on a couch with a dog sitting on the
floor." The caption accurately describes the image and
correctly identifies the woman as sitting on the couch

rather than lying on the floor.

Figure 5: Ambiguously Correct Question. Note that the correct caption B describes the woman as lying on the
couch when she is sitting, but the LLM is still able to pick the ambiguously correct caption.

Text Score Task

A: The person in the middle is
floating and some others are standing
B: The person in the middle is
standing and some others are floating

Keyword Detection
{'person', 'middle', 'floating',

'standing', 'others'}

Description
The image shows a woman in a black

swimsuit standing in the water with her
arms outstretched. She is surrounded by

other people in swimsuits who are
floating on their backs in the water. The

sky is clear and blue, and there are
mountains in the distance.

Prompt-Based Reasoning
Select the best caption for the image

A: The person in the middle is floating and
some others are standing

B: The person in the middle is standing and
some others are floating

Think step by step and start your answer
with A or B.

Decision
B: "The person in the middle is standing and some

others are floating." The image clearly shows the woman
in the center standing with her arms outstretched while

others float on their backs around her.

Figure 6: Visually Difficult Question. To correctly answer, the model needs to identify the person floating on the
right.
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Text Score Task

A: There are three
people and two windows
B: There are three
windows and two people

Keyword Detection
{'three', 'two', 'windows', 'people}

Description
The image shows a house with three

people standing in front of it. The house
has two windows on the side and a door
in the front. The roof is sloped and there

is a chimney on top of the house. The
image is drawn with colored pencils on a

white paper.

Prompt-Based Reasoning
Select the best caption for the image

A: There are three people and two windows
B: There are three windows and two people

Think step by step and start your answer with A or B.

Decision
A: "There are three people and two windows" is the best
caption for this image because it accurately describes the
number of people and windows in the image. Caption B
describes the opposite of what is shown in the image.

Figure 7: Unusual Image Question. The VLM is more likely to describe an unusual crayon drawing correctly, based
on the detected keywords “windows” and “people” in the prompt, while embedding-based methods are not feasible
to include any hints, and are sensitive to domain shifts in the image distribution.

Text Score Task

A: Some green on the ball
B: The ball on some green

Keyword Detection
{'green', 'ball', 'on'}

Description
The image shows a white golf ball sitting
on the green grass of a golf course. The
background is a lush, green forest with

tall trees in the distance. 

Prompt-Based Reasoning
Select the best caption for the image

A: Some green on the ball
B: The ball on some green

Think step by step and start your answer with A or B.

Decision
B: "The ball on some green". This caption accurately
describes the main focus of the image - the golf ball

sitting on the green grass of a golf course.

Figure 8: Unusual Text Question. The caption “The ball on some green" is considered less common compared to an
alternative such as “the ball on some grass".

Text Score Task

A: The green one is fast and the
one in white is slow
B: The green one is slow and the
one in white is fast

Keyword Detection
{'green', 'white', 'slow', 'fast}

Description
The image shows a white rabbit

and a turtle standing next to
each other on a white surface.

The turtle's shell is green, while
the rabbit's fur is white.

Prompt-Based Reasoning
Select the best caption for the image

A: The green one is fast and the one in white is slow
B: The green one is slow and the one in white is fast
Think step by step and start your answer with A or

B.

Decision
B: The image shows a turtle and a rabbit standing next

to each other. In general, turtles are slower than
rabbits, so the caption "the green one is slow and the
one in white is comparatively fast" makes more sense.

Figure 9: Complex Reasoning Question. This requires the knowledge that rabbits are typically faster than turtles.

Text Score Task

A: A mug in some grass
B: Some grass in a mug

Keyword Detection
{'mug', 'grass', 'in'}

Description
There is a mug sitting on a table

with a small plant growing out of it.
The mug has a cartoon character on
it and the plant is made up of small

blades of grass.

Prompt-Based Reasoning
Select the best caption for the image

A: A mug in some grass
B: Some grass in a mug

Think step by step and start your answer with A or B.

Decision
B: This caption accurately describes the main focus of the

image, which is a small plant growing out of a mug.
Additionally, the caption provides additional details about

the plant being made up of small blades of grass

Figure 10: No Tag Question.
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D Image Score Task for Question Categories570

In this section we illustrate the details of our method when applied to the image score task. We include571

one example from each question category, using the same image caption pairs used in Appendix C.

Image Score Task

Which image corresponds to the
caption: "It's a truck fire"?

Keyword Detection
{'fire', 'truck'}

Description
A:The image shows a red fire truck driving

down a city street. The truck has a long
ladder on its roof and a large water tank on
its back. The truck is equipped with various
tools and equipment that firefighters use to

fight fires.

B: The image shows a truck on fire in the
middle of a grassy field. The truck is

completely engulfed in flames, with smoke
billowing out of the windows and the hood. 

Decision
B: Situation B is most consistent with the

statement it's a truck fire because the image
shows a truck that is completely engulfed in

flames, with smoke billowing out of the
windows and the hood. This aligns with the

description of a truck on fire.

Prompt-Based Reasoning

Statement: "It's a truck fire"

Image A: The image shows a red fire truck driving
down a city street. The truck  has a long ladder on

its roof and a large water tank on its back ...
Image B: The image shows a truck on fire in the
middle of a grassy field. The truck is completely

engulfed in flames, with smoke billowing out of the
windows and the hood. 

Fill in the blank: Situation {{}} is most consistent
with the statement "It's a truck fire" because ...

A

B

Figure 11: Non-Compositional Question for the image score task.

Image Score Task

Which image corresponds to the
caption: "A dog sitting on a couch
with a person lying on the floor"?

Keyword Detection
{'lying', 'dog', 'person',

'couch', 'floor'}

Description
A: The image shows a young girl sitting
on the floor next to a large black dog

that is lying on a couch.

B: The image shows a woman sitting on
a couch with a dog lying next to her on
the floor. The woman is holding a cup of
coffee and appears to be relaxing in her

living room.

Decision
A: Situation A is most consistent with the

statement "a dog sitting on a couch with a person
lying on the floor". In the image, there is a dog

sitting on a couch and a person (young girl) lying
on the floor. The position of the dog and the

person align with the statement.

A

B

Prompt-Based Reasoning

Statement: "A dog sitting on a couch with a person
lying on the floor"

Image A: The image shows a young girl sitting on
the floor next to a large black dog that is lying on a

couch.
Image B: The image shows a woman sitting on a
couch with a dog lying next to her on the floor. The
woman is holding a cup of coffee and appears to be

relaxing in her living room.

Fill in the blank: Situation {{}} is most consistent
with the statement "A dog sitting on a couch with a

person lying on the floor" because ...

Figure 12: Ambiguously Correct Question. Refer to Appendix C for the ambiguity contained in image B.

572

12



Image Score Task

Keyword Detection
{'person', 'middle', 'floating',

'standing', 'others'}

Description
A: A group of women in swimsuits are floating

on inflatable tubes in the middle of a large
body of water. They are all smiling and having

a good time. In the background, there are
mountains and a clear blue sky.

B: The image shows a woman in a black
swimsuit standing in the water with her arms

outstretched. She is surrounded by other
people in swimsuits who are floating on their
backs in the water. The sky is clear and blue,

and there are mountains in the distance.

Decision
B: Situation B is most consistent with the

statement "the person in the middle is
standing and some others are floating"
because it describes a woman in a black

swimsuit standing in the water with her arms
outstretched. It also mentions other people in
swimsuits floating on their backs in the water. 

Prompt-Based Reasoning

Statement: "The person in the middle is standing and
some others are floating"

Image A: A group of women in swimsuits are floating on
inflatable tubes in the middle of a large body of

water. They are all smiling and having a good time ...
Image B: The image shows a woman in a black swimsuit
standing in the water with her arms outstretched. She is
surrounded by other people in swimsuits who are floating

on their backs in the water.

Fill in the blank: Situation {{}} is most consistent with
the statement "The person in the middle is standing and

some others are floating" because ...

A

B

Which image corresponds to the
caption: "The person in the
middle is standing and some
others are floating"?

Figure 13: Visually Difficult Question for the image score task.

Image Score Task

Keyword Detection
{'three', 'two', 'windows', 'people}

Description
A: The image shows a house with three people

standing in front of it. The house has two
windows on the side and a door in the front. The
roof is sloped and there is a chimney on top of

the house. The image is drawn with colored
pencils on a white paper.

B: The image shows a child's drawing of a
house with three windows and two people

standing in front of it. There is a tree in the
front yard and the sun is shining in the

background

Prompt-Based Reasoning

Statement: "There are three windows and two people"

Image A: The image shows a house with three people
standing in front of it. The house has two windows on the

side and a door in the front. The roof is sloped and there is
a chimney on top of the house. The image is drawn with

colored pencils on a white paper.
Image B: The image shows a child's drawing of a house
with three windows and two people standing in front of it.
There is a tree in the front yard and the sun is shining in

the background

Fill in the blank: Situation {{}} is most consistent with
the statement "There are three windows and two people"

because ...

Which image corresponds to the
caption: "There are three people and

two windows"?

Decision
A: Situation A is most consistent with the statement,
"there are three people and two windows" because in
Image A, there are indeed three people standing in

front of the house, as stated in the statement.
Additionally, Image A specifically mentions that there

are two windows on the side of the house,
corroborating the statement's claim of there being

two windows.

A

B

Figure 14: Unusual Image Question. Although both images are cartoons, both descriptions match the contents of
the images accurately.

13



Image Score Task

Keyword Detection
{'green', 'ball', 'on'}

Description
A: The image shows a person wearing
black pants and a red shirt, holding a

green bowling ball on a wooden
bowling alley.

B: The image shows a white golf ball
sitting on the green grass of a golf
course. The background is a lush,
green forest with tall trees in the

distance. 

Decision
A: Situation A is most consistent with the

statement "some green on the ball"
because the image describes a person

holding a green bowling ball. This implies
that there is some green color present on

the ball.

Prompt-Based Reasoning

Statement: "Some green on the ball"

Image A: The image shows a person wearing
black pants and a red shirt, holding a green

bowling ball on a wooden bowling alley..
Image B: The image shows a white golf ball

sitting on the green grass of a golf course. The
background is a lush, green forest with tall

trees in the distance. 

Fill in the blank: Situation {{}} is most
consistent with the statement "Some green on

the ball" because ...

Which image corresponds to the
caption: "Some green on the ball"?

B

A

Figure 15: Unusual Text question for the image score task.

Image Score Task

Keyword Detection
{'green', 'white', 'slow', 'fast}

Description
A: The image shows a man standing next

to a green muscle car. He is wearing a
white tank top and has his arms crossed in
front of him. The car is a classic muscle car
from the 1960s or 1970s, with a large V8

engine and distinctive body styling.

B: The image shows a white rabbit and a
turtle standing next to each other on a

white surface. The turtle's shell is green,
while the rabbit's fur is white.

Decision
A: Situation A is most consistent with the statement

"the green one is fast and the one in white is
comparatively slow" because in the image, the green

muscle car is typically associated with speed and
high performance. On the other hand, the man in the
image is wearing a white tank top, which represents

the color mentioned in the statement as being
comparatively slow.

Prompt-Based Reasoning

Statement: "The green one is fast and the one in
white is comparatively slow"

Image A: The image shows a man standing next to a
green muscle car. He is wearing a white tank top and

has his arms crossed in front of him ...
Image B: The image shows a white rabbit and a turtle

standing next to each other on a white surface. The
turtle's shell is green, while the rabbit's fur is white.

Fill in the blank: Situation {{}} is most consistent
with the statement "The green one is fast and the one

in white is comparatively slow" because ...

Which image corresponds to the caption:
"The green one is fast and the one in

white is comparatively slow"?

A

B

Figure 16: Complex Reasoning question for the image score task.

Image Score Task

Keyword Detection
{'mug', 'grass', 'in'}

Description
A: The image shows a white mug sitting on
a patch of green grass in a park. The mug
appears to be made of porcelain and has a

handle on one side and a spout on the
other. The grass is tall and lush, with blades

of green that sway gently in the breeze.

B: There is a mug sitting on a table with a
small plant growing out of it. The mug has
a cartoon character on it and the plant is

made up of small blades of grass.

Decision
A: Situation A is most consistent with the
statement "there is a mug in some grass"

because the image shows a mug placed on a
patch of green grass in a park. The mug is

made of porcelain, has a handle and a spout,
and it is clearly depicted in the image.

Prompt-Based Reasoning

Statement: "There is a mug in some grass"

Image A: The image shows a white mug sitting
on a patch of green grass in a park. The mug

appears to be made of porcelain and has a handle
on one side and a spout on the other. The grass is 

...
Image B: There is a mug sitting on a table with a

small plant growing out of it. The mug has a
cartoon character on it and the plant is made up of

small blades of grass.

Fill in the blank: Situation {{}} is most
consistent with the statement "There is a mug in

some grass" because ...

Which image corresponds to the caption:
"There is a mug in some grass"?

B

A

Figure 17: NoTag question for the image score task.
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E Fine Grained Image Scores 573
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Figure 18: Fine-grained image score performance across different question categories. We give specific examples
from each category in Appendix C. Percentages on the x-axis indicate each question type’s proportion of the dataset.
To ensure representative results, question categories comprising less than 5% of the dataset are excluded.

F Effect of VLM Size and LLM Size 574

VLM Text Image Group

MiniGPT-4 7b 23.3 25.5 0.1
MiniGPT-4 13b 30.3 24.6 12.4

Table 5: KEYCOMP performance while changing the size of the VLM image captioner.

LLM Text Image Group

GPT-3.5 30.3 24.6 12.4
GPT-4 44.0 25.9 15.4

Table 6: KEYCOMP performance while changing the size of the LLM used for reasoning.

Tables 5 and 6 show the effect of changing the VLM and LLM sizes respectively. Our results suggest 575

that changing the LLM size improves text score significantly and offers marginal improvement in image 576

score. This intuitively makes sense because text score requires a deeper understanding of text to distinguish 577

between similar captions. Upgrading the VLM also provides improvement to text score, but does not 578

impact the image score. 579
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G Error Analysis580

In this section, we detail what examples KEYCOMP struggles with and suggest future directions for581

generative approaches. We categorize common errors as either VLM-based, LLM-based or both.582

G.1 Spatial Reasoning (VLM)583

For questions requiring spatial reasoning, we note that KEYCOMP sometimes produces inaccurate584

descriptions of the scene. We believe this stems from the image captioning model (VLM) and may be585

addressed by utilizing scene understanding models trained with object-relation level supervision.

VLM Prompt: Describe the image using these
keywords: {"behind", "bushes", "pointy",

"rectangular"}

VLM Output: The image shows a rectangular
hedge with pointy bushes behind it.

VLM Prompt: Describe the image using these
keywords: {"behind", "bushes", "pointy",

"rectangular"}

VLM Output: The image shows a row of pointy
bushes growing behind a rectangular hedge.

Figure 19: Spatial Reasoning Error. As the VLM does not explicitly model the spatial information of objects in an
image, the VLM mistakenly thinks the bushes are behind the hedges in the right image. This is particularly difficult
when two objects have similar colors.

586

G.2 Incorrect LLM Reasoning587

Occasionally the LLM is presented with VLM descriptions that should contain enough information to588

answer the question, but still selects the wrong answer. This often occurs when the VLM description has589

a complicated syntax structure that involves multiple objects.590

Which caption is better for this image? 

A: Circular food on heart-shaped wood
B: Heart-shaped food on circular wood

VLM Prompt: Describe the image using these
keywords: {"circular", "wood", "food", "heart"}

VLM Output: The image shows a woman in an apron
preparing a heart-shaped dish made of circular slices of

food on a wooden table in front of a fireplace.

LLM Output: B: "heart-shaped food on circular wood"
sounds like the more appropriate caption because the

focus of the image is on the heart-shaped dish made of
circular slices of food on a circular wooden table.

Figure 20: LLM Interpretation Error. Although VLMs provide a sufficiently detailed description, the description
has a complicated syntax structure that involves multiple objects. The LLM response still does not match the VLM
description.
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G.3 Describing Out of Focus or Occluded Objects (VLM) 591

Sometimes the VLM produces inaccurate descriptions of scene elements which are out of focus or missing 592

parts of objects. In these cases, even though the prompt requires the LLM to choose an option, the LLM 593

may sometimes refuse to choose, saying it is uncertain and offers a better caption. This makes it hard 594

to automate the evaluation and may be addressed with further fine-tuning in this instruction format or 595

additional prompt engineering. 596

Which caption is better for this image? 

A: The person closer to the camera weightlights and the
person farther from the camera runs

B: The person closer to the camera runs and the person
farther from the camera weightlifts

VLM Prompt: Describe the image using these
keywords: {"person", "farther", "camera", "weightlift" "run"}

VLM Output: The image shows a man and a woman
running on a treadmill in a gym. The man is wearing a
blue shirt and black shorts, while the woman is wearing

a black shirt and blue shorts. They are both wearing
athletic shoes and headphones.

LLM Output: Neither A nor B would be an accurate
caption for the described image. Both individuals

described are running on treadmills, not weightlifting. A
more accurate caption could be, "A man and woman

exercising on treadmills in a busy gym".

Figure 21: LLM does not give an answer. In this case, the VLM description also does not describe the scene
accurately, likely because the man is out of focus and his head is not visible.
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