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Abstract

BOUQuET is a multi-way, multicentric and001
multi-register/domain dataset and benchmark,002
and a broader collaborative initiative. This003
dataset is handcrafted in 8 non-English lan-004
guages. Each of these source languages are005
representative of the most widely spoken ones006
and therefore they have the potential to serve007
as pivot languages that will enable more accu-008
rate translations. The dataset is multicentric009
to enforce representation of multilingual lan-010
guage features. In addition, the dataset goes011
beyond the sentence level, as it is organized in012
paragraphs of various lengths. Compared with013
related machine translation datasets, we show014
that BOUQuET has a broader representation015
of domains while simplifying the translation016
task for non-experts. Therefore, BOUQuET is017
specially suitable for crowd-source extension018
for which we are launching a call aiming at019
collecting a multi-way parallel corpus covering020
any written language.021

1 Introduction022

Although multilingual large language model (LLM)023

evaluation benchmarks are only starting (Dac Lai024

et al., 2023), there is a rich research history in mul-025

tilingual evaluation datasets for natural language026

processing; e.g., (Sun and Duh, 2020; Malmasi027

et al., 2022; Yu et al., 2022), with Machine Trans-028

lation (MT) being the task with the highest invest-029

ment in multilinguality (Kocmi et al., 2024). This030

is evident from the nearly 20-year history of the031

Conference on Machine Translation (formerly a032

workshop, WMT), which has established an inter-033

national evaluation campaign (Kocmi et al., 2024).034

The campaign has compiled a comprehensive col-035

lection of parallel corpus evaluations covering a036

broad range of language pairs, domains, tasks and037

recently, investing in a multi-way parallel dataset038

expanding in languages (Deutsch et al., 2025).039

However, the largest multi-way parallel evaluation040

dataset to date was introduced with FLORES-101041

(Goyal et al., 2022), later expanded to FLORES- 042

200 (NLLBTeam, 2024), FLORES+1 and to 2M- 043

FLORES (Costa-jussà et al., 2024). 044

These existing datasets and benchmarks fall 045

short due to having an English-centric focus, a 046

narrow selection of registers, compromised quality 047

from automated construction and mining, limited 048

language coverage, or a static nature, in addition to 049

being prone to contamination (Sainz et al., 2023). 050

Similarly, in parallel with the previous progress, 051

there have been several initiatives that called for 052

data annotation in a collaborative and open way, 053

such as the translation data collection initiative 054

(Singh et al., 2024). 055

Recently, Wu et al. (2025) evaluate multilingual 056

benchmarking and make a call for action for the 057

need for accurate, contamination-free, challeng- 058

ing, practically relevant, linguistically diverse, and 059

culturally authentic evaluations. This call and the 060

urgent need of progressing in multilingual bench- 061

marking set the stage for the introduction of a new 062

multilingual multi-way parallel evaluation dataset 063

and benchmark. BOUQuET, which additionally 064

combines community efforts, relies on text writ- 065

ten from scratch (contamination-free2) by native 066

speakers in 8 different major languages (linguisti- 067

cally diverse). Text includes a variety of 8 practi- 068

cal domains (practically relevant) that represent lo- 069

calised knowledge (culturally diverse). BOUQuET 070

is aligned at the sentence and paragraph-level and 071

it relies on a mixture of commissioned and openly 072

collected human annotations to extend to any lan- 073

guage. 074

The organisation of the paper is as follows. 075

First, the paper details how we develop the Source- 076

BOUQuET dataset (Section 3), which is the neces- 077

1https://oldi.org/
2Note that BOUQuET is free from contamination in each

initial state because it is originally created and not mined.
However, from the moment we open-source certain splits,
BOUQuET will risk to leak into training. Therefore, we keep
one split hidden to avoid this.
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sary stepping stone towards an open initiative. Sec-078

ond, we benchmark BOUQuET for the 8 pivot lan-079

guages plus English (Section 4). Finally, Section080

5 presents how we design the open initiative itself,081

which aims to build the Full-BOUQuET dataset;082

i.e., Source-BOUQuET translated into any writ-083

ten language. At the time of submission of this084

paper, BOUQuET includes 55 multi-way parallel085

completed languages (Table 6).086

2 Definitions and background087

Definitions Before describing the Source-088

BOUQuET dataset’s characteristics and building089

methodology, we define our use of some frequently090

encountered terms that may cover a variety of091

meanings.092

Domain. By the term domain, we mean dif-093

ferent spaces in which language is produced in094

speech, sign, or writing (e.g., books, social media,095

news, Wikipedia, organization websites, official096

documents, direct messaging, texting). In this pa-097

per, we focus solely on the written modality.098

Register. We understand the term register as a099

functional variety of language that includes socio-100

semiotic properties, as expressed in Halliday and101

Matthiessen (2004), or more simply as a “contex-102

tual style,” as presented in Labov (1991, pp.79–99).103

In that regard, a register is a specific variety of104

language used to best fit a specific communicative105

purpose in a specific situation.106

Background There is a large body of work in107

creating datasets for MT evaluation (e.g. WMT108

International Evaluation Campaigns (Deutsch et al.,109

2025)). However, the vast majority are limited to a110

few languages. we next discuss the main efforts to111

build massively multilingual MT benchmarks and112

one representation of multi-domain dataset.113

FLORES+ FLORES+ (Maillard et al., 2024)114

is the largest multilingual extension of FLORES-115

200 (Goyal et al., 2022) and it covers the largest116

multi-way parallel dataset in terms of languages117

in 3 domains (Wikipedia, News, Travel guides).118

Even if FLORES+ has paragraph information, the119

translation has been done at the level of sentence120

without showing context to the annotators.121

NTREX-128 Similarly to FLORES+122

NTREX-128 covers a multi-way parallel dataset123

but for 128 languages. Unlike FLORES-200,124

translators had the full context of the document125

available when translating sentences, but the 126

authors did not know if (or to what extent) they 127

used this information (Federmann et al., 2022). 128

NLLB-MD was motivated to complement 129

FLORES-200 in terms of domains in the context 130

of the NLLB (NLLBTeam, 2024) project. It covers 131

chat, news and health domains in 6 languages and 132

it includes a much larger number of sentences. 133

All these datasets are English-localised and 134

English-centric, meaning that all languages have 135

been translated from the original source English. 136

They cover limited amount of domains (a maxi- 137

mum of 4) and do not differentiate among registers. 138

3 Dataset: Source-BOUQuET 139

In this section, we describe the creation criteria that 140

have been followed to design Source-BOUQuET, 141

as well as the languages it includes. 142

3.1 Main characteristics 143

As described in greater detail next, the Source- 144

BOUQuET dataset is mainly characterized by its 145

non-English-centric focus, its diverse range of reg- 146

isters and domains (which are complementary to 147

FLORES-200), its manual and original composi- 148

tion, and its built-in dynamic extensibility. Table 1 149

provides a comparison of several relevant statistics 150

from BOUQuET and the closest related datasets 151

covered in the previous section. 152

Non-English-centric focus. Source-BOUQuET 153

is handcrafted by proficient speakers of Egyptian 154

Arabic and MSA, French, German, Hindi, Indone- 155

sian, Mandarin Chinese, Russian, and Spanish. 156

Each of these languages contributes the same num- 157

ber of sentences to the final dataset. The languages 158

for Source-BOUQuET (see Table 3 in Section 3.3) 159

are all part of the top 20 languages in the world 160

in terms of user population, as listed in Eberhard 161

et al. (2024). In addition, they are also used by a 162

large number of non-native speakers, which makes 163

them good candidates for what we refer to as pivot 164

languages; i.e., higher-resource languages that can 165

facilitate—as source languages—the translation of 166

datasets into lower-resource languages. English is 167

often used as such a pivot language, since numer- 168

ous people have a high degree of proficiency in 169

English as a second language. English is not the 170

only language in this situation, however, and is not 171

always the best pivot language option. For example, 172

it is much easier to find Guarani-Spanish bilingual 173
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speakers than it is to find Guarani-English bilingual174

speakers. What is more, cultural proximity may175

also make translation slightly easier.176

Diverse registers and domains. Registers derive177

from communicative purposes and, as such, are178

related to domains. However, the relationship be-179

tween registers and domains is not one to one. See180

the register and domain correspondence in Figure181

5 (Appendix B). For example, if we take a domain182

such as TV news, we can identify at least 3 reg-183

isters: (1) the register used by the news anchor,184

which is represented by fully scripted language185

that is read from a teleprompter with a very specific186

and unnatural form of diction (e.g., hypercorrect187

enunciation, unnatural intonation, homogeneous188

pace); (2) The register produced by communica-189

tion specialists (i.e., people who have been trained190

to be spokespersons or surrogates). The points they191

make have been scripted and rehearsed to the point192

of being known by heart. It sounds spontaneous193

but it is not structured like informal language; (3)194

the register represented in person-in-the-street seg-195

ments, which is more informal and spontaneous196

(possibly colloquial). This example is taken from a197

domain where both speech and writing are used but198

the situation is not significantly different in the writ-199

ten modality only. Language users all commonly200

shift between registers, which is typically referred201

to as style-shifting. Style-shifting (i.e., register-202

shifting) occurs within domains; so the domain203

itself is not a fool-proof way of getting a specific204

register. Although the norms of the domain can205

impose the degree of formality and of lexical spe-206

cialization, it is often the register (which derives207

from the communicative purpose), not the domain,208

that determines many aspects of linguistic structure209

(e.g., lexical density, pronoun use, syntax, etc.).210

Manual construction and original composition211

(not crawled) with accurate revisions To de-212

velop Source-BOUQuET, we set a variety of lin-213

guistic criteria that need to be covered, includ-214

ing both unmarked and marked structures (e.g.,215

expected and unexpected number agreement be-216

tween subject and verb). Guidelines are then shared217

with linguists who manually craft sentences cover-218

ing examples of these linguistic criteria and com-219

pose paragraphs ranging from 3 to 6 sentences in220

length. These paragraphs are then manually trans-221

lated across all pivot languages.222

The main strategies for open collaboration are223

to design contribution guidelines and build an an- 224

notation tool that enables the free collection of 225

translations in any language. BOUQuET is shared 226

in a repository that allows language community to 227

easily add a new language by translating it from 228

one of the 8 pivot languages or the English transla- 229

tion. This repository contains detailed guidelines 230

on how to do it. BOUQuET’s innovative approach 231

ensures widespread language accessibility. This 232

open collaborative initiative will enrich BOUQuET 233

with the following characteristics. 234

Language coverage extensibility Using both pri- 235

vate and community-driven initiatives, we could 236

potentially support any written language, as long 237

as there is individual interest in contributing to mul- 238

tilingual advancements. 239

Dynamic in nature Since BOUQuET includes 240

the community, it can continuously evolve by con- 241

stantly engaging it. 242

3.2 Creation criteria 243

For the design of the creation guidelines, detailed 244

in Appendix A, we prepared a list of linguistic 245

coverage requirements along with some statistical 246

information. 247

Linguistic coverage requirements. In order for 248

BOUQuET to be representative of various linguis- 249

tic phenomena, linguistic coverage requirements 250

are defined (as listed in Table 2), which are to be 251

included in sentences that form paragraphs. Sen- 252

tences are assigned a unique identifier that com- 253

bines a unique paragraph ID number with a se- 254

rial sentence number. Thus, paragraphs can be 255

retrieved by concatenating sentences that share the 256

same paragraph ID. 257

Variety of domains. Source-BOUQuET is in- 258

tended to cover 8 domains: narration (as in fiction 259

writing), dialog, social media posts, social media 260

comments, how-to manuals and instructions, mis- 261

cellaneous website content (excluding social media 262

or news), opinion pieces, and other miscellaneous 263

(such as written speeches or signage). The choice 264

of these domains optimizes for variety and popular 265

usefulness. 266

Variety of registers. Source-BOUQuET is built 267

with register variety in mind, differently from 268

FLORES-200, which covers a few different do- 269

mains but remains largely within similar registers. 270
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DATASET SPLIT #PARAG. #SENT AVG. WRD. PARAG/SENT REG. DOM. LANG. DYN.

FLORES+
Dev

×
997

Wikipedia, News, Travel guides 220Devtest 1,012 25 ×
Eval 992

NTREX-128 Test 123 1,997 389/24 × News 128 ×
Dev 6,000

NLLB-MD Devtest × 1,310 25 × Chat, News, Health 6 ×
Eval 1,500

BOUQuET
Dev 120 504 Fiction, Conversation, Social media

55+aDevtest 200 864 55/15 posts/comments, Tutorials, Website,
Eval 144 628 Reflection pieces, Miscellaneous

aSee Appendix D for language coverage details

Table 1: Main statistics from MT evaluation datasets including BOUQuET: number of sentences, number of
paragraphs, average word per paragraph (or sentence), register information, domains, languages, dynamism.

PHENOMENA

Paragraph-like continuity
Variation in sentence lengths
Dominant (unmarked) and non-dominant (marked) word orders
Different emphasis or topicalization
Different sentence structures (affirmation,
interrogation, negation, subordination, coordination)
Different verb moods, tenses, and aspects
Different morphosyntactic options
Different grammatical persons (1st, 2nd, 3rd, singular, plural)
Different grammatical genders
Different grammatical number agreement
Different grammatical case or forms of inflection
Most frequent words used in various registers
Presence of named entities, numbers, slang, and emojis

Table 2: Source-BOUQuET Linguistic Requirements

We characterize the registers through 3 main fea-271

tures (connectedness, preparedness, and social dif-272

ferential). Connectedness attempts to describe the273

type of interaction typically available in a given do-274

main. Preparedness aims to gauge how much time275

is typically used to produce or edit language con-276

tent. Social differential describes the relationship277

between the interlocutors involved in a given social278

situation (e.g., writer and reader, characters in a279

dialog, etc.). Each individual domain can present280

different combinations of features but become dif-281

ferentiated at the level of the sentence. There are282

a variety of feature combinations, which are men-283

tioned in Figure 5 and defined in Appendix B.284

By including new registers and domains, the285

new dataset is likely to be more generalizable to286

different contexts and applications.287

Statistical guidance for domain representation.288

In order to appropriately cover linguistic require-289

ments and adequately represent domains, we per-290

formed a statistical analysis to understand the lin-291

guistic characteristics of each domain before cre-292

ating BOUQuET. In particular, our analysis cov-293

ers most domains that we are including in Source- 294

BOUQuET by using diverse public datasets: nar- 295

ration (Books3, Gutenberg library (Gerlach and 296

Font-Clos, 2018)); Social media posts (Reddit 297

(Baumgartner et al., 2020)); Social media com- 298

ments (Wikipedia comments3); Conversations / Di- 299

alogues (dialogsum (Chen et al., 2021), Open Orca 300

(Lian et al., 2023)); Tutorials/how-to articles (how- 301

to Wikipedia-lingua 4); Website content (C4 (Raf- 302

fel et al., 2020)); News / Reflection pieces (CNN- 303

DailyMail (Nallapati et al., 2016), XSum (Narayan 304

et al., 2018)) and Miscellaneous (Wikipedia). Note 305

that we collect information from public data that do 306

not always accurately match our categories but con- 307

stitute a proxy. For each of these domains, we have 308

analyzed dimensionality: characters per token; to- 309

kens per sentence and sentences per paragraph; and 310

linguistic complexity with CEFR levels5 . 311

Regarding tokens per sentence (Figure 1 left), 312

we can see correlations between different domains, 313

and clear differences in length, especially in di- 314

alogs which tend to be much shorter. Regarding 315

sentences per paragraph (Figure 1 middle), we can 316

find a correlation between different datasets rep- 317

resenting the same domain, where fiction writing 318

paragraphs tend to be much longer (averaging 5 319

but reaching up to 20 ), dialogs and news articles 320

are much shorter (barely reaching 3-4 sentences 321

in a paragraph), and the rest of the categories are 322

somewhere in between (normally staying between 323

1-5 but reaching up to 10 in some cases). 324

To guide BOUQuET creators on the linguistic 325

complexity required for each domain, we have as- 326

sessed complexity using the distribution of CEFR 327

3https://www.kaggle.com/competitions/
jigsaw-multilingual-toxic-comment-classification

4https://huggingface.co/datasets/GEM/
wiki lingua

5https://rm.coe.int/common-european-framework-of-reference-for-languages-learning-teaching
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Figure 1: (Top) Tokens per sentence and (Middle) sen-
tences per paragraph (Bottom) CEFR per dataset repre-
sentative of BOUQuET domains.

levels as a proxy. This includes the % of C2328

scores at the sentence level for each dataset. These329

scores were labeled by a SONAR-based model330

(Duquenne et al., 2023) trained on CEFR-SP data331

for CEFR Text Classification, which significantly332

outperformed LLAMA-3 (Touvron et al., 2023).333

See right side of Figure 1. Wikipedia seems to334

be the only dataset with a more considerable share335

of C2 sentences, with some others like dialogues336

having no samples scored as such.337

Annotations and Quality Checks Each entry338

of Source-BOUQuET includes the source text (in339

one of the 8 pivot languages of Table 3) and its340

translation into English, domain information and341

contextual information for better translation accu-342

racy. To double-check that Source-BOUQuET does343

not contain repeated sentences, we explored the344

similarity across English sentences. For each En-345

glish sentence, we computed SONAR embeddings346

(Duquenne et al., 2023) and we computed the co-347

sine distance on the vectors. There were only 14348

sentences with a cosine distance below 0.3. These349

sentences are reported in Appendix E.350

3.3 Languages351

As mentioned earlier, BOUQuET aims to be multi-352

centric and localized , in contrast to most existing353

datasets that are English-centric. The motivation is 354

mainly to be representative of linguistic phenom- 355

ena. To this effect, it is created in 8 non-English 356

languages (Table 3). Each language contributes 357

with a similar number of sentences along with their 358

English equivalents given by the sentence creators 359

themselves. 360

3.4 Multi-way extension to Source-BOUQuET 361

languages 362

Details Source-BOUQuET creators composed 363

250 sentences for each of the 8 pivot languages 364

plus the corresponding English translation. The 365

remaining 1,750 sentences for each pivot language 366

are translated from English. The final Source- 367

BOUQuET is composed of 2,000 sentences in 9 368

languages (8 pivot language plus its translation into 369

English). 370

Quality checks Since multi-way parallel data is 371

created from English, we manually checked that 372

translations did not lose the linguistic information 373

when translating from English. While translating 374

BOUQuET, we had to make sure that the contex- 375

tual information which was applicable to the whole 376

paragraph was taken into consideration by the trans- 377

lators. To ensure this, we used a number of follow- 378

ing QA strategies reported in Appendix C. 379

Additional contextual information The multi- 380

centric nature of BOUQuET is also a reminder 381

that English is not morphologically rich (e.g., it 382

doesn’t mark grammatical gender agreement be- 383

tween nouns, adjectives, and verbs) and displays 384

relatively little information about formality in its 385

written form (e.g., it uses only one second-person 386

singular pronoun, regardless of who is addressing 387

whom). As such, English isn’t an ideal source 388

language for translation purposes unless transla- 389

tors can be provided with additional contextual 390

information. The BOUQuET dataset includes such 391

additional information; for example, the grammat- 392

ical gender of the first and second person (when 393

this isn’t obvious) or the linguistic markedness of 394

some words or phrases (e.g., literary or archaic 395

verb tenses, use of slang, infrequently used level of 396

formality). 397

3.5 Overall Statistics 398

In total, BOUQuET currently contains 2,000 sen- 399

tences. These sentences are split by making a 400

stratified selection at the paragraph-level among 401

source languages and domains into development, 402
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ISO ISO LANGUAGE FAMILY SUBGROUP1
6393 15924

arb Arab Modern Afro-Asiatic West Semitic
Standard Arabic

cmn Hans Mandarin Sino-Tibetan Sinitic
Chinese

deu Latn German Indo-European West Germanic
fra Latn French Indo-European Italic
hin Deva Hindi Indo-European Indo-Aryan
ind Latn Indonesian Austronesian Malayic
rus Cyrl Russian Indo-European Balto-Slavic
spa Latn Spanish Indo-European Italic

Table 3: Source-BOUQuET Languages

test and evaluation sets. Initially, the evaluation set403

(632/144 sentences/paragraphs) is intended to be404

kept hidden. Figure 2 shows the representation of405

registers (top) and domains (bottom) in the non-406

hidden splits. Labels for each of the combinations407

of register options are created by concatenating408

the lowercase letters used as unique identifiers (see409

details of these register options in the Appendix410

B). For example, a register characterized as imper-411

sonal (in connectedness), composed (in prepared-412

ness), and equal-assumed (in social differential) is413

labeled: ica.414

The results in the following section are presented415

with the test split of 864/200 sentences/paragraphs.416

4 Benchmark417

We benchmark BOUQuET in two dimensions: do-418

main representation and machine translation. The419

former quantifies how representative BOUQuET is420

of public datasets of multiple domains compared to421

other evaluation datasets. The latter addresses how422

several MT systems are ranked with BOUQuET423

compared to other evaluation datasets.424

Domain representation The performance of the425

model in a new or unseen dataset depends on the426

similarity between the dataset that was used to fit427

the model and the new dataset. We compare the428

domain coverage of BOUQuET with that of FLO-429

RES+, NTREX-128 and NLLB-MD. To do this430

comparison, we take a random sample of 2,000431

sentences (which seems to be a sufficiently large432

sample of the embedding space for score stabil-433

ity) from each of the domain datasets from Figure434

1; as well as 2000 from each alternative dataset435

FLORES+, NTREX-128, NLLB-MD,and BOU-436

QuET. We create vector representations of each sen-437

tence in previous datasets with SONAR (Duquenne438

et al., 2023). From SONAR vectors, we do a PCA-439

dimensionality reduction, fitted upon the combined440

Figure 2: Registers (top) and domains (bottom) repre-
sentations in development and test partitions.

multi-domain set, see Figure 6 (Appendix F). Pub- 441

lic domains from Figure 1 are represented in grey; 442

alternatives evaluation datasets are represented in 443

blue and BOUQuET is represented in red. Fig- 444

ure 6, from top to down, compares BOUQuET 445

against FLORES-200, NTREX-128, NLLB-MD, 446

respectively. We qualitatively observe that BOU- 447

QuET covers a wider range of domains. Addi- 448

tionally, to quantify this coverage, we measure the 449

overlap between each dataset with each of the do- 450

mains using the Wasserstein distance (implemented 451

with the POT library6). The Wasserstein Distance 452

(WD), also known as the Earth Mover’s Distance 453

(EMD), is a metric that measures the ”effort” re- 454

quired to transform one probability distribution into 455

6https://pythonot.github.io/
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another. Lower results indicate a higher similar-456

ity between clusters. This distance is run on the457

full 1024-dimensional SONAR embedding vectors,458

without applying any kind of dimensionality re-459

duction (PCA). Some domain sets and evaluation460

sets were several orders of magnitude larger than461

each other. Sampling all down to the same size462

(2,000) makes the metric computable in a reason-463

able amount of time and removes any sensitivity to464

class imbalance in the distribution distance metric.465

Figure 3 shows that the lowest consistent results466

are obtained for all domains with BOUQuET.467

Figure 3: Wasserstein Distance (WD) for each domain
and dataset. Lower WD indicate better representation
of the domain.

Machine Translation To help the reader under-468

stand why the dataset is useful, we present pre-469

liminary results to demonstrate its use for its in-470

tended purpose: MT benchmarking. We evalu-471

ate 14 translation systems: LLAMA-3 (Llama3.1-472

8B, Llama3.2-3B, Llama3.3-70B)(Touvron et al.,473

2023), Tower (TowerInstruct-7B-v0.2) (Rei et al.,474

2024), Aya (Aya101-13B, Aya-Expanse-8B) (Dang475

et al., 2024), Babel (Babel-9B-Chat) (Zhao476

et al., 2025), Cohere (CohereLabs-command-r7b-477

12-2024), Eurollm (EuroLLM-9B-Instruct) (Mar-478

tins et al., 2024), MADLAD (MADLAD-3B-479

MT and MADLAD-10B-MT) (Kudugunta et al.,480

2023), Mistral (Mistral-7B-Instruct-v0.3)7, Qwen481

(Qwen2.5-7B-Instruct) (Bai et al., 2023) and NLLB482

(NLLB-3.3B) (NLLBTeam, 2024). We select the483

models as ones with open weights, focusing pri-484

marily on moderate sizes (about 10B) and variety485

of architectures. Following the official evaluation486

metrics of WMT 2024 (Kocmi et al., 2024), we use487

7https://docs.mistral.ai/getting-started/
models/models overview/

two automatic metrics: CometKiwi (CometKiwi- 488

da-xl, range 0-1 and ↑ better, COM) (Chimoto and 489

Bassett, 2022) and MetricX (MetricX-24-hybrid- 490

xl-v2p6, range 0-25 and ↓ better, MetX) (Juraska 491

et al., 2024). We include in the benchmarking 492

datasets that cover Source-BOUQuET languages 493

(FLORES+ and NTREX-128). 494

Table 4 shows that BOUQuET scores consis- 495

tently higher than other datasets on average, sug- 496

gesting that BOUQuET is easier to translate. This 497

is an advantage for the open initiative, since the 498

complexity of current MT test sets makes it harder 499

to ask the community to participate in translations 500

as it requires a high-level of expertise. 501

Rankings across models and datasets is not pre- 502

served, which hints that all datasets may be posing 503

different challenges to the models. Rankings is 504

computed as counting when a system is similar in 505

the same position according to CometKiwi. This 506

ranking and Pearson correlation on the CometKiwi 507

is dissimilar for datasets evaluated at the sentence- 508

level, with BOUQuET being the most different. 509

This difference is enlarged when evaluating at 510

the paragraph-level where number of swaps in- 511

creases and, coherently, Pearson correlation de- 512

creases, meaning that datasets pose different chal- 513

lenges to models. We need to further investigate 514

which linguistic challenges BOUQuET is adding. 515

However, best two systems are consistent across 516

datasets and level of evaluation (sentence and par- 517

graphs) being those the largest model (Llama3.3- 518

70B) and Aya-e-8B. 519

NLLB-3.3B has a higher variation between be- 520

ing evaluated at the sentence or paragraph-level, 521

which makes sense since it is the only one trained 522

with sentence-level data. 523

Figure 4 shows results of the 3 best systems 524

averaged across language directions, evaluated at 525

the sentence-level, per domains. Worse perform- 526

ing domains are comments, conversations, how-to 527

and narration. Best performing domains are web 528

and other miscellaneous, reflection and social posts. 529

Appendix F reports more detailed results on BOU- 530

QuET per language and domains. 531

5 Beyond commissioning translations: 532

Open initiative 533

Source-BOUQuET is intended to be translated into 534

any written language. For this, we have commis- 535

sioned an initial set of priority languages covering 536

a variety of high and low-resource languages rep- 537
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Model BOUQUET FLORES NTREX BOUQUETP NTREXP
COM METX COM METX COM METX COM METX COM METX

NLLB-3B 0.68 2.1 0.66 2.56 0.65 2.97 0.59 3.71 0.29 14.1
aya101-13B 0.67 2.02 0.63 2.65 0.63 3.14 0.58 3.29 0.24 13.17
aya-e-8B 0.69 1.75 0.65 2.9 0.67 2.45 0.64 2.42 0.34 8.7
babel-9B 0.67 2.33 0.65 2.66 0.63 3.36 0.61 3.4 0.32 10.39
cohere-7B 0.67 2.15 0.65 2.89 0.64 3.01 0.61 3.2 0.32 9.61
eurollm-9B 0.67 2.33 0.65 2.89 0.61 3.64 0.61 3.64 0.31 10.08
madlad-10B 0.63 2.74 0.64 2.72 0.63 3.35 0.41 6.76 0.15 15.99
madlad-3B 0.63 2.85 0.63 2.94 0.61 3.67 0.37 6.71 0.49 5.29
mistral-7B 0.54 4.29 0.51 5.69 0.49 6.12 0.49 6.64 0.24 10.96
qwen-7B 0.59 3.25 0.6 3.75 0.59 4.21 0.57 4.5 0.52 4.93
Llama3.1-8B 0.66 2.36 0.64 2.82 0.63 3.27 0.6 3.33 0.32 10.17
Llama3.2-3B 0.59 3.59 0.57 4.34 0.55 4.89 0.52 5.52 0.27 12.67
Llama3.3-70B 0.7 1.85 0.68 2.21 0.67 2.59 0.63 2.72 0.35 9.76
Tower-7B 0.58 3.69 0.56 4.19 0.56 4.35 0.49 5.65 0.28 12.22

BOUQUET-FLORES FLORES-NTREX NTREX-BOUQUET BOUQUETP-NTREXP
Swaps 3 4 7 11
Pearson Cor. 0.95 0.99 0.95 0.92

Table 4: Averaged Results XX-to-XX 9 Source-BOUQuET (8 pivot plus English) languages for BOUQuET,
FLORES+, NTREX-128 at the level of sentence 2 columns on the left and at the level of paragraph 3 columns
on the right. Number of ranking swaps (a system not being in the same position according to CometKiwi) from
each dataset compared to the other two (in similar sentence or paragraph-level) and Pearson correlation indicate
that while datasets report similar results at sentence-level, being BOUQuET the most different, it is not the case for
paragraph-level where the ranking of systems varies by a larger amount.

Figure 4: Best performing models and their results in
each of the BOUQuET domains .

resenting different geographical regions, linguistic538

families and scripts. See the list of languages cur-539

rently covered by BOUQuET in Appendix D.540

However, it would be challenging to achieve our541

language coverage target to any language. This542

ambition can only be achieved with the support of543

the community. For this, we have organized an544

open collaborative effort which involves language545

communities that are interested in contributing to546

this effort.547

The purpose of this open initiative is to collect548

translations from Source-BOUQuET. To collect549

these annotations, we have set a tool to collect an-550

notations. Together with setting Source-BOUQuET551

in this tool, we use the annotation guidelines from552

Section 3.4 which very much resemble those from553

FLORES-200 (NLLBTeam, 2024) and which are554

available in the 9 BOUQuET languages. One of555

the advantages is that annotators can choose the556

source language from among one of the Source- 557

BOUQuET languages. These languages have been 558

chosen to cover a wide range of speakers, facilitat- 559

ing the task of annotation instead of depending on 560

English bilingual speakers. This open initiative is 561

available in HuggingFace BLIND. 562

6 Conclusions and Next Steps 563

In this paper, we have presented the Source- 564

BOUQuET dataset and the attached open initia- 565

tive. We have shown consistent gains in domain 566

diversity in two different metrics while keeping 567

complexity lower than its competitors. The latter 568

is particularly relevant to simplify the translation 569

for non-experts that may join the open initiative. 570

We also provide MT results for the 8 languages 571

in which Source-BOUQuET has been created. Al- 572

though BOUQuET is currently totally completed 573

for 55 languages (see list 6), this number is only a 574

fraction of the language coverage ambition that we 575

are pursuing by launching the open initiative for 576

community efforts. Please join us in making Uni- 577

versal Quality Evaluation in Translation available 578

in any language. 579

Beyond increasing in number of languages, 580

BOUQuET is actively evolving, and we are cur- 581

rently working on designing quality control for 582

each of the contributions and adding new languages 583

to the incremental releases of BOUQuET and ex- 584

tending the benchmarking by further showing the 585

capabilities of BOUQuET, e.g. increasing the eval- 586

uation of linguistic signals over its alternatives. 587
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Limitations and Ethical Considerations588

The BOUQuET dataset is still limited in the num-589

ber of languages and translations.The benchmark-590

ing is quite complete (4 datasets comparison, 14591

models and 2 metrics) but it can also be extended592

in several axes (linguistic analysis). However,593

the entire purpose of this work is to describe the594

dataset and open-initiative, while providing a mini-595

mal benchmarking. Authors expect the community596

to extend the benchmarking by further using this597

dataset for further exploration. Creators and com-598

missioned translation’s annotators are paid a fair599

rate.600
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Sara Hooker. 2024. Aya expanse: Combining re- 656
search breakthroughs for a new multilingual frontier. 657
Preprint, arXiv:2412.04261. 658

Daniel Deutsch, Eleftheria Briakou, Isaac Caswell, 659
Mara Finkelstein, Rebecca Galor, Juraj Juraska, 660
Geza Kovacs, Alison Lui, Ricardo Rei, Jason Riesa, 661
Shruti Rijhwani, Parker Riley, Elizabeth Salesky, Fi- 662
ras Trabelsi, Stephanie Winkler, Biao Zhang, and 663
Markus Freitag. 2025. Wmt24++: Expanding the 664
language coverage of wmt24 to 55 languages di- 665
alects. Preprint, arXiv:2502.12404. 666

Paul-Ambroise Duquenne, Holger Schwenk, and Benoı̂t 667
Sagot. 2023. Sonar: Sentence-level multimodal 668
and language-agnostic representations. Preprint, 669
arXiv:2308.11466. 670

David M. Eberhard, Gary F. Simons, and 671
Charles D. Fennig. 2024. Ethnologue: Lan- 672
guages of the world. twenty-seventh edition. 673
https://www.ethnologue.com/. Last accessed on 674
2025-02-03. 675

Christian Federmann, Tom Kocmi, and Ying Xin. 2022. 676
NTREX-128 – news test references for MT evalua- 677
tion of 128 languages. In Proceedings of the First 678
Workshop on Scaling Up Multilingual Evaluation, 679
pages 21–24, Online. Association for Computational 680
Linguistics. 681

Martin Gerlach and Francesc Font-Clos. 2018. A stan- 682
dardized project gutenberg corpus for statistical anal- 683
ysis of natural language and quantitative linguistics. 684
CoRR, abs/1812.08092. 685

Naman Goyal, Cynthia Gao, Vishrav Chaudhary, Peng- 686
Jen Chen, Guillaume Wenzek, Da Ju, Sanjana Kr- 687
ishnan, Marc’Aurelio Ranzato, Francisco Guzmán, 688
and Angela Fan. 2022. The Flores-101 evaluation 689
benchmark for low-resource and multilingual ma- 690
chine translation. Transactions of the Association for 691
Computational Linguistics, 10:522–538. 692

M. A. K. Halliday and C. M. I. Matthiessen. 2004. An 693
Introduction to Functional Grammar. Routledge. 694

Juraj Juraska, Daniel Deutsch, Mara Finkelstein, and 695
Markus Freitag. 2024. MetricX-24: The Google 696
submission to the WMT 2024 metrics shared task. 697
In Proceedings of the Ninth Conference on Machine 698

9

https://arxiv.org/abs/2309.16609
https://arxiv.org/abs/2001.08435
https://arxiv.org/abs/2001.08435
https://arxiv.org/abs/2001.08435
https://aclanthology.org/2021.inlg-1.33
https://aclanthology.org/2021.inlg-1.33
https://aclanthology.org/2021.inlg-1.33
https://aclanthology.org/2021.inlg-1.33
https://aclanthology.org/2021.inlg-1.33
https://doi.org/10.18653/v1/2022.findings-emnlp.348
https://doi.org/10.18653/v1/2022.findings-emnlp.348
https://doi.org/10.18653/v1/2022.findings-emnlp.348
https://doi.org/10.18653/v1/2022.findings-emnlp.348
https://doi.org/10.18653/v1/2022.findings-emnlp.348
https://arxiv.org/abs/2412.08274
https://arxiv.org/abs/2412.08274
https://arxiv.org/abs/2412.08274
https://arxiv.org/abs/2412.08274
https://arxiv.org/abs/2412.08274
https://arxiv.org/abs/2412.04261
https://arxiv.org/abs/2412.04261
https://arxiv.org/abs/2412.04261
https://arxiv.org/abs/2502.12404
https://arxiv.org/abs/2502.12404
https://arxiv.org/abs/2502.12404
https://arxiv.org/abs/2502.12404
https://arxiv.org/abs/2502.12404
https://arxiv.org/abs/2308.11466
https://arxiv.org/abs/2308.11466
https://arxiv.org/abs/2308.11466
https://www.ethnologue.com/insights/how-many-languages/
https://www.ethnologue.com/insights/how-many-languages/
https://www.ethnologue.com/insights/how-many-languages/
https://doi.org/10.18653/v1/2022.sumeval-1.4
https://doi.org/10.18653/v1/2022.sumeval-1.4
https://doi.org/10.18653/v1/2022.sumeval-1.4
https://arxiv.org/abs/1812.08092
https://arxiv.org/abs/1812.08092
https://arxiv.org/abs/1812.08092
https://arxiv.org/abs/1812.08092
https://arxiv.org/abs/1812.08092
https://doi.org/10.1162/tacl_a_00474
https://doi.org/10.1162/tacl_a_00474
https://doi.org/10.1162/tacl_a_00474
https://doi.org/10.1162/tacl_a_00474
https://doi.org/10.1162/tacl_a_00474
https://doi.org/10.18653/v1/2024.wmt-1.35
https://doi.org/10.18653/v1/2024.wmt-1.35
https://doi.org/10.18653/v1/2024.wmt-1.35


Translation, pages 492–504, Miami, Florida, USA.699
Association for Computational Linguistics.700

Tom Kocmi, Eleftherios Avramidis, Rachel Bawden,701
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A Specific guidance for paragraph and833

sentence creation834

A.1 Overview835

The Bouquet-source dataset comprises 250 unique836
sentences in each of its source languages. This means837
that each linguist created (i.e., wrote from scratch,838
did not copy; see Section 2.4 above) 250 original839
sentences. These sentences were requested to be:840

• Organized in logically structured paragraphs841
(see the Paragraphs section below)842

• Representative of the linguistic structures and843
features most frequently used in specific do-844
mains (see the Domains section below)845

• Representative of the most common register846
of language used in similar situations (see the847
Registers section below)848

• Accompanied by a gold-standard (i.e., best in849
class) human translation into English.850

A.2 Paragraphs851

The linguist received a template in the form of a852
spreadsheet, in which paragraph structures were de-853
signed and laid out. The template specified the exact854
number of paragraphs and the exact number of sen-855
tences for each of the paragraphs. Each paragraph856
was given a unique paragraph ID (e.g., P01, P02,857
P15). Each sentence within each paragraph was also858
given a serial, non-unique ID (e.g., S1, S2, S3).859

A.3 Domains 860

The template was divided into 8 domains: 861

1. How-to, written tutorials or instructions 862

2. Conversations (dialogues) 863

3. Narration (creative writing that doesn’t include 864
dialogues) 865

4. Social media posts 866

5. Social media comments (reactive) 867

6. Other web content 868

7. Reflective piece 869

8. Miscellaneous (address to a nation, disaster re- 870
sponse, etc.) 871

The creators had to produce the set number of sen- 872
tences for each of the domains; the structure of the 873
template (domain / paragraph / sentence) could not 874
be changed. 875

A.4 Language Register Information 876

When creating sentences, the creators had to make 877
sure that the register of language being used was 878
representative of the most expected and appropriate 879
register for the situation. When several registers were 880
possible, the creators were asked to use discretion 881
when selecting a register, while making sure that the 882
chosen register was among the most expected and 883
appropriate. To help them make a determination, we 884
defined 3 main functional areas of language register: 885

• Connectedness: What type of connection do 886
language users who initiate the text have with 887
other language users? 888

• Preparedness: How much time do language 889
users who initiate the text had or took to prepare 890
the text? 891

• Social differential: What is the relative social 892
status of the language users who initiate the text 893
towards other language users? 894

A.5 Linguistic Features 895

One of the main reasons for dividing the dataset into 896
sections that correspond to domains is to attempt to 897
cover as many registers and aspects of language as 898
possible. For example, we know that: 899

• Some pro-drop languages may drop the subject 900
pronouns more often in some situations than in 901
others. 902

• Some case-marking languages may use some 903
cases in specific situations but avoid them in 904
others. 905
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• In English, lexical density increases when the906
level of formality increases.907

• Some languages use a specific past verb tense908
in storytelling, which stands out from other past909
verb tenses used in casual conversations or other910
situations.911

• Some languages use specific verb moods in912
some situations but avoid them in others.913

A.6 Violating Content914

While creating sentences, the creators were asked to915
avoid inserting violating content. Violating content916
is language that can fall under one (or more) of the917
below categories:918

• Toxicity919

• Illegal activities920

• Stereotypes and biases921

A.7 Step-by-Step Description of Tasks922

Please refer to Table 5 for the step-by-step description923
of the tasks.924

A.8 Additional Guidance on925

Domain-Specific Content926

Dialogues, especially those inserted in long creative927
writing (such as novels), often include the name of928
the speaker or a cue mark (e.g., — ), and sometimes929
quotation marks. When creating sentences for conver-930
sations, the creators were let free to invent names for931
speakers or to label speaker turns (e.g., A, B); they932
were also asked to place the names or speaker refer-933
ence in markup tags, similarly to this: <Name:>or934
<A:>.935

Emojis: As there are emojis frequently in some so-936
cial media and messaging domains, some representa-937
tion was also expected from the creators. However,938
the creators were asked to keep this representation939
very limited, as there are no real agreed ways to trans-940
late them across hundreds of languages.941

Social media comments: The creators were told that942
they could keep the structure of those comments flat,943
and that including tags was not absolutely necessary,944
though it was permitted (even expected).945

Disfluencies in informal conversations: Disfluen-946
cies were permitted provided they were representa-947
tive of conversations and they could be translated948
(i.e., there is some consensus on how to write them949
in the language — ah, oh, um).950

B Registers Details 951

We provide non-exclusive options for each of the 3 952
functional areas that characterize registers described 953
in Section 3.2 and mentioned in Figure 5. By non- 954
exclusive, we mean that a domain may be character- 955
ized by more than one option. The functional area / 956
option breakdown can be described as follows (the 957
bold lowercase letters in square brackets represent a 958
unique identifier for each option): 959

Connectedness 960

• Impersonal [i]: For example a text written for 961
the purpose of giving definitions or explana- 962
tions with no specific readership in mind; typ- 963
ically written in the third person only (e.g., a 964
contract). 965

• Non-directional [n]: A text written with a read- 966
ership in mind but that doesn’t address the read- 967
ership specifically (e.g., an author recounting a 968
story) 969

• Uni-directional [u]: A text addressing a reader- 970
ship who either cannot respond or is asked to 971
refrain from responding at a given time (e.g., 972
the transcription of a presentation, such as a 973
TED Talk) 974

• Multi-directional [m]: A text addressing a read- 975
ership who can respond (e.g., SMS, DM) or 976
representing the transcription of a dialogue in- 977
volving 2 or more language users. 978

Preparedness 979

• Reactive (spontaneous) [r]: The production is 980
immediate either because it needs to be or be- 981
cause the user wants it to be 982

• Improvised (coached) [i]: The production ap- 983
pears spontaneous but takes place after a period 984
of general training or coaching (e.g., spokes- 985
people who answer questions live but have had 986
time to prepare and choose vocabulary to use 987
or to avoid) 988

• Rehearsed (extemporaneous) [e]: The produc- 989
tion is live but its overall structure has been 990
carefully crafted and rehearsed (e.g., transcrip- 991
tions of 20-minute presentations or speeches 992
that aren’t fully scripted and given from notes). 993

• Scripted (declaimed) [s]: The production 994
may or may not be live and has been fully 995
scripted (e.g., transcriptions of speeches used 996
in teleprompters) 997

• Composed (frozen) [c]:The production is com- 998
pletely offline, and goes through iterations of 999
reviewing and editing (e.g., the text of a novel). 1000
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Column A: Lang-ID This column should have the same 3-lowercase-letter code representing the source language of the sentences
being created followed by an underscore character ( ) and a 4-letter code representing the script.

Column B: Domain This is 1 of the 8 domains represented in the dataset (see Section 3.1).
Column C: Subdomain Please insert your description of the subdomain or topic.
Column D: P-ID This is the unique code identifying a paragraph (e.g., P01, P02, . . . , P58).
Column E: S-ID This is the non-unique code identifying the sequential place of the sentence within a paragraph.
Column F: Sentence In this cell, please type a sentence you created.
Column G: Translation into English After entering a sentence in your language in Column F, please provide a gold-standard human translation

in this cell.
Column H: S-Nchars This represents a count of the number of characters in the sentence.
Column I: S Comment src lang To help other linguists expand this dataset by translating your sentences into their own languages,

please add any comments that bring more context about the sentence.
Column J: S Comment English Please provide an English translation of the comment your inserted in Column I.
Column K: Linguistic features Please list the register- or domain-specific linguistic features you tried to showcase in the sentence.
Column L: Connectedness Please use any of the options best describing the register area of Correctedness.
Column M: Preparedness Please use 1 of the options best describing the register area of Preparedness.
Column N: Social differential Please use any of the options best describing the register area of Social differential.
Column O: Formality Please indicate the level of formality best characterizing the sentence.
Column P: Relationship Please insert the intended relationship between the language users involved in the situation.
Column Q: Idea origin Please insert the name of the media type or platform that inspired the sentence.
Column R: P Comment src lang To help other linguists expand this dataset by translating your sentences into their own languages,

please add any comments that bring more context about the entire paragraph.
Column S: P Comment English Please provide a translation into English for the comment you inserted in Column R.
Column T: P-Nchars This represents a count of the number of characters in the current paragraph.
Column U: Creator Translator-ID Please insert your ID here, if it isn’t pre-populated.

Table 5: Step-by-step guidance.

Figure 5: Register functional areas and breakdowns within each functional areas and their representations across
domains.

Social differential1001

• Equal (known) [k]: The readership or ad-1002
dressees are known to be peers; this can include1003
a very informal or colloquial attitude1004

• Equal (assumed) [a]: The readership or ad-1005
dressees are not known but assumed to be peers;1006
this can include a casual or informal attitude but1007
likely excludes a very colloquial one1008

• Higher-to-lower [h]: The readership or ad-1009
dressees are considered to be at a lower social1010
level than the producer (e.g., the producer is1011
arrogant or assumes a position of higher author-1012
ity)1013

• Lower-to-higher [l]: The readership or ad-1014
dressees are considered to be at a higher social1015
level than the producer (e.g., the producer wants1016
to express deference, respect, or admiration)1017

C Quality Checks Details in Multi-way1018

extension1019

In order to make sure that the BOUQuET contextual1020
information was taken into accound while translating1021
BOUQuET, we used the following QA strategies:1022

1. Checking the correct co-referencing. The Bou- 1023
quet dataset is a representation of natural lan- 1024
guage, and the usage of personal and possessive 1025
pronouns as a substitute for the nouns is a typ- 1026
ical occurrence. If the internal co-referencing 1027
in the paragraph is broken (the wrong pronoun 1028
is used or the noun is repeated where the noun 1029
should be), it indicates that the paragraph was 1030
treated as a collection of sentences not linked 1031
to each other, rather than a paragraph of text. 1032

2. Checking the lexical consistency. We made sure 1033
to check that vocabulary used to translate word 1034
denoting objects or events is appropriate in 1035
tone, style and register and is used consistently 1036
throughout each paragraph. For example, when 1037
checking, we found out that translations from 1038
Indonesian into Russian did not keep consis- 1039
tency for “potato fritters” (“perkedel kentang”), 1040
using three different ways to translate it in P- 1041
292. We later applied the necessary corrections. 1042

3. Checking the grammatical consistency. Since 1043
the Bouquet dataset contains examples of differ- 1044
ent domains, we needed to check whether the 1045
verb tenses and syntax were appropriate for a 1046
given domain and used consistently throughout 1047
each paragraph. For example, when checking 1048
translated into German paragraphs which im- 1049
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itate fiction narration, we made sure that Ger-1050
man Pratäritum tense is used appropriately, not1051
Perfekt.1052

4. Checking the special symbols such as emojis1053
and numbers.1054

D Priority Languages1055

Table 6 shows the languages in which BOUQuET1056
exists at the time of submission of this paper (May1057
2025).1058

E Dataset Examples1059

Table 7 reports the sentences with highest similar-1060
ity score computed with cosine distance of SONAR1061
vectors across all 2,000 Source-BOUQuET English1062
sentences.1063

Table 8 shows complete entries examples of the1064
Source-BOUQuET dataset.1065

F Domain representation details1066

Figures 6 shows the domain representation and over-1067
lap across datasets.1068

G Detailed results1069
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ISO 639-3 ISO 15924 LANGUAGE FAMILY SUBGROUP Class

arz Arab Egyptian Arabic Afro-Asiatic Central Semitic Pivot(+ arb +Modern Stan. Arabic)
arz Latn Romanized Egyptian Arabic Afro-Asiatic Semitic P1-HR
aar Latn Afar Afro-Asiatic Cushitic P1-LR
agr Latn Aguaruna Chicham – P1-LR
ami Latn Amis Austronesian East Formosan P1-LR
ben Beng Bengali Indo-European Indo-Aryan P1-HR
cmn Hans Mandarin Chinese Sino-Tibetan Sinitic Pivot
ces Latn Czech Indo-European Balto-Slavic P1-HR
crk Cans Plains Cree Algic Algonquian P1-LR
deu Latn German Indo-European West Germanic Pivot
dje Arab, Latn Zarma Songhay Eastern Songhay P1-LR
ell Grek Modern Greek Indo-European Hellenic P1-HR
fra Latn French Indo-European Italic Pivot
gaz Latn West Central Oromo Afro-Asiatic Cushitic P1-LR
gil Latn Gilbertese Austronesian Micronesian P1-LR
guc Latn Wayuu Arawakan Caribbean Arawakan P1-LR
hin Deva Hindi Indo-European Indo-Aryan Pivot
hin Latn Romanized Hindi Indo-European Indo-Aryan P1-HR
hrv Latn Croatian Indo-European Balto-Slavic P1-HR
hun Latn Hungarian Uralic Hungaric P1-HR
ind Latn Indonesian Austronesian Malayic Pivot
ita Latn Italian Indo-European Italic P1-HR
jav Latn Javanese Austronesian Javanesic P1-HR
jpn Jpan Japanese Japonic P1-HR
kaa Cyrl Karakalpak Turkic Kipchak P1-LR
kal Latn Kalaallisut Eskimo-Aleut Eskimo P1-LR
khm Khmr Central Khmer Austroasiatic Mon-Khmer P1-HR
kor Kore Korean Korean Koreanic P1-HR
kru Deva Kurukh Dravidian North Dravidian P1-LR
lij Latn Ligurian Indo-European Italic P1-LR
lin Latn Kinshasa Lingala Atlantic-Congo Central West. Bantu P1-LR
mya Mymr Burmese Sino-Tibetan Burmo-Qiangic P1-LR
nld Latn Standard Durch Indo-European West Germanic P1-HR
pes Arab Western Persian Indo-European Iranian P1-HR
pol Latn Polish Indo-European Balto-Slavic P1-HR
rus Cyrl Russian Indo-European Balto-Slavic Pivot
ron Latn Romanian Indo-European Italic P1-HR
sba Latn Ngambay Central Sudanic Sara-Bongo-Bagirmi P1-LR
spa Latn Spanish Indo-European Italic Pivot
por Latn Portuguese (Brazilian) Indo-European Italic P1-HR
swe Latn Swedish Indo-European North Germanic P1-HR
swh Latn Coastal Swahili Atlantic-Congo N.E. Coastal Bantu P1-HR
tha Thai Thai Tai-Kadai Southwestern Tai P1-HR
tir Ethi Tigrinya Afro-Asiatic Semitic P1-LR
tgl Latn Tagalog Austronesian Greater Central Philippine P1-HR
tur Latn Turkish Turkic Oghuz P1-HR
ukr Cyrl Ukrainian Indo-European Balto-Slavic P1-HR
urd Arab Urdu Indo-European Indo-Aryan P1-HR
vie Latn Vietnamese Austroasiatic Vietic P1-HR
yor Latn Yoruba Atlantic-Congo Defoid P1-LR
zlm Latn Colloquial Malay Austronesian Malayic P1-HR+zsm + Standard Malay

Table 6: Source-BOUQuET Languages (Pivot) and Priority languages (P) both high-resource (HR) and low-resource
(LR) included in BOUQuET at the time of submission. Note that these languages have been commissioned, we do
not include updates in annotations collected from the open-initiative, which we will include in later versions of the
paper.
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cosinedist lang-A lang-B Domain-A Text-A UNIQID-A DomainB Text-B UNIQID-B

0.19 ind arz conversation What time do we meet? P304-S4 conversation when will we meet? P017-S1
0.20 fra cmn web misc. About us P220-S1 web misc. About our team P098-S1
0.22 rus deu conversation <B:> Which one? P363-S2 conversation <B:> When and

where?
P134-S2

0.24 rus fra conversation <B:> Nah, I am sick P360-S2 conversation <B:>You’re sick? P185-S4
0.25 rus fra conversation <A:> You know what I

mean!
P362-S4 conversation <A:>Did you hear? P183-S1

0.28 fra arz web misc. Send us your résumé and
motivation letter at the
below address.

P215-S6 web misc. Please sendyour CV
with letters of recom-
mendation to this email
address

P043-S5

0.28 spa rus comments <B:> WHAT IS
THIS???

P443-S2 conversation <B:> What do you
mean?

P362-S2

0.29 rus fra conversation <A:> Get well soon P360-S3 conversation <A:>Not doing very
well.

P185-S3

0.29 rus fra conversation <B:> What do you
mean?

P362-S2 conversation <A:>Did you hear? P183-S1

0.29 rus fra conversation <B:> What do you
mean?

P362-S2 conversation <B:>You’re sick? P185-S4

0.29 rus fra conversation <B:> Nothing is work-
ing for me.

P366-S2 conversation <A:>Not doing very
well.

P185-S3

Table 7: Source-BOUQuET sentences with closest similarity score (cosine distance lower than 0.3)

LangID Domain Subdomain PID SID Sentence English Linguistic label Reg.

spa Latn conversation text message
chain

P417 S1 <Guillermo:> Habéis
cenado ya?

<Guillermo:> Have
you had dinner already?

word:named-
entity

mrk

spa Latn conversation text message
chain

P417 S2 <Jaime:> No,
estábamos pensando en
salir ahora, te apuntas?

<Jaime:> No, we were
thinking about going out
now. Are you in?

word:named-
entity

mrk

spa Latn conversation text message
chain

P417 S3 <Guillermo:> Sı́, me
estoy muriendo de ham-
bre.

<Guillermo:> Yes, I’m
starving.

word:named-
entity, miscella-
neous:collocation

mrk

spa Latn conversation text message
chain

P417 S4 <Jaime:> Guai, sal-
imos en cinco, te esper-
amos en la parada del
metro.

<Jaime:> Cool, we’re
leaving in five, we’ll
wait for you at the metro
station.

word:named-
entity, word:slang

mrk

spa Latn conversation text message
chain

P417 S5 <Guillermo:> Perfecto,
me cambio y salgo.

<Guillermo:> Perfect,
I’ll change and head out.

word:named-
entity

mrk

fra Latn social posts Integrity P204 S1 Choses que j’aurais aimé
savoir plus tôt

Things I wish I had
known earlier

sentence:fragment usa

fra Latn social posts Integrity P204 S2 Si tu ne prends pas de
décision pour toi-même,
d’autres les prendront
pour toi.

If you don’t make deci-
sions for yourself, others
will take them for you.

word:impersonal-
pronoun

usa

fra Latn social posts Integrity P204 S3 Quand on te submerge
de généralités, demande
plusieurs exemples
spécifiques.

When you are getting
submerged in generali-
ties, request several spe-
cific examples.

word:impersonal-
pronoun

usa

ind Latn narration Folklore / Fa-
ble

P310 S1 Pada suatu masa, hidu-
plah sepasang suami istri
di sebuah pedesaan.

Once upon a time, there
lived a husband and wife
in a village.

Third person,
impersonal, narra-
tion

ica

ind Latn narration Folklore / Fa-
ble

P310 S2 Mereka belum juga
dikarunia anak setelah
sekian lama menikah.

They have not yet been
blessed with children af-
ter being married for so
long.

Third person,
impersonal, narra-
tion

ica

ind Latn narration Folklore / Fa-
ble

P310 S3 Keduanya bermimpi
bahwa mereka harus
menanam timun, jika
mereka ingin memiliki
anak.

Both of them dreamed
that they had to plan cu-
cumbers, if they wanted
to have a child.

Third person,
impersonal, narra-
tion

ica

ind Latn narration Folklore / Fa-
ble

P310 S4 Kemudian ditanamlah
timun-timun itu.

Then they planted the cu-
cumbers.

Third person,
impersonal, narra-
tion

ica

Table 8: BOUQuET examples including main fields
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Figure 6: Domain representation and overlap across FLORES+ (left), NTREX-128 (middle), NLLB-MD (right)(in
blue) with diverse domains datasets (in grey) and BOUQuET (in red).

Src-lang arz-Arab cmn-Hans deu-Latn eng-Latn fra-Latn hin-Deva ind-Latn rus-Cyrl spa-Latn
COM METX COM METX COM METX COM METX COM METX COM METX COM METX COM METX COM METX

nllb-3B 0.59 2.31 0.66 1.39 0.72 2.39 0.75 1.86 0.69 2.11 0.61 2.33 0.69 2.03 0.67 2.33 0.72 2.13
aya101-13B 0.59 2.23 0.65 1.32 0.71 2.31 0.75 1.76 0.67 2.07 0.6 2.32 0.69 1.88 0.67 2.26 0.71 1.99
aya-e-8B 0.6 2.04 0.68 1.09 0.73 2.06 0.77 1.47 0.7 1.77 0.62 1.94 0.7 1.69 0.69 1.94 0.73 1.76
babel-9B 0.57 2.78 0.66 1.61 0.72 2.58 0.75 1.92 0.68 2.47 0.59 2.54 0.69 2.16 0.67 2.47 0.71 2.46
cohere-r7B 0.58 2.38 0.66 1.28 0.72 2.45 0.75 1.87 0.66 2.52 0.61 2.18 0.7 1.86 0.66 2.65 0.71 2.16
eurollm-9B 0.58 2.55 0.66 1.59 0.71 2.68 0.75 2.04 0.68 2.38 0.61 2.41 0.66 2.37 0.67 2.58 0.71 2.36
madlad-10B 0.52 3.71 0.62 1.8 0.66 3.23 0.73 2.0 0.64 2.61 0.58 2.75 0.62 3.06 0.63 3.08 0.69 2.39
madlad-3B 0.51 3.93 0.62 1.76 0.63 3.51 0.72 2.26 0.63 2.82 0.59 2.63 0.61 3.25 0.63 3.1 0.7 2.4
mistral-7B 0.44 5.32 0.54 3.53 0.59 4.52 0.6 3.83 0.55 4.2 0.46 4.95 0.59 3.81 0.56 4.31 0.59 4.11
qwen-7B 0.5 3.83 0.58 2.55 0.63 3.49 0.68 2.79 0.6 3.25 0.52 3.45 0.61 3.16 0.59 3.47 0.62 3.29
Llama-3.1-8B 0.56 2.77 0.64 1.58 0.7 2.63 0.75 1.88 0.66 2.46 0.58 2.77 0.68 2.24 0.66 2.52 0.7 2.38
Llama3.2-3B 0.46 4.88 0.58 2.56 0.63 3.86 0.67 3.02 0.58 3.77 0.53 3.78 0.61 3.35 0.59 3.46 0.63 3.62
Llama3.3-70B 0.61 1.96 0.68 1.18 0.74 2.14 0.77 1.62 0.71 1.94 0.62 2.1 0.71 1.73 0.69 2.05 0.74 1.91
Tower-7B 0.4 6.07 0.62 1.5 0.63 3.23 0.66 3.48 0.56 4.21 0.49 4.42 0.62 3.26 0.6 3.61 0.64 3.46

Trg-lang arz-Arab cmn-Hans deu-Latn eng-Latn fra-Latn hin-Deva ind-Latn rus-Cyrl spa-Latn
COM METX COM METX COM METX COM METX COM METX COM METX COM METX COM METX COM METX

NLLB-3B 0.62 3.08 0.59 2.99 0.71 0.99 0.76 2.22 0.69 2.01 0.61 2.55 0.7 1.53 0.71 1.77 0.72 1.76
aya101-13B 0.64 2.61 0.63 1.82 0.69 1.07 0.76 2.26 0.68 2.14 0.56 2.94 0.69 1.55 0.69 1.85 0.7 1.89
aya-e-8B 0.7 1.9 0.65 1.81 0.72 0.85 0.77 2.01 0.71 1.82 0.53 3.02 0.71 1.3 0.72 1.47 0.73 1.59
babel-9B 0.64 3.06 0.66 1.96 0.68 1.31 0.76 2.1 0.69 2.06 0.53 3.74 0.68 2.42 0.69 2.42 0.71 1.91
cohere-7B 0.68 2.38 0.65 1.87 0.7 1.0 0.76 2.13 0.69 1.95 0.51 3.99 0.66 2.08 0.68 2.24 0.72 1.72
eurollm-9B 0.7 1.99 0.66 1.65 0.72 0.89 0.77 2.13 0.7 1.87 0.6 2.65 0.45 6.53 0.72 1.57 0.72 1.67
madlad-10B 0.65 2.67 0.59 2.61 0.67 1.64 0.75 2.47 0.66 2.71 0.41 5.12 0.62 2.64 0.66 2.66 0.7 2.1
madlad-3B 0.65 2.8 0.58 2.77 0.66 1.73 0.73 2.79 0.64 2.81 0.42 5.1 0.62 2.64 0.65 2.83 0.69 2.2
mistral-7B 0.32 8.73 0.55 3.12 0.62 1.85 0.73 2.7 0.62 2.96 0.3 8.42 0.52 4.52 0.61 3.38 0.65 2.89
qwen-7B 0.53 4.74 0.64 2.09 0.63 1.76 0.72 2.39 0.64 2.63 0.25 7.38 0.64 2.65 0.61 3.12 0.66 2.49
Llama3.1-8B 0.54 4.68 0.64 1.91 0.69 1.17 0.76 2.25 0.68 2.17 0.57 3.05 0.68 1.81 0.68 2.18 0.7 2.01
Llama3.2-3B 0.43 6.84 0.55 3.11 0.63 1.76 0.73 2.62 0.62 2.86 0.49 4.5 0.62 2.7 0.54 5.27 0.66 2.66
Llama3.3-70B 0.6 3.32 0.68 1.62 0.73 0.85 0.77 2.04 0.71 1.84 0.63 2.41 0.72 1.35 0.72 1.55 0.73 1.64
Tower-7B 0.3 7.96 0.61 2.33 0.67 1.44 0.74 2.74 0.66 2.6 0.41 6.54 0.51 4.62 0.66 2.52 0.68 2.5

Table 9: Averaged results on CometKiwi (COM) and MetricX (etx) at the sentence-level from 9 BOUQuET
languages (top) and into (bottom). Best results are in bold (before rounding to 2 decimals). Best results on
CometKiwi tend to be with Llama-3.3-70B (the largest model) and best results in MetricX tend to be with Aya-
expanse-8B. Best direction is from and into English .
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