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Abstract

Retrieval-based language models address the001
limitations of large language models by en-002
abling real-time knowledge updates for more003
accurate answers. An efficient way in the train-004
ing phase of retrieval-based models is attention005
distillation, which uses attention scores as a su-006
pervision signal instead of manually annotated007
query-document pairs. Despite its growing pop-008
ularity, the detailed mechanisms behind the suc-009
cess of attention distillation remain unexplored,010
particularly the specific patterns it leverages to011
benefit training. In this paper, we address this012
gap by conducting a comprehensive review of013
attention distillation workflow and identifying014
key factors influencing the learning quality of015
retrieval-based language models. We further016
propose indicators for optimizing models’ train-017
ing methods and avoiding ineffective training.018

1 Introduction019

Large language models have showcased remark-020

able capabilities across various natural language021

processing tasks (Min et al., 2023; OpenAI, 2023;022

Ouyang et al., 2022). However, their fixed pa-023

rameters limit their ability to update knowledge024

in real-time, making them prone to producing un-025

reliable content (Zhang et al., 2023). Addition-026

ally, these models also lack protection for sensitive027

training data (Nasr et al., 2023; Lin et al., 2021).028

One promising method to overcome these limi-029

tations is using retrieval-based language models030

(Ram et al., 2023; Shi et al.; Izacard et al., 2022b;031

Guu et al., 2020; Karpukhin et al., 2020; Khandel-032

wal et al., 2019). Retrieval-based language models033

typically comprise two main components: (1) the034

retriever, which selects relevant information, and035

(2) the reader, incorporates this information into036

the generation process. Combining these two com-037

ponents, retrieval-based language models not only038

improve accuracy and reliability by dynamically039

using external knowledge but also reduce training040

Figure 1: Training Contriever on NaturalQuestions for
the QA task with attention distillation shows an im-
proved Hit Rate @ 5 with a fine-tuned reader but a
significant decline with an off-the-shelf reader.

costs with fewer trainable parameters (Shi et al., 041

2023; Shuster et al., 2021). 042

Various methods have been proposed to im- 043

prove the coordination between the retriever and 044

the reader (Karpukhin et al., 2020; Jiang et al., 045

2023). Among these, attention score-based knowl- 046

edge distillation has shown its effectiveness (Izac- 047

ard and Grave, 2020a), outperforming other estab- 048

lished methods (Karpukhin et al., 2020; Lewis et al., 049

2020; Izacard and Grave, 2020b) in QA tasks. In 050

this process, the attention scores from the reader 051

are captured and conveyed to the retriever as the 052

supervisory signal, enabling the retrieval model 053

to more effectively identify information candidates 054

that can significantly improve the language model’s 055

responses. This efficient strategy reduces the need 056

for manual annotation of the knowledge corpus, 057

saving resources while achieving satisfactory re- 058

sults (Hu et al., 2023; Wang et al., 2023). 059

However, its efficiency heavily relies on the 060

reader model’s quality. As Figure 1 shows, low- 061

quality reader models yield ineffective supervision 062

signals, detrimentally impacting the retriever’s per- 063

formance. A fundamental hypothesis underpinning 064

this mechanism is that more attention to certain to- 065

kens suggests greater relevance in answering ques- 066

tions (Izacard and Grave, 2020a), yet this corre- 067

lation is not clearly defined. Our research seeks 068
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Retriever Reader

Question Q: What is
the highest mountain?

n1: Mount Everest is Earth's highest
mountain above sea level, located in
the Mahalangur Himal sub-range of

the Himalayas....

Relevant Document Set Dn

Answer A:
Mount Everest

Input
Reformulation

KL Divergence  
KL(PATTN||PRETR)

Attention Distribution of Dn  PATTN(ni|Q, A)Probability Distribution of Dn  PRETR(ni|Q)

Figure 2: The framework of the Retrieval-Based Language Model of our experiment.

to understand which text segments gather more at-069

tention and how to assess attention quality. Given070

the unpredictable training outcomes due to these071

uncertainties, we aim to enhance the applicability072

and reliability of attention distillation training.073

This paper conducts a detailed analysis of at-074

tention distillation training methods in question-075

answering (QA) tasks, exploring various settings076

to determine their effects on retrieval-based lan-077

guage model performance. We aim to identify the078

characteristics of high-quality attention scores and079

establish criteria for evaluating them in retrieval-080

based language model training. Specifically, our081

main contributions are as follows:082

• We conduct an extensive analysis of atten-083

tion scores in language models, mainly fo-084

cusing on the prevalent decoder-only struc-085

ture, to understand their impact on retriever086

model training and the overall performance of087

retrieval-based language models, thereby iden-088

tifying key factors that significantly influence089

the model’s performance.090

• We introduce novel metrics to evaluate the091

reader model’s proficiency in attention distilla-092

tion, aiming to improve training performance093

by leaning on effective training sessions.094

2 Method095

In our experiment, we adapt the ATLAS archi-096

tecture (Izacard et al., 2022b) but use a decoder-097

only structure for our empirical analysis, focus-098

ing on question-answering tasks to study attention099

mechanisms in the reader models. Specifically,100

for a given question Q, we supply models with101

a knowledge base D = {d1, d2, ..., dm}, where102

each di is a unique document. The objective of the103

models is to find the question-relevant documents104

Dn = {n1, n2, ..., nk} ⊆ D using the retriever,105

and then generate the answer A using the reader.106

To accommodate the change in reader structure, 107

we modify the original attention distillation method. 108

Instead of using cross-attention scores between the 109

input document and output as an indicator of doc- 110

ument relevance, we utilize self-attention scores 111

concerning the output tokens. Notice that the con- 112

tribution of a token t is not only evaluated from 113

the attention score αt but also the norm of the 114

value should be taken vt into account (Izacard et al., 115

2022b). The attention score distribution over Dn 116

can be calculated as 117

pATTN (ni|Q,A) =

T∑
t=1

αtvt (1) 118

where T represents the total number of tokens in ni. 119

During training, the attention scores are distilled 120

into the retriever by minimizing KL-divergence 121

with the retriever’s probability distribution pRETR. 122

pRETR over Dn can be defined as 123

pRETR(ni|Q) =
exp(s(ni, Q)/θ)∑K

k=1 exp(s(nk, Q)/θ)
(2) 124

where s denotes the dot-product of query and doc- 125

ument vectors, and θ is the temperature hyper- 126

parameter. Figure 2 visually illustrates the retrieval 127

process and the utilization of attention scores dur- 128

ing training. 129

3 Experiments 130

We chose Falcon-1b (Penedo et al., 2023a) as our 131

primary decoder-only reader model for its perfor- 132

mance and flexibility, and we follow ATLAS (Izac- 133

ard et al., 2022b) in using Contriver as the retriever 134

model. During the retrieval process, we fix the 135

retrieved documents Dn’s size to k = 5 to bal- 136

ance training costs with the amount of information 137

retrieved, avoiding inefficiencies of either extreme. 138

3.1 Experiment Setup 139

Dataset We assess the model’s performance using 140

the NaturalQuestions (Kwiatkowski et al., 2019) 141
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and the TriviaQA (Joshi et al., 2017) benchmarks.142

For the knowledge base, we utilize data from143

Wikipedia as of December 20, 2018.144

Experimental Settings Specifically, we use the145

following settings for our experiments.146

1) Off-the-shelf Distillation Training: We syn-147

chronously train the model using the initial Falcon-148

1b (Penedo et al., 2023b) as the reader and Con-149

triever (Izacard et al., 2022a) as the retriever.150

2) Fine-tuned Distillation Training: This experi-151

ment involves two steps:152

Step1. We start with the initial Falcon-1b as reader153

and Contriever as retriever, only fine-tuning reader154

while keeping retriever’s parameters fixed.155

Step2. We continue training the retriever using the156

fine-tuned reader from Step1, updating the knowl-157

edge base index periodically.158

Evaluation Metrics: We assess the model perfor-159

mance in terms of retrieval quality and question-160

answering correctness, given the involvement of161

both retriever and reader models. We use the top-5162

retrieval Hit Rate (HR@5), which is the proportion163

of retrieved documents Dn containing at least one164

answer A, to measure the retriever’s effectiveness.165

For the reader’s QA performance, we employ the166

standard Exact Match (EM) metric and F1-Score.167

3.2 Results and Discussion168

In this section, we empirically analyze the effective-169

ness of attention distillation training by answering170

the following research questions:171

RQ1: When does the attention distillation work?172

As shown in Table 1, the Fine-tuned Distillation173

Training after Step2 shows the best performance174

in both EM and HR@5. In contrast, Off-the-shelf175

Distillation Training performs the worst, with its re-176

triever even underperforming the initial Contriever177

model (i.e., the retriever model of Fine-tuned Dis-178

tillation Training Step1). Notice that the critical179

difference lies in the quality of the reader models:180

Off-the-shelf Distillation Training uses the initial181

Falcon-1b model, whereas Fine-tuned Distillation182

Training employs a well-tuned Falcon-1b. These183

experimental results strongly suggest that the qual-184

ity of attention scores is pivotal: attention scores185

from the high-quality readers enhance training,186

whereas low-quality ones lead to poor interac-187

tion between the retriever and the reader.188

RQ2: Are there any commonalities in attention189

scores from the high-quality readers?190

We sample 1000 data instances from each exper-191

iment to obtain reliable analysis results. We focus192

Table 1: Model’s Performance of Different Experimen-
tal Settings

Method Dataset
Evaluation Metrics

EM↑ F1↑ HR@5↑

Off-the-shelf Distillation NQ 27.24 33.62 0.030
TriviaQA 30.55 35.24 0.022

Fine-tuned Distillation (Step1) NQ 31.76 38.72 0.391
TriviaQA 44.62 50.79 0.516

Fine-tuned Distillation (Step2) NQ 35.22 43.44 0.645
TriviaQA 54.59 61.04 0.643

on the attention score characteristics at token level 193

to identify which tokens receive more attention 194

from high-quality signals. Our analysis firstly finds 195

that in the high-quality readers, the tokens most 196

related to answer and nouns in question receive the 197

most attention. Based on our initial observations, 198

we secondly focus on studying the distribution of 199

attention scores for answer-related and question- 200

related 1 tokens. We use token embedding’s cosine 201

similarity to measure its proximity to targets (i.e., 202

answer or nouns in question), selecting the top 5% 203

and top 10% of closest tokens and analyzing their 204

average attention scores and Spearman correlation 205

with similarity to target tokens, as shown in Table 206

22. We also include the Off-the-shelf Checkpoint as 207

a baseline to observe attention score evolution in 208

different settings. This analysis identifies the key 209

commonalities in high-quality attention scores. 210
Commonality1. Higher attention to answer 211

tokens in higher-quality models. In all training 212

settings, tokens closer to answer tokens (i.e., from 213

a similarity higher than 90th percentile to a simi- 214

larity higher than 95th percentile) receive increas- 215

ingly higher attention scores. It can be observed 216

that for both two measure metrics, the Off-the-shelf 217

Distillation Training results are lower compared 218

to the Off-the-shelf Checkpoint, while Fine-tuned 219

Distillation Training shows improvement in both 220

Step1 and Step2. The results suggest that in Off- 221

the-shelf Distillation, the reader’s attention does 222

not effectively "highlight" key information, lead- 223

ing to suboptimal training. In contrast, Fine-tuned 224

Distillation after Step1 and Step2 both indicate that 225

high-quality readers focus more on relevant answer 226

tokens, thereby enhancing both the retriever’s per- 227

formance and the relevance of attention allocated 228

to these tokens. 229

Commonality 2. Tokens similar to question 230

1We only focus on the nouns in the question in selecting
question-related tokens.

2The highest values in the table are highlighted in bold on
the NQ Dataset and underlined on the TriviaQA Dataset.
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Table 2: Average values of attention scores and Spearman correlation in answer-related and question-related tokens

Experiment Dataset
Answer-related Question-related

90th percentile 95th percentile 90th percentile 95th percentile

Attn. Corr. Attn. Corr. Attn. Corr. Attn. Corr.

Off-the-shelf Checkpoint NQ 0.033 0.227 0.039 0.196 0.023 0.103 0.024 0.092
TriviaQA 0.027 0.218 0.032 0.206 0.021 0.103 0.023 0.067

Off-the-shelf Attention Distillation NQ 0.017 0.145 0.017 0.076 0.027 0.139 0.039 0.153
TriviaQA 0.031 0.160 0.035 0.172 0.047 0.144 0.063 0.260

Fine-tuned Attention Distillation (Step1) NQ 0.039 0.308 0.052 0.282 0.035 0.343 0.045 0.333
TriviaQA 0.058 0.259 0.074 0.258 0.058 0.349 0.078 0.372

Fine-tuned Attention Distillation (Step2) NQ 0.049 0.316 0.066 0.350 0.032 0.310 0.039 0.225
TriviaQA 0.069 0.290 0.089 0.320 0.060 0.367 0.078 0.326

nouns receive more attention in high-quality231

models. Table 2 also indicates that tokens closer232

to the nouns in question tokens receive higher at-233

tention scores. The Fine-tuned Distillation experi-234

ments exhibit much higher values in both metrics235

compared to Off-the-shelf Checkpoint and Off-the-236

shelf Attention Distillation, aligning with their su-237

perior performance. However, unlike Commonal-238

ity 1, the Spearman correlation between attention239

to question-related tokens and model performance240

isn’t consistent: while Fine-tuned Attention Dis-241

tillation Step2 surpasses Step1, its metric values242

do not consistently align with this improvement,243

suggesting a more complex relationship.244

RQ3: How do we evaluate the quality of attention245

distillation on decoder-only readers based on the246

analysis results?247

Indicator1. Focusing on the attention scores of248

the nearest tokens to answer A, denoted as MA =249

{ma1, ...,mak}. Higher average PATTN (mai)250

values indicate better attention distillation quality.251

Additionally, a higher average Spearman correla-252

tion between the PATTN (mai) and their semantic253

similarity to A also signifies better quality.254

Indicator2. Examining the attention scores of255

tokens closest to nouns in question Q, denoted as256

MQ = {mq1, ...,mqk}. An increase in average257

PATTN (mqi) suggests better quality. Moreover,258

if the average Spearman correlation between the259

attention scores of MQ and their similarity to Q260

is above the threshold for a weak monotonic rela-261

tionship (i.e., value > 0.3), the attention distillation262

quality is considered good.263

RQ4: Can we extend the proposed indicators to264

encoder-to-decoder structure readers?265

An analysis with the fine-tuned encoder-to-266

decoder structure Atlas-large model is presented267

in Figure 3. The results show that the perfor-268

mance of Atlas-large surpasses Fine-tuned Distilla-269

Figure 3: Model performance (top) and their attention
distillation analysis (bottom) of Atlas-large model (yel-
low) for the answer-related tokens, comparing with Fine-
tuned Distillation Training (Step2) (blue).

tion Training (Step2). However, only the average 270

PATTN (mai) trend from Indicator1 applies to this 271

encoder-to-decoder structure model, while Atlas- 272

large exhibits a polarized distribution for the Spear- 273

man correlation values. (see Appendix A). 274

RQ5: Can we extend the proposed indicators to 275

perplexity distillation training? 276

Finally, we want to determine if our indicators 277

can apply to perplexity distillation, another popular 278

knowledge distillation method used in training the 279

retriever model. We fine-tune Atlas-large model 280

with the perplexity distillation method and find that 281

the perplexity distribution does not align with either 282

Commonality 1 or Commonality 2, saying that our 283

indicators are not suitable for perplexity distillation 284

(details in Appendix A and B). 285

4 Conclusion 286

In this paper, we comprehensively evaluate atten- 287

tion distillation for training retrieval-based lan- 288

guage models, emphasizing the importance of at- 289

tention to answer and question-related tokens. We 290

further introduce novel metrics for assessing lan- 291

guage models’ attention distillation ability to opti- 292

mize the training process. 293
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5 Limitation294

This paper analyzes the attention score-based295

knowledge distillation quality in training retrieval-296

based language models under various experimen-297

tal settings in QA tasks. Furthermore, based on298

our findings, we have developed two indicators to299

assess the quality of attention score supervision.300

However, our exploration is conducted based on301

lightweight language models (i.e., language mod-302

els with about one billion parameters) due to their303

flexibility and have yet to extend to larger-scale304

language models. In future work, we will focus305

on validating the accuracy of our methods on more306

extensive language models to enhance the general-307

izability and applicability of our results.308
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A Quantitative Analysis of432

Answer-Related Tokens433

We present detailed analysis of answer-related to-434

kens’ attention score distribution (or perplexity dis-435

tribution of Perplexity Distillation Training) shown436

in Table 3, Figure 4, and Figure 5.437

B Quantitative Analysis of438

Question-Related Tokens439

We present detailed analysis of question-related to-440

kens’ attention score distribution (or perplexity dis-441

tribution of Perplexity Distillation Training) shown442

in Table 4, Figure 6, and Figure 7.443

C Dataset Statistics444

For the NaturalQuestions dataset, we split it ac-445

cording to the number of 79168/8757/3610 to form446

the train/validation/test dataset; for the TriviaQA447

dataset, we split it according to the number of448

78785/8837/11313 to form the train/validation/test449

dataset.450

D Implementation Details451

We conducted all computations on a Nvidia A100452

GPU. For the Off-the-shelf Distillation Training453

and the Fine-tuned Distillation Training, we use454

Falcon-1b as the initial reader model and Con-455

triever as the initial retriever model, which have456

about 1 billion and 110 millions training parame-457

ters respectively. For the Atlas-large Distillation458

Training and Perplexity Distillation Training, we459

use T5-large as the initial reader model and Con-460

triever as the initial retriever model, which have461

about 770 millions and 110 millions training pa-462

rameters respectively.463

Off-the-shelf Distillation Training We set the464

batch size to 1, the maximum length of the in-465

put prompt to 128 and limit the generation max466

length to 32. We set the learning rate to 1e-5 and467

use Adam optimizer. For NaturalQuestions dataset,468

we set the total training steps to 160,000 with ap-469

proximately 2000 warmup steps, training for about470

40 hours. For TriviaQA dataset, we set the total471

training steps to 320,000 with approximately 4000472

warmup steps, training for about 60 hours.473

Fine-tuned Distillation Training For Step 1, we474

set the batch size to 1, the maximum length of475

the input prompt to 128 and limit the generation476

max length to 32. We set the learning rate to 1e-5477

and use Adam optimizer. For NaturalQuestions478

dataset, we set the total training steps to 160,000 479

with approximately 2000 warmup steps, training 480

for about 30 hours. For TriviaQA dataset, we set the 481

total training steps to 320,000 with approximately 482

4000 warmup steps, training for about 45 hours. 483

For Step 2, we set the batch size to 1, the maxi- 484

mum length of the input prompt to 128 and limit the 485

generation max length to 32. We set the learning 486

rate to 5e-7 and use Adam optimizer. For Natu- 487

ralQuestions dataset, we set the total training steps 488

to 6,000 with approximately 300 warmup steps, 489

training for about 2 hours. For TriviaQA dataset, 490

we set the total training steps to 32,000 with ap- 491

proximately 600 warmup steps, training for about 492

3 hours. 493

Atlas-large Distillation Training We set the batch 494

size to 1, the maximum length of the input prompt 495

to 128 and limit the generation max length to 32. 496

We set the learning rate to 4e-5 and use Adam op- 497

timizer. For NaturalQuestions dataset, we set the 498

total training steps to 10,000 with approximately 499

500 warmup steps, training for about 20 hours. For 500

TriviaQA dataset, we set the total training steps 501

to 30,000 with approximately 600 warmup steps, 502

training for about 40 hours. 503

Perplexity Distillation Training We set the batch 504

size to 1, the maximum length of the input prompt 505

to 128 and limit the generation max length to 32. 506

We set the learning rate to 4e-5 and use Adam op- 507

timizer. For NaturalQuestions dataset, we set the 508

total training steps to 20,000 with approximately 509

1000 warmup steps, training for about 40 hours. 510

For TriviaQA dataset, we set the total training steps 511

to 10,000 with approximately 500 warmup steps, 512

training for about 15 hours. 513
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Table 3: Mean and std. of attention scores (or perplexity distribution in Perplexity Distillation Training) and the
Spearman correlations of the answer-related tokens.

Experiment Dataset Avg. Attn. (p90) Spearman Corr. (p90) Avg. Attn. (p95) Spearman Corr. (p95)

Off-the-shelf Model Checkpoint NQ 0.033 ±0.016 0.227 ±0.259 0.039 ±0.023 0.196 ±0.349
TriviaQA 0.027 ±0.013 0.218 ±0.252 0.032 ±0.019 0.206 ±0.331

Off-the-shelf Attention Distillation NQ 0.017 ±0.008 0.145 ±0.193 0.017 ±0.010 0.076 ±0.254
TriviaQA 0.031 ±0.012 0.160 ±0.174 0.035 ±0.017 0.172 ±0.236

Fine-tuned Distillation Training (Step1) NQ 0.039 ±0.023 0.308 ±0.276 0.052 ±0.036 0.282 ±0.336
TriviaQA 0.058 ±0.031 0.259 ±0.261 0.074 ±0.050 0.258 ±0.331

Fine-tuned Distillation Training (Step2) NQ 0.049 ±0.023 0.316 ±0.280 0.066 ±0.036 0.350 ±0.336
TriviaQA 0.069 ±0.036 0.290 ±0.267 0.089 ±0.061 0.320 ±0.323

Atlas-large Distillation Training NQ 0.062 ±0.036 0.171 ±0.462 0.083 ±0.058 0.307 ±0.471
TriviaQA 0.072 ±0.045 0.141 ±0.379 0.091 ±0.067 0.217 ±0.438

Perplexity Distillation Training TriviaQA 0.072 ±0.039 0.029 ±0.142 0.071 ±0.042 0.013 ±0.202

Figure 4: The attention score distribution histogram (left) and Spearman correlation distribution histogram of 95th

percentile answer-related tokens under NQ dataset.

Figure 5: The attention score distribution histogram (left) and Spearman correlation distribution histogram of 95th

percentile answer-related tokens under TriviaQA dataset.
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Table 4: Mean and std. of average attention scores (or perplexity distribution in Perplexity Distillation Training) and
Spearman correlations of the question-related tokens

Experiment Dataset Avg. Attn. (p90) Spearman Corr. (p90) Avg. Attn. (p95) Spearman Corr. (p95)

Off-the-shelf Model Checkpoint NQ 0.023 ±0.011 0.103 ±0.253 0.024 ±0.014 0.092 ±0.309
TriviaQA 0.021 ±0.010 0.103 ±0.245 0.023 ±0.013 0.067 ±0.304

Off-the-shelf Attention Distillation NQ 0.027 ±0.010 0.139 ±0.237 0.039 ±0.017 0.153 ±0.341
TriviaQA 0.047 ±0.016 0.144 ±0.220 0.063 ±0.025 0.260 ±0.280

Fine-tuned Distillation Training (Step1) NQ 0.035 ±0.015 0.343 ±0.238 0.045 ±0.023 0.333 ±0.303
TriviaQA 0.058 ±0.024 0.349 ±0.222 0.078 ±0.037 0.372 ±0.285

Fine-tuned Distillation Training (Step2) NQ 0.032 ±0.014 0.310 ±0.256 0.039 ±0.021 0.225 ±0.340
TriviaQA 0.060 ±0.025 0.367 ±0.227 0.078 ±0.037 0.326 ±0.311

Atlas-large Distillation Training NQ 0.037 ±0.027 0.082 ±0.251 0.038 ±0.032 0.086 ±0.345
TriviaQA 0.047 ±0.245 0.076 ±0.249 0.050 ±0.038 0.081 ±0.348

Perplexity Distillation Training TriviaQA 0.063 ±0.038 -0.012 ±0.207 0.060 ±0.042 -0.036 ±0.297

Figure 6: The attention score distribution histogram (left) and Spearman correlation distribution histogram of 95th

percentile question-related tokens under NQ dataset.

Figure 7: The attention score distribution histogram (left) and Spearman correlation distribution histogram of 95th

percentile question-related tokens under TriviaQA dataset.
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