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Abstract

An in-depth scene understanding usually requires recognizing all the objects and
their relations in an image, encoded as a scene graph. Most existing approaches for
scene graph generation first independently recognize each object and then predict
their relations independently. Though these approaches are very efficient, they
ignore the dependency between different objects as well as between their relations.
In this paper, we propose a principled approach to jointly predict the entire scene
graph by fully capturing the dependency between different objects and between
their relations. Specifically, we establish a unified conditional random field (CRF)
to model the joint distribution of all the objects and their relations in a scene
graph. We carefully design the potential functions to enable relational reasoning
among different objects according to knowledge graph embedding methods. We
further propose an efficient and effective algorithm for inference based on mean-
field variational inference, in which we first provide a warm initialization by
independently predicting the objects and their relations according to the current
model, followed by a few iterations of relational reasoning. Experimental results
on both the relationship retrieval and zero-shot relationship retrieval tasks prove
the efficiency and efficacy of our proposed approach.

1 Introduction

Modern object recognition [32, 10, 35]] and detection [28L 27, I57] systems excel at the perception
of visual objects, which has significantly boosted many industrial applications such as intelligent
surveillance [[18| 49]] and autonomous driving [23}[38]]. To have a deeper understanding of a visual
scene, detecting and recognizing the objects in the scene is however insufficient. Instead, a compre-
hensive cognition of visual objects and their relationships is more desirable. Scene Graph Generation
(SGG) [13] is a natural way to achieve this goal, in which a graph incorporating all objects and their
relations within a scene image is derived to represent its semantic structure.

Most previous works for SGG [48, 155,153} 136, 4} [37]] usually first independently predict different
objects in a scene and then predict their relations independently. In practice, though such methods
are very efficient, they ignore the dependency between different objects and between the relations of
different object pairs. For example, a car could frequently co-occur with a street, and the relation
eating could always appear along with the relation sitting on. Modeling such dependency could
be very important for accurate scene graph prediction, especially for rare objects and relations. There
are indeed some recent works [6, 5]] along this direction. For example, Dai et al. [[6] explored the
triplet-level label dependency among a head object, a tail object and their relation. These methods
have shown very promising results, while they only explored the limited dependency within a triplet.
How to capture the full dependency between different objects and between their relations within a
whole scene graph remains very challenging and unexplored.
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To attain such a goal, in this paper, we propose a principled approach called Joint Modeling for
Scene Graph Generation (JM-SGG) to predict the whole scene graph by jointly capturing all the
label dependency within it, i.e. the dependency between different objects and their relations and also
the interdependency between them. Specifically, we model the joint distribution of all objects and
relations in a scene graph with the conditional random field (CRF) framework [[17]]. To flexibly model
the joint distribution, the key is to define effective potential functions on both nodes (i.e. objects)
and edges (i.e. relations between objects). We define the potential functions on objects according to
the object representations extracted by existing neural network based object detector. It is however
nontrivial to design effective potential functions on edges, since these potential functions have to
capture the relation between two objects in an edge and meanwhile allow relational reasoning among
different edges, which models the dependency among the relations on various edges. Inspired by
the existing work of knowledge graph embedding [20], which represents entities and relations in
the same embedding space and performs relational reasoning in that space, we define our potential
functions according to the knowledge graph embedding method and hence allow efficient relational
reasoning between different object pairs in a scene graph.

Such a fully expressive model also brings challenges to both learning and inference due to the
complicated structures between different random variables in the CREF, i.e. objects and their relations.
We therefore further propose an efficient and effective inference algorithm based on mean-field
variational inference, which is able to assist the gradient estimation for learning and derive the most
likely scene graph for test. Traditional mean-field methods usually suffer from the problem of slow
convergence. Instead of starting from a randomly initialized variational distribution as in traditional
mean-field methods, we propose to initialize the variational distribution, i.e. the marginal distribution
of each object and each relation, with a factorized tweak of JM-SGG model, and then perform a few
iterations of message passing induced by the fixed-point optimality condition of mean field to refine
the variational distribution, which allows our approach to enjoy both good precision and efficiency.

To summarize, in this paper, we make the following contributions:

* We propose Joint Modeling for Scene Graph Generation (JM-SGG) which is a fully expressive
model that can capture all the label dependency in a whole scene graph.

* We propose a principled mean-field variational inference algorithm to enable the efficient learning
and inference of JM-SGG model.

* We verify the superior performance of our method on both relationship retrieval and zero-shot
relationship retrieval tasks under various settings and metrics. Also, we illustrate the efficiency
and efficacy of the proposed inference algorithm by thorough analytical experiments.

2 Related Work

Scene Graph Generation (SGG). This task aims to extract structured representations from scene
images [13]], including the category of objects and their relationships. Previous works performed SGG
by propagating the information from different local regions [48| 53| 150l [36], introducing external
knowledge [9}152], employing well-designed loss functions [56} 14} [34] and performing unbiased
scene graph prediction [4} 19} [37]]. Most of these methods predict each object and relation label
independently based on an informative representation, which fails to capture the rich label dependency
within a scene graph and is thus less expressive. Several former works [6, 5] attempted to model such
label dependency within a single relational triplet but not on the whole scene graph.

Improvements over existing methods. The proposed JM-SGG model is, to our best knowledge, the
first approach that jointly models all the label dependency within a scene graph, including the one
within object or relation labels and the one between these two kinds of labels. To attain this goal, a
unified CRF is constructed for graphical modeling, and a mean-field variational inference algorithm
is designed for efficient learning and inference, which show technical contributions.

Conditional Random Fields (CRFs). CRFs are a class of probabilistic graphical modeling methods
which perform structured prediction upon the observed data. CRF-based approaches have been
broadly studied on various computer vision problems, including segmentation [17} 4351} 26, super-
resolution [39] 46], image denoising [29]42]] and scene graph generation [6l |5]. These former works
utilizing CRF for SGG [6} 5] aimed to model the conditional distribution of a single triplet upon
visual representations. By comparison, our approach models the conditional distribution of a whole
scene graph upon the observed scene image, which is more expressive.



3 Problem Definition and Preliminary

3.1 Problem Definition

This work focuses on extracting a scene graph, i.e. a structured representation of visual scene [13]],
from an image. Formally, we define a scene graph as G = (yo, R). yo denotes the category labels
of all objects O in the image, and it holds that y, € C for each object 0 € O, where C stands for
the set of all object categories, including the “background” category. R = {(op,7,0;)} is the set
of relational triplets/edges with » € T as the relation type from head object o, to tail object oy
(on, 01 € O), where T represents all relation types, including the type of “no relation”. In this work,
we aim at jointly modeling visual objects and visual relations as defined below:

Joint Scene Graph Modeling. Given an image /, we aim to jointly predict object categories yo
and the relationships R among all objects, which models the joint distribution of scene graphs, i.e.
p(G|I) = p(yo, R|I), with comprehensively considering the dependency within yo and R and also
the interdependency between them.

3.2 Conditional Random Fields

Conditional Random Field (CRF) is a discriminative undirected graphical model. Given a set of
observed variables x, it models the joint distribution of labels y based on a Markov network G that
specifies the dependency among all variables:

p(ylx) = ﬁ [[¢c(xe,ye), 2(x) =" [ ¢clxe.ye). (1)
C y C

where ¢ denotes the nonnegative potential function defined over the variables in clique C (a clique
is a fully-connected local subgraph), and Z(x) is a normalization constant called partition function.

4 Model

In this section, we introduce Joint Modeling for Scene CRF overview
Graph Generation (JM-SGG). Current methods solve the

problem by independently predicting each object and @——@
relation label upon an informative representation, and . N

- ~
- ~
- ~

thus the prediction of different labels cannot fully ben- - ~
efit each other. JM-SGG tackles the limitation by jointly :
modeling all the objects and relationships in a visual :

scene with a unified conditional random field, which en-
ables the prediction of various object and relation labels

to sufficiently interact with each other. Nevertheless, :
learning and inferring this complex CRF is nontrivial,
and we thus propose to use maximum likelihood esti-
mation combined with mean-field variational inference,
yielding an efficient algorithm for learning and inference. ~ (O observed variable O Hlatent variable
Next, we elucidate the details of our approach.

(a) object components  (b) relation components

Figure 1: The CRF model for scene graph.
(a) An object component models the de-
pendency of object category ¥, on image I.
(b) A relation component models the de-
pendency of relation type r on image I and
also the interdependency among object and
relation labels (i.e. Yo, , Yo, and 7).

4.1 Representation

In the IM-SGG model, we organize the observed scene
image I and all object and relation labels in the latent
scene graph (i.e. yo and R) as the nodes in a unified
conditional random field. Since the interactions of these
nodes are either for a single object or for the relationship between an object pair, we decompose
the graphical structure of whole network into two sets of components. (1) Object components: For
an object o € O, we consider the dependency of its category label on its visual representation and
thus connect y, with I, as shown in Fig. a). (2) Relation components: for a relational triplet
(on,r,0¢) € R, we consider the dependency of relation type r on the visual cues in image I, and
we also model the interdependency among the object and relation labels in this triplet (i.e. Yo, , Yo,



and r), which forms a relation component as Fig. [T(b) shows. By combining all object and relation
components, the CRF can capture the comprehensive label dependency within a scene graph. We
now define the joint distribution of scene graphs upon the observed scene image as below:

p@(Gu):mf@(GvI)v )
f@(le) = H ¢(y071) H '(/)(n yomyoml)a 3)
0€e0O (on,r,04)ER

where © summarizes the parameters of whole model, fg is an unnormalized likelihood function, Zg
denotes the partition function, and ¢ and v are the potential functions defined on object and relation
components, respectively. Next, we define these potential functions based on the extracted visual
representations and the correlation among different labels.

Visual representation extraction. Given a scene image I, we first utilize a standard object detector
(e.g. Faster R-CNN [28]] in our implementation) to obtain a set of bounding boxes which potentially
contain the objects in the image, and object representations zo = {z,Jo € O} (z, € RP) are
then derived by RolAlign [[11]. We regard the union bounding box over a pair of objects as their
context region and again use RolAlign to get all context representations zg = {zp¢|(on, 7, 0) € R}
(znt € RP). Here, D denotes the latent dimension of objects and contexts. By denoting the whole
object detector as gy, this feature extraction process can be represented as: (20, zr) = go(I).

Potential function definition. The potential function ¢(y,, I) for object component models the
dependency of object category y, on object representation z, by measuring their affinity. To conduct
such a measure, we represent each object category with a prototype [33] (i.e. a learnable embedding
vector) in the continuous space, which forms a prototype set C = {C; € R”|i € C} for all object
categories (D denotes the dimension of object space). On such basis, we define ¢(y,, I) by computing
the distance between object representation z, and the prototype of object category y,:

¢<y0a1) = exp (_d(cyoazo))a (4)
where d is a distance measure (e.g. Euclidean distance in our practice).

The potential function (7, Yo, , Yo, , I ) for relation component models the dependency of relation type
r on the relevant visual representations in image 7, and it also models the interdependency among the
object and relation labels of a triplet (i.e. yo,, , Yo, and 7). Therefore, we can factorize (7, Yo, , Yo,, 1)
into a term ¥yisua1(r, I) for modeling visual influence and another term iripiet (7' Yoy, » Yo, ) for
modeling the label consistency within a triplet:

’(/)(’I“, Yop s Yoy s I) = wvisual(rv I) wtriplet (T7 Yop » yot)- 5)

Similarly, for measuring r in the continuous space, a prototype set T = {T; € R¥|j € T} is
constructed for all relation types (K denotes the dimension of relation space).

We consider two kinds of visual representations that affect the prediction of relation type 7, i.e. the
context representation zp; and the head and tail object representations z,, and z,,. The influence
of context representation can be easily measured by projecting context representation zp; to the
relation space and computing its distance to the prototype of relation type r. However, measuring
the influence of head and tail object representations and evaluating the label consistency within a
triplet are nontrivial, which require to model the ternary correlation among head object, tail object
and their relationship. Inspired by the idea of TransR [20], an effective knowledge graph embedding
technique, we model such ternary correlation by treating each relation as a translation vector from
head object embedding to tail object embedding in the same embedding space. Specifically, we first
apply the translation vector T specified by relation r to head object embedding, and then compute
the distance between the translated embedding and tail object embedding. Based on these thoughts,
we define 1pvisual (7”7 ]) and 1ptriplet (Ta Yoy, s yot> as follows:

wvisual(r» I) = exp (_ (d(T’l“7 Mczht) + d(Mazoh, + T’I“? Mozot ))) ) (6)

¢triplet (’I", Yo » yof,) = exXp (7d(MoCyoh + T, Mocyot ))7 N

where M. € RE*P denotes the projection matrix mapping from context space to relation space, and
M, € RE*D is the projection matrix mapping from object space to relation space. Next, we state
how to learn the parameters in JM-SGG model.



4.2 Learning

In the learning phase, we seek to learn the parameters C, T, M, and M, of potential function and
the parameters 6 of object detector by maximum likelihood estimation, where © summarizes all these
parameters. Specifically, we aim to maximize the expectation of log-likelihood function log pe (G|I)
with respect to the data distribution pq, i.e. £(0©) = Eg~p,[logpe(G|I)], by performing gradient
ascent. The gradient of the objective function £(0) with respect to © can be computed as below:
VoL(0) =Eg~p,[Velog fo (G, I)] — Ecpe [Ve log fo (G, )], ®)
where pg is the model distribution that approximates p, (i.e. the conditional distribution pe (G|I)
defined by JM-SGG model). This formula has been broadly adopted in the literature [[12, 3, [7], and
we provide the proof in supplementary material. In practice, we estimate the first expectation in
Eq. (8) with the ground-truth scene graphs in a mini-batch. The estimation of the second expectation
in Eq. (8) requires to sample scene graphs from the model distribution, which is nontrivial due to
the intractable partition function Zg (1) that sums over all possible scene graphs. One solution is to
run the Markov Chain Monte Carlo (MCMC) sampler, but its computational cost is high, and we
therefore use mean-field variational inference for more efficient sampling (the detailed scheme is

stated in Sec.[4.3).

Instead of fixing the parameters of a pre-trained object detector during learning as in former works [53}
36,137, 134]], we fine-tune the parameters of object detector during maximum likelihood learning. In
this way, the detector can extract more precise object and context representations by learning the
likelihoods of whole scene graphs. Also, we apply a traditional bounding box regression constraint
Lres(©) [28] to the detector for preserving its localization capability, and these two learning objectives
share the same weight. Next, we introduce the inference scheme for JIM-SGG model.

4.3 Inference

The inference phase aims to compute the conditional distribution pg (G|I) defined by IM-SGG model
and also sample from it. Exact inference is always infeasible due to the complex structures among the
latent variables yo and R of the scene graph as well as the intractable partition function. Therefore, we
approximate pg (G|I) with a variational distribution go (G) via the mean-field approximation [31},24]:

(G =[]aww) J] e, ©)
0e0 (on,r0¢)ER
where each factor ge (y,) and ge(r) defines a categorical distribution, i.e. 3, . ge(y,) = 1and
> re7 qe(r) = 1. In this variational distribution, all object and relation labels are assumed to be
independent, and it shares the same set of parameters © with pg (G|I), which greatly reduces the
number of parameters needed for variational inference. For brevity, we will omit © in the following
distribution notations, e.g. simplifying qo(G) as ¢(G).

In general, we are seeking for a variational distribution that satisfies the factorization in Eq. (9) and
also maximizes the variational lower bound £(q) = E)[log p(G, I) —log ¢(G)] (i.e. equivalent to
minimizing the KL divergence between ¢(G) and p(G|I)). Typically, this is achieved by optimizing
the variational distribution with fixed-point iterations [44} |45]], which can however be inefficient,
especially for the images with many objects. We thus design an inference algorithm that appropriately
initializes each factor in ¢(G) and iteratively updates all factors. Intuitively, factor initialization is
similar to existing SGG methods, where object and relation labels are predicted independently; factor
update can be viewed as a refinement procedure, which makes the predictions from the initialization
step more consistent. With factor initialization and factor update, the proposed inference method
combines the advantages of both existing methods and CRFs, i.e. efficiency and consistency.

Factor initialization. For initialization, we neglect the interdependency among different object and
relation labels, i.e. omitting the potential function yyipiet (7 Yoy, » Yo, ) in p(G|I), yielding a simplified
model distribution p(G|I). In this way, we can easily derive the following factors for initialization
which makes ¢(G) = p(G|I):
1
q (yo) — ¢(y0? )/
Zyggc P(yo. I)

4(r) = < Lo D) Y(on, 7, 01) € R. (11

ZT/ eT '(pvisual(rla I)

Yo € O, (10)




See supplementary material for the proof. Intuitively, we initialize each factor by only considering its
dependency on visual representations, and, on such basis, label interdependency will then be taken
into account to refine each factor. In such an initialization approach, the computation of different
factors is independent with each other and thus can be done efficiently in a parallel manner. In
Sec.[6.1] we empirically illustrate the better convergence performance of this initialization scheme
compared to the random initialization which is commonly employed in previous works [45] 22].

Factor update. Based on these initialized factors, we perform update by taking into account the
interdependency among the object and relation labels in scene graph, i.e. using the full expression of
p(G|I) with potential function ¢ipiet (7, Yo, » Yo, )- In the mean-field formulation of Eq. (9), if we
are to update one factor ¢(y,) (or ¢(r)) with all other factors fixed, its optimum ¢*(y,) (or ¢*(r))
which maximizes the variational lower bound £(q) can be specified by the following expression:

IOg q* (yo) = IOg ¢(y0a I) + Z Z Z yot 1Og ¢tr1p1et (’I“ Yo, yot)

(o,m,0¢)ER Yo, ECTET

+ D YD aWen)a(r) 108 Prripiet (7, Yo, Yo) + const Yo € O,

(on,r0)ER Yo, ECTET

(12)

IOg q* (’f’) = log ¢Visual('r I)

+ Z Z yoh yot IOg wtrlplet(r yomym) + const V(OhaT Ot) € R (13)
Yo, €C Yo, EC

The proof is provided in supplementary material. During computation, we omit the additive constants
above, since they can be naturally eliminated when computing normalized ¢*(y,) and ¢*(r), i.e.
taking the exponential of both sides and normalizing ¢*(y,) over C and ¢*(r) over 7. Taking a close
look at Egs. (I2) and (T3), we can find that each factor is updated by aggregating the information
from its neighboring factors (e.g. from the factors ¢(y,, ) and q(y,,) of head and tail objects to the
factor ¢(r) of their relation), which can be efficiently implemented by matrix multiplication as in
message passing neural networks [8]]. In practice, we simultaneously update all factors in a single
iteration based on the states of factors in last iteration, i.e. performing asynchronous message passing
in mean field [41}47], which forms an efficient iterative update scheme. We analyze the efficiency
and efficacy of this update scheme in Secs. [6.1]and [6.2]

Inference 'alg01"ithm. Th.e whple infer- Algorithm 1 Inference algorithm of JM-SGG.
ence algorithm is summarized in Alg. [T}

Upon on the input scene image I, we Input: ?cene image I, iteration number Ny .
first initialize each factor in ¢(G) by Output: Factors {a(yo)}. {a(r)} of ¢(G).
Eqgs. (I0) and (II). After that, we per- Initialize {q(y,)}, {q(r)} by Eqs. (I0), (T1).

form factor update for Ny iterations. In for t = 1to Ny do

each iteration, the log-optimum of each Derive {log ¢"(y,)}, {log ¢"(r)} by Eqs. (12), (13).
factor is computed based on the factors Update all factors:

of last iteration by Eqs. and (13), {a(yo)} < {softmax(logq (o))}

and the normalized factors are then de- {q(r)} < {softmax(log ¢*(r))}.

end for

rived by softmax for update.

Sampling strategy. After such an iterative inference, we obtain a factorized variational distribution
¢(G) which well approximates the conditional distribution p(G|I) defined by IM-SGG model. Now,
instead of sampling from the intractable model distribution p(G|I), we can easily sample scene
graphs from ¢(G) by independently drawing each object/relation label from the corresponding factor
(i.e. q(y,) or q(r)), where each factor is a categorical distribution. In practice, we sample Ng scene
graphs from ¢(G) for each image in a mini-batch, yielding totally Ng N samples for estimating the
second expectation term in Vo £(0) (Eq. (8)), where N denotes batch size.

Prediction strategy. At the test time, we need to infer the scene graph with the highest probability
in p(G|I), and it can also be efficiently done using the variational distribution ¢(G). In specific,
based on the factorized definition of ¢(G), we can easily select the object category (or relation type)
with the highest probability in each factor ¢(y,) (or ¢(r)), and the selected object and relation labels
together form a scene graph that well approximates the most likely scene graph with respect to the
model distribution p(G|I). Similar prediction strategies have been widely used in previous works
that employed mean-field methods [[15} 40].



5 Experiments

5.1 Experimental Setup

Dataset. We use the Visual Genome (VG) dataset [[16] (CC BY 4.0 License), a large-scale database
with structured image concepts, for evaluation. We use the pre-processed VG from Xu et al. [48]] (MIT
License) which contains 108k images with 150 object categories and 50 relation types. Following
previous works [53] 136, 37]], we employ the original split with 70% images for training and 30%
images for test, and 5k images randomly sampled from the training split are held out for validation.

Evaluation tasks. We evaluate the proposed method on two widely studied tasks:

* Relationship Retrieval (RR). This task examines model’s comprehensive capability of localizing
and classifying objects and their relationships. It is further divided into three sub-tasks from
easy to hard: (1) Predicate Classification (PredCls): predict the predicate/relation of all object
pairs using the ground-truth bounding boxes and object labels; (2) Scene Graph Classification
(SGCls): predict all object categories and relation types given the ground-truth bounding boxes;
(3) Scene Graph Generation (SGGen): localize the objects in an image and simultaneously predict
their categories and all relations, where an object is regarded as correctly detected if it has at least
0.5 IoU overlap with the ground-truth box. Since two evaluation protocols were typically used in
the literature, we adopt two metrics in our experiments, i.e. computing the recall for each relation
type and reporting the mean (mR@¥k) 21,48, 53] and computing a single recall for all relation
types (R@Fk) [4} 37, 134], where we use both 50 and 100 for k£ as in previous works [21 48] 14]].
Following Xu et al. [48]], we apply the graph constraint that only one relation is obtained for each
ordered object pair. Totally, we report model’s performance on 12 configurations.

e Zero-Shot Relationship Retrieval (ZSRR). This task was first introduced by Lu et al. [21] to
evaluate model’s ability of identifying the head-relation-tail triplets that have not been observed
during training. For this task, we employ the metric Zero-Shot Recall@k (ZSR@k) and conduct
evaluation under three settings, i.e. PredCls, SGCls and SGGen. Also, the configurations where
k equals to 50 and 100 are both evaluated.

Performance comparisons. We compare the proposed method with existing scene graph generation
algorithms, including IMP+ [48]] (a re-implementation of IMP by Zellers et al. [53]), VTransE [35]],
FREQ [53]], Motifs [53], KERN [4], VCTree [36], VCTree-TDE [37], VCTree-EBM [34] and GB-
Net-/3 [52]. We adapt the results on the metric mR @k from original papers, and the results on the
metric R@k and ZSR@F are evaluated by the released source code for some methods, i.e. VTransE,
VCTree-TDE and VCTree-EBM on R@Fk, and KERN and GB-Net-/3 on ZSR@k.

5.2 Implementation Details

Model details. Following previous works [48}, 1551531 4} 52], we adopt the Faster R-CNN [28]] with a
VGG-16 [32] backbone as object detector, and the VGG-16 backbone is initialized with the weights
of the model pre-trained on ImageNet [30]. We use the same detector configuration as Zellers et al.
[S3] for fair comparison. The dimension D of object and context space and the dimension K of
relation space are both set as 4096, i.e. the output dimension of the fc7 layer of VGG-16. Our method
is implemented under PyTorch [25], and the source code will be released for reproducibility.

Training details. In our experiments, the object detector is first pre-trained by an SGD optimizer
(batch size: 4, initial learning rate: 0.001, momentum: 0.9, weight decay: 5 x 10~%) for 20 epochs,
and the learning rate is multiplied by 0.1 after the 10th epoch. During maximum likelihood learning,
we train the potential functions and fine-tune the object detector with another SGD optimizer (batch
size: 4, potential function learning rate: 0.001, detector learning rate: 0.0001, momentum: 0.9, weight
decay: 5 x 10~*) for 10 epochs, and the learning rate is multiplied by 0.1 after the Sth epoch. Without
otherwise specified, the iteration number N7 is set as 1 for training and 2 for test, and the per image
sampling size Ng is set as 3. These hyperparameters are selected by the grid search on validation set,
and their sensitivities are analyzed in Sec.[6.2] An NVIDIA Tesla V100 GPU is used for training.

Evaluation details. As stated in Sec. we independently predict each object category and relation
type by selecting the most likely one in the corresponding factor of variational distribution. The
objects predicted as “background” are discarded along with the relations linking to them, and the
relations predicted as “no relation” are also removed. To derive a ranked triplet list for RR and
ZSRR tasks, we save the probability of each object and relation and compute the probability product



Table 1: Relationship Retrieval performance of various methods in terms of R@k and mR@k.

Task PredCls SGCls SGGen
Method mR@50 mR@100 R@50 R@100| mR@50 mR@100 R@50 R@100 | mR@50 mR@100 R@50 R@100
IMP+ 48] 9.8 10.5 59.3 61.3 5.8 6.0 34.6 35.4 3.8 4.8 20.7 24.5
VTransE [55] 17.1 18.6 60.7 62.1 8.2 8.7 35.0 35.7 6.8 8.0 223 259
FREQ [53] 13.3 15.8 59.9 64.1 6.8 7.8 324 34.0 4.3 5.6 23.5 27.6
Motifs [53] 13.3 14.4 65.2 67.1 7.1 7.6 35.8 36.5 53 6.1 272 30.3
KERN [4] 17.7 19.2 65.8 67.6 9.4 10.0 36.7 374 6.4 7.3 27.1 29.8
VCTree [36] 17.9 19.4 66.4 68.1 10.1 10.8 38.1 38.8 6.9 8.0 279 31.3
VCTree-TDE [37] | 25.4 28.7 67.0 68.7 12.2 14.0 39.2 40.3 9.3 11.1 28.2 31.5
VCTree-EBM [34] | 18.2 19.7 66.8 68.3 12.5 135 38.7 39.2 7.7 9.1 28.0 31.3
GB-Net-3 [52] 22.1 24.0 66.6 68.2 12.7 13.4 37.3 38.0 7.1 8.5 26.3 29.9
IJM-SGG (triplet) 23.0 25.6 68.5 69.3 11.6 13.2 41.9 425 8.4 10.6 28.0 31.2
IM-SGG (w/o FU) | 23.7 26.5 69.1 70.2 12.1 13.6 42.7 432 8.7 10.5 28.2 31.3
IM-SGG 24.9 28.0 70.8 71.7 13.1 14.7 434 44.2 9.8 11.8 29.3 322

within each head-relation-tail triplet, and all triplets are then ranked according to the values of their
probability products in a descending order. We report model’s performance at the last epoch.

5.3 Experimental Results

Relationship Retrieval (RR). In Tab. |1} we compare our method with existing approaches under
12 settings of the RR task. It can be observed that the proposed JM-SGG model achieves the best
performance on 10 of 12 settings. In particular, compared to the state-of-the-art VCTree-TDE [37]], a
previous work dedicated to addressing unbiased scene graph prediction, JM-SGG performs better on
4 of 6 settings for unbiased prediction (i.e. the settings using metric mR@k). We think these superior
results are mainly ascribed to the proposed joint scene graph modeling, in which the class imbalance
among different relation types is mitigated by emphasizing the role of these sample-scarce relation
types under the context of whole scene graphs.

Zero-Shot Relationship Retrieval (ZSRR). Table 2: Zero-Shot Relationship Retrieval perfor-

Tab. [2] reports the performance of various ap- mance of various methods in terms of ZSR@F.
proaches on 6 settings of the ZSRR task. The

. . . . Task PredCls SGCls SGGen
comparison with EREQ [53] is not included on Method @50 @100 @50 @ioo | @50 @100
this task, since this baseline method can only T™MP [45] 26 152133 33 o5 12
predict the relational triplets appearing in the VTransE [53] 113 147 | 25 33 | 08 15
training set. We can observe that the IM-SGG Motifs [53] 109 145 | 22 30 | 01 02

KERN [4] 123 154 | 32 38 | 06 14

model outperforms existing methods on all 6

. d all 34% performance VCTree [36] 108 143 | 19 26 | 02 07
settings, and, especially, a 54% p VCTree-TDE[37] | 143 176 | 32 40 | 26 32
gain on ZSR@50 is achieved on the SGCIS  vCTree-EBM B4 | 116 157 | 38 5.1 25 34
sub-task. These results illustrate the effective- _ GB-Net-8[532] | 128 160 | 34 41 | 20 26
ness of JM-SGG on discovering the novel re-  IM-SGG (uipley) | 127163 | 3.7 48 | 20 3.1

X . IM-SGG (WoFU) | 142 180 | 42 55 | 23 32
latlgnal trlp!ets that have not been observed IM.SGG 149 186 | 51 62 | 20 3
during learning.

6 Analysis
6.1 Ablation Study

Ablation study for joint scene graph modeling. To better verify the effectiveness of joint scene
graph modeling, we study a variant of JM-SGG which models the joint distribution of an individual
relational triplet instead of the whole scene graph, denoted as JM-SGG (triplet) (see supplementary
material for more details). In Tabs. [T]and 2] JM-SGG clearly outperforms JM-SGG (triplet) on all
metrics including the metric mR @k for unbiased prediction, which demonstrates the benefit of joint
scene graph modeling on mitigating the class imbalance among different relation types.

Ablation study for factor initialization. In this experiment, we compare the proposed initialization
method (Egs. and (IT))) with the random initialization which randomly initializes the categorical
distribution for each factor ¢(y,) and ¢(r) in variational distribution ¢(G). Under these two initializa-
tion schemes, we respectively plot model’s performance after different iterations of factor update in
Fig.[2(a). After four iterations, two schemes converge to the solutions with comparable performance,
while our initialization approach shows a faster convergence (i.e. converge after two iterations).
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Figure 2: (a) Comparison between random initialization and the proposed initialization scheme. (b)
Sensitivity analysis of iteration number N7 during training and test. (c) Sensitivity analysis of per
image sampling size Ng. (All results are reported on SGCls task under the metric mR@50.)

Table 3: Ablation study on modeling head-relation-tail triplets.

Task PredCls SGCls SGGen
Method mR@50 mR@100 R@50 R@100 | mR@50 mR@100 R@50 R@100 | mR@50 mR@100 R@50 R@100
IJM-SGG (TransE) | 22.7 25.4 68.1 68.8 11.5 13.2 41.7 422 79 9.6 27.6 29.8
IM-SGG 24.9 28.0 70.8 71.7 13.1 14.7 434 44.2 9.8 11.8 29.3 322

Ablation study for factor update. In this part, we study another configuration where the initialized
factors are directly used for scene graph prediction without factor update, denoted as JM-SGG (w/o
FU). In Tabs.[T]and [2] the superior performance of JM-SGG over JIM-SGG (w/o FU) verifies the
necessity of performing factor update to refine the initial label predictions.

Ablation study on modeling head-relation-tail triplets. Previous works [55] 5] used TransE [2]]
to model the relation between two objects, while our method employs TransR [20] to model head-
relation-tail triplets. To investigate the effectiveness of such a model design, we substitute TransR
with TransE in our model, named as JM-SGG (TransE). Specifically, this model variant regards object
and relation embeddings lie in the same space, and thus the projection matrix M, is removed from
two relation potential terms yisual and Pyripler. In Tab. [3} it can be observed that TransR clearly
outperforms TransE in the JM-SGG model, which demonstrates the importance of modeling objects
and relations in two distinct embedding spaces.

6.2 Sensitivity Analysis

Sensitivity of iteration number N. In Fig. 2|b), we plot the performance of JM-SGG model under
different iteration numbers. It can be observed that, for training, one iteration of factor update is
enough to derive a decent variational distribution for the sampling purpose; for test, two iterations are
required to converge to the optimal approximation of the model distribution.

Sensitivity of per image sampling size Ng. We vary the value of per image sampling size Ng for
learning and plot the corresponding model performance in Fig.[2[c). We can observe that through
sampling at least three scene graphs from the variational distribution for each image, the second
expectation term in Eq. () can be well estimated, which stably enhances model performance.

6.3 Visualization

In Fig.[3] we visualize the typical scene graphs generated by JM-SGG model, in which the results
with and without applying factor update are respectively shown. In these two examples, factor update
succeeds in correcting some wrong relation labels (e.g. person has jean — person wearing jean)
by considering the dependency among different object and relation labels. More visualization results
are provided in the supplementary material.

7 Conclusions and Future Work

In this work, we propose the Joint Modeling for Scene Graph Generation (JM-SGG) model. This
model is able to jointly capture the dependency among all object and relation labels in the scene graph,
and its learning and inference can be efficiently performed using the mean-field variational inference
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Figure 3: The scene graphs generated by JIM-SGG model. (Red labels in scene graphs are wrong.)

algorithm. The extensive experiments on both relationship retrieval and zero-shot relationship
retrieval tasks demonstrate the superiority of JM-SGG model.

The current JM-SGG model cannot be directly used for visual reasoning, and its inference method
makes a strong assumption of fully factorized variational distribution. Therefore, our future work will
include exploring downstream visual reasoning tasks (e.g. visual question answering [1]] and visual
commonsense reasoning [54]) based on JM-SGG model and further improving our approximate
inference algorithm (e.g. by defining more expressive variational distribution).

8 Broader Impacts

This research project focuses on predicting objects and their relations in a visual scene by fully
capturing the dependency among all objects and relations, and the predicted object and relation labels
are further organized as a scene graph. Compared to the conventional visual recognition systems that
only predict objects, our approach is able to simultaneously provide object and relationship prediction.
This merit enables more in-depth scene understanding and can potentially benefit many real-world
applications, like intelligent surveillance and autonomous driving.

However, it cannot be denied that the annotation process for a scene graph generation model is
labor-intensive. For example, 11.5 objects and 6.2 relations, on average, are required to be annotated
for each image in the Visual Genome dataset, and the dataset contains 108k images in total. Therefore,
how to train a scene graph generation model in a more efficient way by using less labeled data remains
to be further explored.
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