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A B S T R A C T

Smart medicine is a vital component for building sustainable smart city. In smart medicine, intelligent dialogue
system is playing an important role in providing personalized and efficient healthcare services to improve the
quality of life for human beings. The Bert model has become a popular way to construct intelligent medical
dialogue system. However, the current Bert model is difficult to achieve desirable results for this task since
its input does not reflect the difference in roles. To overcome this drawback, we present a role distinguishing
Bert model for intelligent medical dialogue system to help construct the sustainable smart city. Particularly, we
segment and label the utterances depending on different dialogue roles, and then construct the corresponding
segment embedding as the input of our model. Furthermore, we substitute the NSP task with the SOP task
to better learn the coherence between sentences. Finally, we verify the proposed model by comparing it with
Ernie on some online E-commerce datasets for intent recognition, semantic matching, and session dialogue
classification. The results demonstrate that our proposed model improves the average 1% accuracy for different
tasks in dialogue system, proving the potential of the proposed model for establishing intelligent medical
dialogue system in smart city.
1. Introduction

Smart sustainable city aims to improve the quality of life for hu-
man beings with various information technologies for improving the
efficiency of resource utilization and optimizing urban management
and services [1,2]. In detail, commonly used information technolo-
gies include computing intelligence especially deep learning, big data
analytics, internet of things, and cloud computing, while important
components of a smart sustainable city include smart medicine, intel-
ligent transportation, smart factory, smart E-commerce and so on. For
example, many sensors are deployed to construct intelligent transporta-
tion systems to address traffic congestion while the use of industrial
robots efficiently enhances factory productivity and saves energy. As
another example, smart E-commerce can recommend highly-quality
services and goods to users with the help of personalized recom-
mendation algorithms in big data, and furthermore, it provides the
function of smart customer service such as intelligent dialogue system
to save energy and improve work efficiency for sustainable urban
development. Another vital component of smart sustainable city is
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smart medicine which offers precision diagnosis and treatment services
to human beings by combining various artificial intelligence techniques
especially deep learning with medical theory. Smart medicine consists
of computer-aided diagnosis, medical dialogue system, and clinical
decision support, etc. In particular, medical dialogue system can help
to recognize the patient’s intent for hospital guide, computer-aided
diagnosis and doctor recommendation quickly, and more importantly,
it can improve medical efficiency and save the medical resource for
sustainable medicine development.

In detail, a medical dialogue system firstly analyzes the semantics
to recognize the patent’s intent through the patient’s questions or
description. Accordingly, the system guides the patient to accurately
describe their symptoms through a question-and-answer format. After
several rounds of dialogue, the system informs the patient of a possible
diagnosis or advises the patient to take the next steps, for example,
making an appointment with a suitable doctor or taking the appropriate
medical examination. Fig. 1 shows an example of a medical dialogue.

Apparently, the key to construct a medical dialogue system is se-
mantic matching and intent recognition which can be realized by
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Fig. 1. Example of medical dialogue.
some computing intelligence technologies such as deep learning. As a
representative deep learning model, the Bert model has gained a wide
range of applications and great success in the field of natural language
processing [3]. It is worth mentioning that the Bert model has been
broadly used to develop various intelligent dialogue systems, especially
in smart e-commerce and smart medicine.

However, the Bert model and its variants are hard to achieve satis-
factory results in these tasks, since they do not distinguish the different
roles of the dialogue in their input. Essentially, the word distributions
between user utterances and system responses are quite different. To
overcome the drawback of the original Bert model, we propose a role
distinguishing Bert model to construct a high-quality medical dialogue
system for building a sustainable smart city. Especially, we separate
the utterances in multi-turn conversations by assigning two different
segmentation tags for two kinds of dialogue participants so that we
refine the corresponding segment embeddings to differentiate tokens
from sentences that are spoken by different roles. In addition, the
original Bert model adopts Next Sentences Prediction (NSP) for a
binary classification task during pre-training stage, typically predicting
whether the sentence pairs within a document appear continuously or
not, which is not suitable for building a multi-round medical dialogue
system. Inspired by the variants of the original Bert model, namely
ALBERT and Ernie, which use sentence-order prediction (SOP) task as
a self-supervised loss to mainly focus on inter-sentence coherence [4,
5], we employ the SOP task instead of the NSP task in our model.
We conduct an experiment on some online E-commerce datasets to
evaluate the performance of the presented role distinguishing Bert
model for three tasks closely associated with the medical dialogue
system construction, namely intent recognition, semantic matching,
and session dialogue classification. Results display that the presented
model achieves 0.8%, 0.8%, and 1.3% higher accuracy than Ernie [5]
2

on the three downstream tasks, respectively. Such results substantially
prove the potential of the proposed model for establishing intelligent
medical dialogue system in sustainable smart city.

To summarize, our contributions are as follows:

• We propose a role distinguishing Bert model for intelligent med-
ical dialogue system that can be used to construct a sustainable
smart city.

• Considering there are two different dialogue roles in the medical
dialogue system, we segment and label the utterances by two
kinds of segmentation tags, and then construct the corresponding
embedding as the input of our model.

• We conduct extensive experiments on several downstream tasks
compared with the original Bert model and Ernie, and the results
confirm the effectiveness of our proposed model.

The rest of this paper is organized as follows. In Section 2, we con-
duct a survey on the related work about the medical dialogue system,
especially the work based on deep learning. Section 3 details the role
distinguished Bert model with its training algorithm. Section 4 shows
and analyzes the experimental results. Finally, Section 5 concludes the
work and points out future work.

2. Related work

A good medical automatic dialogue system can significantly im-
prove the efficiency of medical service, save medical resources and
reduce the energy consumption, and eventually help to build a sustain-
able smart city. A large number of studies have been done to construct
medical dialogue systems in recent years. In this study, we design a
scheme based on the Bert model, a representative deep learning model
for natural language processing, for a medical dialogue system, so we
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Fig. 2. Network overview of the Role Distinguishing Bert Model.
focus on surveying the representative related work for the medical
dialogue system based on deep learning.

Wei et al. [6] develops a task-oriented dialogue system for auto-
matic medical diagnosis whose three important modules are natural
language understanding (NLU), dialogue management (DM), and natu-
ral language generation (NLG), respectively. This system first chats with
a patient to collect his/her symptoms beyond the patient’s self-reports,
and then suggests a diagnosis result automatically. In this system, intent
recognition and semantic matching are two key sub-modules in NLU,
which are utilized to understand the user’s intent from utterances.
Khaldoon et al. [7] proposed an automated COVID-19 dialogue system
based on deep learning, which aims to provide appropriate medical
advice according to the patients’ symptoms during the dialogue be-
tween patients and doctors. The model extracts two types of important
vectors namely symptom vectors and doctor utterance vectors, and the
two vectors are encoded by the same deep learning method. In [8],
Yang et al. builds a deep learning-based medical recommendation
system for modeling the diagnostic multi-round question answering
(QA) records. This model represents the utterances from patients or
doctors by using the same word embedding layer, therefore it is lack
of capability to distinguish the different roles. Currently, nearly all
top-performing biomedical question-answering systems use domain-
specific pre-training language models such as BioBERT, PubMedBERT,
or clinical BERT [9–11]. Nevertheless, these models are pre-trained on
biomedical corpora such as PubMed abstracts, PubMed Central full-text
articles and clinical narratives, the medical dialogue corpora were not
used to pre-trained, so the models are not suitable for a multi-round
dialogue system.

More recently, the Bert model has shown its powerful capability
of natural language processing and obtained a broad application in
this area since it has been devised. Not surprisingly, it also has been
developed various dialogue systems in some fields such as online E-
commerce, intelligent transportation, and smart medicine for building
sustainable smart cities. However, it ignores the importance of different
roles of utterances in its input during the training and it utilizes the NSP
task that is not suitable for building a multi-round dialogue system.
The above two drawbacks limit its ability for intent recognition and
semantic matching. So we improve the original Bert model for a good
medical dialogue system, which is described in the following section.
3

3. Role distinguishing Bert model

Given an initial description from a patient, such as the sentence
‘‘Doctor, I often feel a loss in appetite and nausea’’., the goal of a
medical dialogue system is to guide patients to accurately describe their
symptoms by a multi-round questioning and answering, and accord-
ingly offer the patient with a possible diagnosis or further examination
suggestion. To achieve this goal, we design a role distinguishing Bert
model that consists of three layers, namely input layer, hidden layer,
and output layer, the network overview of the role distinguishing Bert
model is shown in Fig. 2.

The input layer is composed of position embedding, segment embed-
ding, and token embedding. The position embedding is responsible for
capturing the order information of the sequence. Especially, we adopt
the position embedding of the original Bert model [3] in our study,
with the following equations :

𝑃𝐸(𝑝𝑜𝑠,2𝑖) = sin(𝑝𝑜𝑠∕100002𝑖∕𝑑model ) (1)

𝑃𝐸(𝑝𝑜𝑠,2𝑖+1) = cos(𝑝𝑜𝑠∕100002𝑖∕𝑑model ) (2)

where 𝑝𝑜𝑠 denotes the position of each token in the sequence and 𝑑model
is the dimension of a vector for encoding a token.

In the original Bert model, the segment embedding is used to
separate two adjacent sentences. Different from the original Bert model,
in our study, the segment embedding is devised to confirm the role
of each sentence in a dialogue. In particular, a medical dialogue sys-
tem has two roles of patients and doctors, so we have two kinds of
segmentation embeddings such as 𝐸𝑝 and 𝐸𝑑 . Similar to the original
Bert model, there is also a learned embedding for every segmentation
token, which is used to denote whether it belongs to the utterance
of patients or the utterance of doctors. In the original Bert model,
only a sort of special segmentation tag such as [𝑆𝐸𝑃 ] is used in the
token embedding. However, in our study, two special segmentation
tags namely [𝑆𝐸𝑃 _𝑃 ] and [𝑆𝐸𝑃 _𝐷] are utilized to indicate the role of
each sentence. Especially, [𝑆𝐸𝑃 _𝑃 ] indicates the utterance in front of
it is from a patient, and the utterance in front of [𝑆𝐸𝑃 _𝐷] is from a
doctor. In the token embedding, we also use learned token embedding

to convert the input tokens to vectors of dimension 𝑑model.
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Fig. 3. Transformer encoder blocks.

In our study, we concatenate all utterances in a session of dialogue
as an input sequence and use the corresponding segmentation tags
[𝑆𝐸𝑃 _𝑃 ] or [𝑆𝐸𝑃 _𝐷] to separate different types of roles. For a given
token in the input sequence, its input representation is constructed by
summing the corresponding token, segment, and position embeddings.

In this work. we use a stack of 𝑁 identical blocks, which is the same
as the Transformer encoder that is implemented originally in [12] to
construct the hidden layer. As displayed in Fig. 3, each block has two
modules, including a multi-head self-attention module and a position-
wise fully connected feed-forward network (FFN). Around each of the
two modules, a residual connection is employed and followed by layer
normalization.

In detail, Multi-head self-attention module passes through an at-
tention mechanism multiple times concurrently. The outputs of all
independent attentions are concatenated and followed by linear trans-
formation into the dimension of expectation. In practice, multiple
attention heads allow for capturing dependencies of various ranges
(e.g. shorter-term dependencies vs longer-term dependencies) within a
sequence. For a single self-attention head, the goal is to capture the
dependencies between the tokens in the sequence and utilize that in-
formation to learn the internal structure of the sequence. For example,
if we take the sequence ‘‘the cat didn’t cross the road because it was
too tired’’, we would expect the module to learn that ‘‘it’’ pays the most
strong attention to its associated noun phrase ‘‘the cat’’. Additionally
to the multi-head self-attention module, a fully connected FNN which
consists of two fully connected dense layers with a ReLU activation in
between is added to the block, and the same dense layer is used for
each position respectively and identically. The FFN is formalized as:

𝐹𝐹𝑁 (𝑥) = max
(

0, 𝑥𝑊1 + 𝑏1
)

𝑊2 + 𝑏2 (3)

where 𝑊1, 𝑏1, 𝑊2, 𝑏2 are learnable parameters and 𝑥 is input. The
dimensions of input and output are identical, which is 𝑑model, and the
dimension of inner-layer is 𝑑f f .

The residual connection and layer normalization are represented as:

𝑥′ = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚 (𝑥 + 𝐹𝐹𝑁 (𝑥)) (4)

There are two unsupervised tasks such as mask language model
(MLM) and next sentence prediction (NSP) employed in the output
layer of the original Bert model [3]. In this work, we use the same
4

MLM task implemented in the original Bert model and substitute the
sentence order prediction (SOP) task [4] for the NSP task.

MLM task randomly chooses and masks a certain percentage of the
input tokens, and then follows by predicting those masked tokens. In
detail, the vectors of the last hidden layer which corresponds to the
mask tokens are entered into a softmax over the vocabulary, and the
outputs of the softmax corresponding to the mask tokens are utilized
to calculate the cross entropy loss 𝐿mask with original tokens.

Papers like ALBERT, XLNET, and RoBERTa found that the NSP
was ineffective when the pre-training model is applied to downstream
tasks [4,13,14]. After removing the NSP task, the performance is im-
proved across several tasks. In [4], ALBERT proposes a new task of SOP
to substitute for the NSP task, and the SOP task can raise performance
on downstream multi-sentences encoding tasks. Identically, the SOP
task uses a binary classification loss 𝐿sop which is the same as the NSP
task to mainly focus on inter-sentence coherence.

The training loss is the sum of the mean MLM loss and the mean
SOP loss, which can be represented as:

𝐿 = 𝐿𝑚𝑎𝑠𝑘 + 𝐿𝑠𝑜𝑝 (5)

Finally, learning the parameters aims to minimize the objective
function, so we apply the backpropagation algorithm to train the
parameters.

4. Experiments

In the stage of pre-training, our proposed role distinguishing Bert
model is pre-trained on a large-scale corpus for 25 days on six RTX 3090
GPUs with 24G memory, and we adopt a strategy of pre-training from
scratch. In detail, the corpus is collected from a Chinese E-commence
customer service, which contains over 50 million dialogue sessions and
more than 600 million utterances from both users and customers. The
average turn of a dialogue session is 10.6. The utterance of user and
customer have different average lengths, which are 19 and 36.

In the experiment of fine-tuning, we evaluate the presented role
distinguishing Bert model by comparing it with the original Bert model
and Ernie [5], Ernie is a popular variant of the Bert model that is
suitable for Chinese NLP tasks. Especially, we compare their perfor-
mance for intent recognition and semantic matching which are key
components to build a good medical dialogue system. Furthermore,
we evaluate the performance of the presented model for another task
of session dialogue classification. These tree downstream tasks are
conducted on several E-commerce datasets collected from some large-
scale online e-commerce platforms. All the experiments are conducted
on a RTX 3090 GPU successively.

For the stages of pre-training and fine-tuning, Adam optimizer is
used to optimize the loss with learning rate 5e-5 and a linear decay
scheduler is applied to adjust the learning rate automatically. Our
model has the same configuration as the original Bert model: 12
transformer blocks, a hidden size of 768, and 12 self-attention heads.
In the pre-training stage, the maximum sequence length is fixed to 512
and the batch size is set to 50. During the stage of fine-tuning, the
setting of the maximum sequence length and the batch size depends
on the type of downstream task. Specifically, for the session dialogue
classification task, the maximum sequence length and the batch size
are the same as the pre-training stage. For the other downstream tasks,
the maximum sequence length is fixed to 50 and the batch size is set
to 200.

First, we conduct the experiments on the dataset for three tasks of
intent recognition, semantic matching and session dialogue classifica-
tion for five times. The results on average accuracy are reported in
Table 1.

From the results, the designed role distinguishing Bert model yields
0.8%, 0.8%, and 1.3% average higher accuracy than Ernie for intent
recognition, semantic matching, and session dialogue classification,
respectively. Furthermore, the proposed model are 1.5%, 1.4%, and
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Table 1
Average accuracy on three tasks.

Task Type Original Bert Ernie Our model

Intent recognition 91.2% 91.9% 92.7%
Semantic matching 86.5% 87.1% 87.9%
Session dialogue classification 71.2% 72.1% 73.4%

Table 2
Average accuracy on word-of-mouth evaluation classification.

Model 30 per category 3000 per category

Ernie 81.6% 91.5%
Our model 86.2% 92.1%

Table 3
Average accuracy on work order labeling.

Model 1% training
set

5% training
set

10% training
set

100% training
set

Ernie 61.6% 78.2% 81.3% 83.4%
Our model 75.3% 83.9% 85.4% 85.6%

2.2% better than the original Bert model, respectively. Such results
fully demonstrate that the proposed model is more effective for building
automatic dialogue system than Ernie and the original Bert model.
More importantly, our model produces significantly outperforms Ernie
for the third task of session dialogue classification which sufficiently
proves the importance of role distinguishing introduced into the Bert
model for building an intelligent dialogue system.

Generally speaking, the number of training samples in the area
of medicine is limited. To evaluate the generalization performance of
the designed role distinguishing Bert model, we perform our proposed
model and Ernie for word-of-mouth evaluation classification and work
order labeling which are two tasks closely related to dialogue gener-
ation on datasets with a small number of labeled training samples.
Tables 2 and 3 report the results.

Not surprisingly from the results, as the number of labeled training
samples increases, the average accuracy produced by the designed
role distinguishing Bert model and Ernie gradually improves. When
the labeled training samples are few, our designed model produces
significantly higher accuracy than Ernie for the two tasks. For example,
our model obtains 4.6% higher accuracy than Ernie for word-of-mouth
evaluation classification when the training set contains only 30 labeled
samples per category. The more representative example is shown in
Table 3. Our model achieves 13.7% higher accuracy than Ernie for
work order labeling when only 1% of the labeled training samples
are used. Such results fully argue that our designed model has good
generalization and is suitable for cold start tasks, which is vital to build
a medical dialogue system.

5. Conclusion

In this paper, we presented a role distinguishing Bert model for
medical dialogue system to build sustainable smart city. Especially,
we construct the segment embedding as the input of the presented
model by labeling the utterances depending on different dialogue roles.
In this way, the model can learn the difference of the utterances of
different dialogue roles to improve the accuracy of intent recognition
and semantic matching which are two important components to build
a good medical dialogue system. Experimental results on online E-
commerce datasets clearly argue that our designed model produced an
average 1% higher accuracy than the original Bert model. Such results
prove that our presented model has great potential to build a good med-
ical dialogue system because an online E-commerce dialogue system
is similar to a medical dialogue system. Furthermore, our presented
model can potentially improve the efficiency of medical services and
reduce the energy consumption which is important to build sustainable
smart city. In future work, we will evaluate the presented model on real
5

medical datasets to further validate its performance.
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