# Reservoir Computing for Short High-Dimensional Time Series: an Application to SARS-CoV-2 Hospitalization Forecast 

Thomas Ferté ${ }^{123}$ Dan Dutartre ${ }^{3}$ Boris Hejblum ${ }^{23}$ Romain Griffier ${ }^{14}$ Vianney Jouhet ${ }^{14}$<br>Rodolphe Thiébaut ${ }^{123}$ Pierrick Legrand ${ }^{56}$ Xavier Hinaut ${ }^{378}$


#### Abstract

In this work, we aimed at forecasting the number of SARS-CoV-2 hospitalized patients at 14 days to help anticipate the bed requirements of a large scale hospital using public data and electronic health records data. Previous attempts led to mitigated performance in this high-dimension setting; we introduce a novel approach to time series forecasting by providing an alternative to conventional methods to deal with high number of potential features of interest (409 predictors). We integrate Reservoir Computing (RC) with feature selection using a genetic algorithm (GA) to gather optimal non-linear combinations of inputs to improve prediction in sample-efficient context. We illustrate that the RC-GA combination exhibits excellent performance in forecasting SARS-CoV2 hospitalizations. This approach outperformed the use of RC alone and other conventional methods: LSTM, Transformers, Elastic-Net, XGBoost. Notably, this work marks the pioneering use of RC (along with GA) in the realm of short and high-dimensional time series, positioning it as a competitive and innovative approach in comparison to standard methods.
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## 1. Introduction

Since late 2020, SARS-CoV-2 induced heavy stress on healthcare system leading to modification of organisation of care and to heavy measures such as lockdowns (WHO, 2020). Better anticipation of the need for care, especially hospitalization, might help decision makers. For that purpose, several short-term prediction models have been proposed relying on different approaches to forecast the SARS-CoV-2 pandemic including statistical approaches, compartmental models, machine learning and deep learning models (Cramer et al., 2022; Rahimi et al., 2021).

In this context, hospital datawarehouse provides up-to-date data from electronic health records (EHRs) which significantly improved forecasting performance (Ferté et al., 2022). However, numerous predictors can be extracted from EHRs data while the number of observations (i.e the number of days) is limited for emergent epidemics such as SARS-CoV2 leading to a high-dimension problem for such shortage of data anteriority.
Most previous work focused on SARS-CoV-2 forecast using public data in a low dimension setting (i.e where the number of predictors is limited) (Cramer et al., 2022; Rahimi et al., 2021; Paireau et al., 2022; Pottier, 2021; Carvalho et al., 2021; Mohimont et al., 2021). In contrast, we previously integrated public data with EHRs data and found that elasticnet penalized linear regression was the best model in this high-dimension setting compared to random forest and Poisson regression (Ferté et al., 2022). However, graphical evaluation outlined difficulties to anticipate dynamic shifts and, given the heterogeneous evaluation period of the different work, the best approach to tackle the problem of forecasting the number of hospitalizations in a high-dimension setting remains unknown.

While elastic-net penalized linear regression was identified as the best predictor (Ferté et al., 2022), this model performs both feature selection and prediction linearly without temporal consideration. In this context, Reservoir Computing (RC) (Jaeger, 2001; Maass et al., 2002; Lukoševičius \& Jaeger, 2009), which also has a regularized linear regression as output layer might outperform this predictor. Indeed,

RC forecasts rely on non-linear temporal computations performed inside a random recurrent network (i.e. a reservoir). However, RC is mostly used in a low-dimension forecast, even in the case of epidemic forecast (Ghosh et al., 2021; Ray et al., 2021; Liu et al., 2023).
To the best of our knowledge, the utilization of RC for forecasting with high-dimensional inputs is limited. Application of RC with substantial number of predictors was identified in the work by Arcomano et al. (2020), involving 528 input features for weather forecasting. However, it's noteworthy that this study employed training data consisting of over $10^{5}$ observations. Another notable instance is the research conducted by Weddell et al. (2021), where 544 input features were utilized for microsleep forecasting based on more than $10^{4}$ observations. Given that RC relies on the expansion of the feature space into a higher-dimensional reservoir, a persistent question remains regarding the viability of RC in high-dimensional scenarios, especially when the number of features approaches the number of neurons, and the quantity of observations is limited (i.e. small sample size). This issue gains significance in certain domains, such as epidemic forecasting, where numerous predictors may be derived from epidemic surveillance, public data, or EHRs, despite the availability of a restricted number of observations (Ferté et al., 2022).
Metaheuristic approaches have been suggested to address the challenges of hyperparameter optimization for RC and feature selection in machine learning (Agrawal et al., 2021; Bala et al., 2018). These optimization algorithms assess a specified objective function based on given optimization parameters, treating the task as a black box. In their review and comparison of different metaheuristic approaches, Ezugwu et al. (2020) found that best approaches included genetic algorithm (GA), particle swarm optimization and differential evolution.

We propose a new approach which uses RC in conjunction with an evolutionary strategy algorithm known as Genetic Algorithm (GA) Goldberg D.E (1989); Schwefel H.P (1990); Jong \& Alan (1975); Holland J.H (1975): we will call $R C-G A$ our proposed conjunction method. This algorithm was implemented in a high-dimensional context, utilizing GA for dimension reduction through feature selection. We evaluate the performance of RC-GA for predicting at $\mathrm{t}+14$ days the number of SARS-CoV-2 hospitalizations at a large scale hospital in France. Furthermore, we present a comparative analysis of RC to other machine learning methods.

## 2. Methods

### 2.1. Data

The objective was to forecast the number of SARS-CoV-2 hospitalized patients at 14 days $\left(h_{t+14}\right)$ at Bordeaux University Hospital (BUH). To perform this task we used an ensemble of data from different sources: department-level COVID19 data coming from Santé Publique France (Etalab, 2020), department-level weather data from the National Oceanic and Atmospheric Administration (NOAA) (Smith et al., 2011), and hospital-level COVID-19 data from BUH Electronic Health Record (EHR) from Ferté et al. (2023). The study utilized aggregated data spanning from May 16, 2020, to January 17,2022 . This resulted in a high-dimensional problem with a total of 409 predictors over 586 days, where each observation represents one day.
Primary outcome was the mean absolute error (MAE), secondary outcomes included median relative error (MRE), mean absolute error to baseline (MAEB) and median relative error to baseline (MREB) which we defined as :

- $M A E=\operatorname{mean}\left(\left|\widehat{h_{t+14}}-h_{t+14}\right|\right)$.
- $M R E=\operatorname{median}\left(\left|\frac{\widehat{h_{t+14}}-h_{t+14}}{h_{t+14}}\right|\right)$.
- $M A E B=\operatorname{mean}\left(\left|\widehat{h_{t+14}}-h_{t+14}\right|-\left|h_{t}-h_{t+14}\right|\right)$.
- $\left.M R E B=\operatorname{median}\left(\left|\frac{\widehat{h_{t+14}}-h_{t+14}}{h_{t}-h_{t+14}}\right|\right)\right)$

The median was preferred over the mean for both $M R E$ and $M R E B$ metrics due to the tendency of these metrics to exhibit exceptionally high values when the denominator approaches zero. This situation occurs when the number of hospitalized patients is close to zero for $M R E$ or when the number of patients hospitalized at 14 days is close to the current number of hospitalized patients for $M R E B$. As for $M A E B$ and $M R E B$, these metrics compare the model's performance against a baseline model that predicts the current number of hospitalized patients at 14 days. The use of such metrics aids in assessing the additional information provided by the model. It's noteworthy that these metrics offer a valuable baseline, as indicated by Cramer et al. (2022), considering that COVID-19 forecast models do not consistently surpass the performance of this basic forecast.

Those different metrics emphasize different type of error. MAE and MAEB will output large error when the number of hospitalization at 14 days is high. MRE will output large error when the number of hospitalization at 14 days (i.e the denominator) is low. MREB will output large error when the number of hospitalization at 14 days is close to the current number of hospitalization. Consequently, each
metric underscores specific phenomena: MRE is sensitive to new increases in hospitalizations, MREB is sensitive to shifts from a plateau regime to an increase or decrease, and MAE/MAEB are sensitive to large prediction errors, which are more likely to occur when the number of hospitalizations is high. Given the particular importance of the impact on hospital organization when the number of hospitalizations is high, we selected MAE as the primary outcome.

Data preprocessing involved computing the first and second derivative over the last 7 days to enrich the model with additional information. Furthermore, the data were smoothed using a local polynomial regression with a span of 21 days to account for daily noise variation as it was suggested to improve performance by Ferté et al. (2022). Finally, features were scaled between -1 and 1 using maximum absolute scaling, (i.e by dividing the observed value by the maximum absolute value of the respective feature).
All data utilized in this study are publicly available. Weather data can be obtained from Smith et al. (2011) through the R package worldmet (Carslaw, 2023). The vaccine data can be downloaded from Etalab (2020). Electronic Health Records (EHRs) data are accessible on Dryad (Ferté et al., 2023). To address privacy concerns, EHRs data publicly available below 10 patients were obfuscated to 0 . Therefore, we set the outcome, the forecast and the hospitalization to 10 when their value was 0 when evaluating the model performance. For convenience, all data were downloaded, merged, and are provided as part of the replication material in the Github repository https://github.com/thomasferte/Ferte2024ICML_HighDimensionReservoir.

### 2.2. Evaluation framework

Period from May 16, 2020 to March 1, 2021 served to identify relevant hyperparameters only. Remaining data was used to evaluate the model performance while updating the hyperparameters each month. Model was trained to forecast the variation of hospitalization instead of the raw number of hospitalization as we found out it was easier for machine learning approaches to learn this task (i.e outcome $_{t+14}=h_{t+14}-h_{t}$ ). However, all metrics and graphical representations will be in the raw hospitalization scale. An additional analysis was performed to evaluate forecast at 7 and 21 days instead of 14 days.
Models were trained and evaluated one day over two to ensure leveraging on the most up to date data and to limit computation time. We used all data available from the previous year. Because COVID-19 times series is not stationary we found that limiting the learning to a sliding window of one year yield better performance in previous experiments.

### 2.3. Models

Originally developed by Jaeger (2001) and Maass et al. (2002), Reservoir Computing (RC) emerged as a distinctive machine learning paradigm (Lukoševičius \& Jaeger (2009)) tailored for the analysis of information derived from dynamic systems. RC represents a recurrent neural network in which the internal connections are randomly set (this is called the reservoir), while only the output layer (called read-out) undergoes training. The reservoir performs a non-linear projection of inputs into high-dimensional space, facilitating temporal non-linear interactions. Then, "useful" computations are extracted (read-out) from the reservoir by a linear output layer. This alternative approach to errorbackpropagation has demonstrated performance comparable to traditional RNNs but with reduced computing time, as noted by Vlachas et al. (2020). Its applications extend across a diverse array of tasks, including bird songs (Trouvain \& Hinaut, 2021), language processing (Hinaut \& Dominey, 2013), epidemic (Ghosh et al., 2021; Ray et al., 2021; Liu et al., 2023), power plants, internet traffic, stock prices, and beyond (see (Lukoševičius \& Jaeger, 2009; Tanaka et al., 2019; Zhang \& Vargas, 2023) for reviews). RC relies on several hyperparameters which influence the internal dynamics of the reservoir. Selecting the most suitable hyperparameters can be challenging (some expertise is needed) and researchers often experiment different combinations to identify the most relevant set of hyperparameters. For the task tackled in this study, it is even more challenging because of the hundreds of inputs variables, which is uncommon for RC.

We conducted a comparative analysis involving RC combined with GA feature selection (RC-GA), elastic-net penalized regression (Enet), XGBoost, Transformers, Prophet, Informer, PatchTST and Long Short-Term Memory (LSTM). Additionally, we evaluated the performance of RC with GA optimization without feature selection (RC-GA (no FS)), as well as RC with random search feature selection (RCRS). Furthermore, drawing inspiration from Weddell et al. (2021), we propose to perform dimension reduction by principal component analysis and then perform RC with GA (RC-PCA-GA). As LSTM and Transformers lack inherent feature selection and are computationally intensive, we also performed dimension reduction with PCA for those two methods.
We used RC where both the input layer and the reservoir are connected to the output layer. Number of recurrent units was set to 500. Additionally, we evaluated the performance of RC-GA with 2000 units, for which we used the same hyperparameters as those selected by RC-GA with 500 units, except for ridge penalization (see section 2.4); this model was denoted RC-(GA-500)-2k. For hyperparameter optimization, we assessed the MAE of the median forecast
across 3 RC instances with the same hyperparameter sets. We performed an additional analysis using 20 RC for hyperparameter optimization instead of 3 to evaluate its impact on performance and hyperparameter selection. Forecast evaluation was based on the MAE of the median forecast of 40 RC instances, with one instance for each of the top 40 hyperparameter sets. It is worth noting that aggregating forecasts from multiple RC instances is a good practice due to the random connections in RC, resulting in variations in forecasted values even with similar hyperparameter sets. To investigate whether the performance gain of aggregating several reservoir is similar when applied to other approaches, we also examined the impact of aggregating 20 LSTMs instead of using a single LSTM.

To emphasize the need of high-dimensional data in this context, we performed an additional analysis similar to one performed using Enet in our previous paper (Ferté et al., 2022). In this analysis, all the data are included except one data source among the department-level COVID-19 data, the weather data, the emergency units data or the first and second derivatives.

### 2.4. Hyperparameter optimization

For RC-GA, we employed a GA with barycentric crossover, tournament selection, and Gaussian mutation, optimizing the MAE as the objective function. The algorithm, detailed in Algorithm 1 in Appendix, is initialized by randomly drawing initial individuals similarly to random search. For each individual, two parents are selected through tournament selection from the previous generation, followed by a barycentric crossover (i.e weighted mean for numeric hyperparameters, and weighted random choice for categorical hyperparameters), and mutation (i.e Gaussian for numeric hyperparameters, random choice for categorical hyperparameters). We used consistent GA hyperparameters for all experiments: NGeneration $=30$ for initial optimization and NGeneration $=10$ for monthly updates, Npop $=200$, Nchildren $=100$, Ntour $=2$, pmutNum $=0.5$, pmutCat $=0.25$, sigma $=1$, except for the leaking rate optimization, which has a shorter range compared to other hyperparameters (i.e., from $1 e-5$ to 1 ) with sigma $=0.1$. No optimization of the GA metaparameters was performed. It's worth noting that some features were log-transformed before processing by GA, as indicated in Table 1.

For LSTM, we used a single LSTM (with forget gate) as originally presented in Gers et al. (2000). We set the maximal number of units inside the LSTM to 10 , in order to make the comparison fair with RC in term of total number of trainable parameters, which is around 2000 (compared to less than 800 parameters for RC). We add a fully connected layer of units with linear activation function on top
of the LSTM to forecast. A L2 regularization is applied to the weights of the fully connected layer, with a regularization coefficient. We then trained the LSTM using Adam gradient descent algorithm. Loss was computed with the mean-squared error. To prevent overfitting, we designated the last available week as the validation dataset and implemented early stopping of 5 epochs. On average, LSTMs were trained on $314 \pm 104$ (std) epochs before achieving their best measured performance on validation data.

For Transformers we based our implementation on the work of Zeng et al. (2023). We selected the depth of the model in order to approximate the number of trainable parameters of RC. As for LSTM the last week was kept as validation set. We also add 3 time features defined as the Day of week, Day of month, and Age of series (i.e a feature value which is small for distant past timestamps and monotonically increases the more we approach the current timestamp). We then trained the Transformers using Adam gradient descent algorithm, with a learning rate of $1 \mathrm{e}-3$.
The hyperparameter range was defined according to table 1. GA was used to optimize hyperparameters of RC-GA, RC-GA (no FS) and RC-PCA-GA. For RC-PCA-GA, the number of component was selected through the proportion of explained variance optimized by GA which was passed as a hyperparameter to GA. For RC-(GA-500)-2k, we used the hyperparameters selected by RC-GA with 500 units except the ridge penalization which was adapted to the greater number of units based on 100 iterations of random search (RS). We used RS for other algorithms where new hyperparameters sets were randomly sampled in the search space defined in table 1. Both for GA and RS, 200 best hyperparameters sets were passed from one month to the next and reevaluated in order to leverage from the previous monthly hyperparameter search. We chose to optimize all hyperparameters of elastic-net, the main hyperparameters of XGBoost according to Yang \& Shami (2020), the main hyperparameters of RC according to reservoirpy documentation Trouvain \& Hinaut (2022).
Code and supplementary results are available at https://github.com/thomasferte/Ferte2024ICML_HighDimensionReservoir.

## 3. Results

### 3.1. Performance

Performance of the different models are presented in table 2 and graphical predictions are outlined in figure 1. The best models were RC-GA optimized with 20 reservoirs and monthly update, RC-GA optimized with 20 reservoirs and without monthly update and RC-GA optimized with 3 reservoir and without monthly update, with MAE of $14.70,14.84$, 15.27 respectively. Additionally, when using 3 reservoir for

Table 1. Hyperparameter ranges

| Model ${ }^{1}$ | HYPERPARAMETER | RANGE | $\mathrm{LOG}^{2}$ |
| :---: | :---: | :---: | :---: |
| XGB | N_ESTIMATORS | 3;300 | FALSE |
|  | MAX_DEPTH | 5;100 | False |
|  | LEARNING_RATE | 1E-5;1 | True |
|  | SUBSAMPLE | 0;1 | FALSE |
|  | COLSAMPLE_BYTREE | 0;1 | FALSE |
| EnET | RIDGE | 1E-10;1E5 | True |
|  | L1_RATIO | $0 ; 1$ | FALSE |
| LSTM | N_UNITS | 1;10 | False |
|  | NUM_EPOCHS | 200;2000 | FALSE |
|  | LEARNING_RATE | $1 \mathrm{E}-4 ; 1 \mathrm{E}-2$ | True |
|  | L2_REGULARISATION | $1 \mathrm{E}-7 ; 1 \mathrm{E}-2$ | True |
|  | VARIANCE EXPLAINED | 0;0.9999999 | True |
| RC | RIDGE | 1E-10;1E5 | True |
|  | SPECTRAL_RADIUS | 1E-5;1E5 | True |
|  | LEAKING_RATE | $1 \mathrm{E}-5 ; 1$ | True |
|  | INPUT_SCALING | 1E-5;1E5 | FALSE |
|  | FEATURE_SELECTION ${ }^{3}$ | Y, N |  |
| PCA | VARIANCE EXPLAINED | 0;0.9999999 | True |
| PROPHET | CHANGEPOINT | $1 \mathrm{E}-3 ; 0.5$ | True |
|  | SEASONALITY | $1 \mathrm{E}-2 ; 10$ | True |
|  | HOLIDAYS | $1 \mathrm{E}-2 ; 10$ | True |
|  | SEASONALITY | MULT.;ADD. | FALSE |

${ }^{1}$ XGB : XGBoosting, Enet : Linear regression with elasticnet penalization, RC : Reservoir computing
${ }^{2}$ For features with $\log =$ True, features are logtransformed before being processed by GA or RS
${ }^{3}$ One hyperparameter per feature
hyperparameter optimization, increasing the number of units in RC-GA to 2000 improved the MAE from 15.27 to 14.66 . Lack of features selection or optimisation using RS instead of GA greatly hampered the performance of RC, with an MAE of 17.59 and 18.45 respectively compared to a MAE of 15.27 . Most model did not improve when monthly updating hyperparameters with the exception of RC-RS and RC-GA (no FS). RC-PCA-GA was the best model when monthly updating hyperparameters. RC-GA consistently outperformed XGB at 7 and 21 days. However, both model performance at 21 days were worse than baseline. In addition, table 3 outlined the need for combining the different data source. While removing department-level data, weather data, emergency units data or derivatives, MAE increased by 0.4 (department), 0.66 (weather), 0.35 (ermergency) and 3.47 (derivatives) respectively.

Graphically, predictions of different models outlined different properties. While RC-GA with 2000 units was overall better, XGBoost seemed more sensitive to epidemic increase (i.e summer 2021 increase, winter 2021-2022 decrease) and LSTM anticipated better the spring 2021 initial decrease.

We evaluated the MAE of RC-GA using all data to compare when using only previous year data. MAE for both model were respectively 15.71 and 15.27 . We also evaluated the performance of LSTM and Transformers when given the features selected by RC-GA instead of performing dimension reduction by PCA. Performance of LSTM improved with a MAE of 15.08 while Transformers performance remained low with a MAE of 18.1. More details is available at supplementary table 3.

Graphical representation of RC-GA using all data is available in figure 5.


Figure 1. Panel A : Forecast of Reservoir computing with genetic algorithm (GA) \& feature selection (FS), Elastic-net and XGBoost (XGB). For elastic-net, XGBoost and LSTM, hyperparameter optimization was performed by random search (RS). All algorithms are shown without monthly update of hyperparameters. Of note, the summer prediction error depicted by the orange triangle is concurrent to the summer holiday break characterized by a decrease of the number of RT-PCR test. Panel B : Reservoir computing with GA feature selection. The figure displays the output layer coefficient of the Reservoir and the input layer as both of them are connected to the output layer. The shaded area corresponds to the area between the 25 th and 75 th percentile of the output layer over time.

Table 2. Model performance. Best model without monthly update of hyperparameters is outlined in bold. Best model with monthly update is outlined in bold and italic. RC-(GA-500)-2k was underlined when it outperformed best model without monthly update of hyperparameters. Table with std in Appendix.

| Model | Update | MAE | MAEB | MRE | MREB |
| :--- | :--- | ---: | ---: | ---: | ---: |
| RC-GA $^{1}$ | No | 15.27 | -3.31 | 0.24 | 0.84 |
| RC-(GA-500)-2k | No | $\underline{14.66}$ | $\underline{-3.92}$ | 0.25 | 0.83 |
| RC-GA (20 HP) | No | $\mathbf{1 4 . 8 4}$ | $\mathbf{- 3 . 7 5}$ | 0.25 | 0.81 |
| RC-GA | Yes | 15.79 | -2.80 | $\mathbf{0 . 2 7}$ | 0.90 |
| RC-GA (20 HP) | Yes | $\mathbf{1 4 . 7 0}$ | $\mathbf{- 3 . 8 8}$ | 0.27 | $\mathbf{0 . 8 1}$ |
| RC-RS | No | 18.45 | -0.14 | 0.36 | 1.00 |
| RC-RS | Yes | 17.81 | -0.77 | 0.31 | 0.98 |
| RC-GA (no FS) | No | 17.59 | -0.99 | 0.31 | 0.96 |
| RC-GA (no FS) | Yes | 16.95 | -1.64 | 0.29 | 0.97 |
| RC-PCA-GA | No | 15.59 | -3.00 | 0.28 | 0.87 |
| RC-PCA-GA | Yes | 15.63 | -2.95 | 0.29 | 0.85 |
| Enet-RS | No | 15.83 | -2.76 | 0.29 | 0.86 |
| Enet-RS | Yes | 16.22 | -2.36 | 0.30 | 0.88 |
| XGB-RS | No | 15.45 | -3.14 | 0.28 | 0.81 |
| XGB-RS | Yes | 16.32 | -2.27 | 0.29 | 0.89 |
| Transformers-PCA | No | 19.28 | 0.69 | 0.32 | 1.00 |
| Informer-PCA | No | 18.70 | 0.12 | 0.34 | 1.00 |
| PatchTST-PCA | No | 18.34 | -0.25 | 0.31 | 1.00 |
| LSTM-PCA | No | 15.74 | -2.84 | $\mathbf{0 . 2 4}$ | 0.76 |
| 20 LSTM-PCA | No | 16.23 | -2.35 | 0.25 | $\mathbf{0 . 7 4}$ |
| Prophet | No | 21.30 | 2.71 | 0.39 | 1.05 |
| RC-GA - dep |  | No | 15.67 | -2.92 | 0.27 |
| RC-GA - weather | No | 15.93 | -2.66 | 0.27 | 0.90 |
| RC-GA - emergency | No | 15.62 | -2.97 | 0.28 | 0.85 |
| RC-GA - deriv | No | 18.74 | 0.15 | 0.36 | 1.01 |
| (7 days) RC-GA | No | 8.59 | -2.42 | 0.16 | 0.80 |
| (7 days) XGB-RS | No | 8.96 | -2.04 | 0.14 | 0.80 |
| (21 days) RC-GA | No | 25.46 | 0.12 | 0.52 | 1.00 |
| (21 days) XGB-RS | No | 25.85 | 0.51 | 0.47 | 1.13 |
| RC-GA :Ren |  |  |  |  |  |

[^1]
### 3.2. Hyperparameters

Hyperparameters evolution of numeric hyperparameters of RC-GA are displayed in figure 2. We observe that best selected hyperparameters evolved over time. At first, only ridge exhibit a clear optimum whereas input scaling and
spectral radius seemed working nicely on a large range of value and leaking rate exhibits a bimodal distribution where best leaking rate could be either close to 1 or close to $1 \mathrm{e}-4$. After September 2021, hyperparameters are mostly stable with a precise optima close to 0.5 and 1 e 4 for leaking rate and ridge respectively and a large area of optimal values ranging from 1 to 1 e 4 and $1 \mathrm{e}-4$ to 1 e 2 for input scaling and spectral radius respectively.

Of note, the superiority of the absence of monthly update of hyperparameters with RC-GA compared to monthly update of hyperparameters is likely due to the best individuals with a leaking rate below $1 \mathrm{e}-3$. Indeed the performance of the aggregation of those 14 models showed a MAE of 15.07 on the test set compared to 15.52 for models with leaking rate above 1e-3. More details are available in Appendix in table 4 and figure 7. Similarly, as depicted in figure 8 in Appendix, the models with hyperparameters defined at 2021-03-01 outperformed models updated later in September, November and December which is after GA converged to a high leaking rate. When increasing the number of reservoir from 3 to 20 for hyperparameter optimization, MAE improved from 14.84 to 14.70 when monthly updating the hyperparameters. This improvement might be explained by the convergence to a leaking rate close to $1 \mathrm{e}-2$ instead of 1 , which was the case when using only 3 reservoirs for hyperparameter optimization, as shown in supplementary figure 9. As previously demonstrated in supplementary table 4, a leaking rate of 1 might be suboptimal compared to a lower leaking rate. Therefore, having 20 reservoirs instead of 3 may help the genetic algorithm converge to a more optimal leaking rate.

RC-GA (no FS) and RC-RS also exhibited the bimodal distribution of leaking rate. Other hyperparameters were close to the one observed for RC-GA. For RC-PCA-GA, best percentage of variance explained was mostly between 0.6 and 0.8 . The leaking-rate of this algorithm was optimum at 1e-4 without bimodal distribution unlike RC-GA which might explain the less discrepancy between update and no update of hyperparameters.
For other algorithms we found that hyperparameters of XGBoost were stable over time except the proportion of subsample that present a bimodal distribution at 0.3 and 0.9 . For Elastic-net regression, ridge penalisation remained around 1.0 but 11 ratio was more in favor of ridge penalty at the beginning of epidemic whereas it gave more importance to lasso penalisation after September 2021. More details are available in figure 6.

### 3.3. Feature selection and importance

Based on the genetic algorithm we can outline the most selected features. Figure 3 outlines the most selected features by RC-GA at 2021-03-01 and their evolution over time. In-


Figure 2. Hyperparameters selected by GA. Values above 50 were set to 50 for easier visualization. At each month, 200 best individuals (in black) according to mean absolute error (MAE) are passed to the next month for initialization of the GA except for the first month where the GA is initialized with 200 individuals draw from random search. The best 40 individuals (in green) for each month are used to forecast hospitalizations.
terestingly, we can also have a feature importance measure based on Elastic-net coefficient and XGBoost feature gain. RC-GA often selected feature related to RT-PCR in the elderly which was also observed for Elastic-net and XGBoost. Details about most important features for each algorithm is provided in Appendix in figure 10.

Overall, among the models used to forecast on the test set, RC-GA selected a median (interquartile range (IQR)) of 197 (191; 204) features, Elastic-net selected a median (IQR) of $233(228,236)$ features, RC-PCA-GA selected a median (IQR) of $14(12 ; 18)$ components.
We examined the principal components of PCA as of January 17,2022 . PCA exhibited a tendency to group features thematically; for example, dimensions 1 and 5 were associated with SAMU (French ambulance service), dimensions

2,9 , and 10 were linked to emergency departments, and dimension 6 pertained to weather. Beyond dimension 14, the principal components became more diverse thematically. For instance, dimension 14 grouped dew point with features related to the emergency department, dimension 15 combined SAMU features with those related to the pediatric emergency department, and dimension 17 associated windspeed with fever at the emergency department. More details are available in figure 11 in Appendix.


Figure 3. Feature selection by GA among the 40 best hyperparameter sets at each hyperparameter update. Only 10 most selected features at 2021-03-29 are shown.

### 3.4. Reservoir importance

Given the structure of RC, where both the input layer and reservoir layer are connected to the output layer, we can evaluate the importance of each layer by analyzing the coefficient of each connection to the output layer. In Panel B of Figure 1, we compare these coefficients. We observe that sudden changes in the respective importance of layers occur consecutively to shifts in slopes. For instance, the decrease in May is followed by a major decrease in the 75th quantile of output coefficients for the reservoir. This indicates that, following the decrease, RC-GA relies more on the input layer compared to the previous period. A similar inverse phenomenon is observed during the summer increase and winter 2021-2022 increase. Generally, the output layer tends to attribute more importance to the reservoir layer during epidemic increases. This suggest that better forecasting during increases depends more on non-linear combinations of inputs than other periods.

### 3.5. Computation time and number of parameters

We evaluated the computation time of the different algorithms by computing the forecast of December 2021 (i.e training and forecasting on 16 days as model evaluation is performed one day over two). The computation were performed on a 12 th Gen Intel i $7-12700 \mathrm{H}, 4.600 \mathrm{GHz}$ with 20 CPUs with Ubuntu 20.04.6 LTS x86_64 OS. We found a computing time of $0.2 \mathrm{~s}, 32.2 \mathrm{~s}, 74.5 \mathrm{~s}, 145.5 \mathrm{~s}, 290.7 \mathrm{~s}, 868.7 \mathrm{~s}$ for Elastic-net, LSTM, XGBoost, RC-GA with 500 units, RC-GA with 2000 units and Transformer respectively. Of note, as outlined in the methods section, the forecasting using RC-GA involved training 40 RC , and the displayed time reflects this cumulative training time ${ }^{1}$.

We also evaluated the number of parameter of each algorithm. At the last day of forecast (i.e 2022-01-17), Elasticnet resulted in 394 parameters, RC-GA was between 683 and 727 depending on feature selection based on genetic algorithm, XGBoost in 13,705 (i.e number of splits and leaves). Of note, there were 409 predictors in the dataset but constant predictors were removed from the training set resulting in only 393 at the last day. As described in the methods section, the number of parameters of LSTM was chosen as close to 2,000 to be similar to the one used for RC-GA.

### 3.6. Reservoir aggregation

Due to the inherent randomness in reservoir comparison, employing the same set of hyperparameters can yield two reservoirs with distinct forecasts and performances. In order to address this variability, we explored the impact of aggregating multiple reservoirs, where the collective prediction is the mean of all individual reservoir predictions (see figure 4 in Appendix). In our post-hoc analysis, we observed that the forecast from a single reservoir exhibits considerable variability. However, this variability significantly diminishes when aggregating forecasts from 5 reservoirs and becomes notably stable after aggregating predictions from 10 reservoirs.

## 4. Discussion

In this work, we proposed to combine Reservoir Computing (RC) with Genetic Algorithms (GA) to forecast hospitalizations at Bordeaux University Hospital in a high-dimension setting. The proposed approach outperformed most state-of-the-art methods, including elastic-net (i.e the best method obtained by Ferté et al. (2022)), Transformers, PatchTST, Prophet, Informer and showed slight improvement over XGBoost and LSTM. Those results might indicate that the addition of non-linear temporal interaction are needed to

[^2]accurately forecast SARS-CoV-2 epidemic which is lacking in a penalized linear regression model (elastic-net). In addition, we demonstrated that RC by itself (i.e without feature selection) was unable to perform well in this setting, but combined with GA for feature selection and hyperparameter optimisation it outperformed all other methods considered.
Limited research has explored the application of RC in high-dimensional settings. Weddell et al. (2021) used RC to forecast microsleep using 544 input features and over $10^{4}$ observations. Here, the dimensionality problem was initially reduced to 60 predictors through principal component analysis before applying RC. Similar to Weddell et al. (2021), we utilize GA to optimize the variance explained threshold for selecting PCA components in RC-PCA-GA. This strategy yielded performance close to, albeit slightly lower than, RC-GA. Importantly, the reduced number of hyperparameters in this approach, where dimension reduction is governed by a single parameter as opposed to one per feature in our method, suggests that fewer generations of GA may be required. This makes it particularly appealing in settings with limited computing resources. Interestingly, as explained in Appendix in figure 11 the number of selected components by RC-PCA-GA corresponds to the number of components before they exhibit heterogeneity in terms of epidemic compartment representation (i.e the stage before each component can be identified as representing a distinct epidemic compartment). Thus, this confirms the validity of our approach.
In this work, we demonstrated that dimension reduction (either with PCA or with feature selection) was necessary to use RC in this context of high-dimension especially regarding the poor performance of RC when no feature selection was performed. Another approach in this setting could be to increase the number of neurons to facilitate dimension expansion. Indeed, we showed that augmenting the number of neurons to 2,000 instead of 500 improved the performance of the algorithm. This approach was explored by Arcomano et al. (2020) using RC for weather forecasting based on 528 input features and over $10^{5}$ observations with 9,000 neurons. Furthermore, RC has been implemented for image recognition (Jalalvand et al., 2018) and video processing, presenting distinct high-dimensional challenges compared to time series forecasting Sun et al. (2020), which may justify further exploration.

The application of RC for epidemic forecasting is relatively recent, as evidenced by the works of Ghosh et al. (2021), Liu et al. (2023), and Ray et al. (2021). All focused on forecasting the COVID-19 epidemic and also dengue epidemic for Ray et al. (2021). Notably, Ray et al. (2021) demonstrated the superiority of RC over Feed-Forward Neural Network in three epidemic forecast tasks and its superiority over LSTM in one of the three tasks. However, a common limitation in
these studies was the use of only one time series as input, overlooking the potential necessity for multiple predictors in predicting the spread of epidemics.
This work presents several strengths. It tackles an important and difficult challenge in high-dimension context with few data because it involves a high number of variables (409) with little data available (one sample per day for about a year for training). Previous attempts led to mitigated performance; in this work we improve forecasting significantly better than baseline compared to previous studies. Moreover, this work proposes an in-depth comparison of RC-GA with more classical RC approaches in order to outlines the advantage of combining RC with GA. We also compared RC-GA with other machine learning algorithm to better investigate the usefulness of this approach. In addition, we performed an in-depth analysis of hyperparameter and feature selection while also considering computation time.
This study has various limitations and areas for potential future research. The analysis indicates that monthly updates to RC hyperparameters did not enhance performance, suggesting potential issues such as hyperparameter overfitting or GA getting stuck in local optima. Indeed, the leaking rate exhibited a bimodal distribution until September 2021 and ultimately converged to a sub-optimal high leaking rate. Therefore, this implies there is an opportunity for improvement by refining the GA search strategy, allowing for more exploration, especially in the initial phases of each month.
In order to limit computation time, GA optimizes the hyperparameters for three reservoirs while the final prediction involves aggregating results from 40 reservoirs with the best hyperparameter sets. To address this gap, we conducted an additional analysis using 20 reservoirs instead of 3 for hyperparameter optimization. This improved the MAE, possibly by avoiding convergence to a local minimum in the leaking rate, especially when updating hyperparameters monthly. An alternative to gain similar performance was to increase the number of neurons to 2000 instead of 500 . Future investigations are needed to understand which of these two approaches (or both maybe) is best for optimizing the hyperparameters regarding optimal solutions and computing time.

While hyperparameter optimization for other algorithms was conducted through random search, alternative optimization approaches might have yielded improvements. However, given the small number of hyperparameters, the high number of iterations, and the stability of hyperparameters across different months, it seems unlikely that we could obtain significantly better results for other approaches. Additionally, using more parameters in alternatives methods (e.g. LSTM, Transformers) could have led to improved performance, although this is not guaranteed due to the limited amount of data available. Similarly, we could have done the same for

RC, and one could expect that the improvement (compared to other methods) would be even better given the decrease of error obtained by going from 500 to 2000 units inside the reservoir. More improvement could be expected also by parallelizing a population of reservoirs all connected to the output layer (instead of averaging across independent RC): this would enable various set of hyperparameters to coexist, thus creating various non-linear dynamics of input recombinations. This would be particularly interesting to handle various periods of the epidemic without having to extend much the processing time. For this study, we opted to limit exploration based on comparable computing time and a similar number of estimated parameters across different algorithms.

## 5. Conclusion

In this study, our objective was to predict the number of SARS-CoV-2 hospitalizations at a major hospital in France for $t+14$ days, within the challenging context of highdimensional data characterized by a scarcity of observations and an abundance of predictors. Our findings indicate that the integration of RC with GA surpasses state-of-the-art methods, even those highlighted as superior in prior papers. These results hold promise for enhancing hospital management during epidemics considering that we could easily increase the number of trainable parameters that we limited for the purpose of the study. Of course, the generalizability of these outcomes to diverse settings requires further investigation. In this high-dimension context (409 variables), because we do not have much parameters to train with RC we can afford to train on short timeseries ( 586 time points) and thus potentially manage to capture new variants or new trends quickly. Further work remains to show that we could update the hyperparameters in terms of few days in order to capture even quicker new trends.

Moreover, considering the growing importance of addressing environmental impact amid climate change, incorporating algorithmic energy consumption into a multi-objective genetic algorithm (GA), as suggested by Yokoyama et al. (2023) could significantly contribute to reducing environmental consequences.

## Impact Statement

This paper aims to contribute to the advancement of time series forecasting in high-dimensional contexts with limited available data, with potential applications in forecasting future epidemics. Importantly, the paper aims to forecast the number of SARS-CoV-2 hospitalized patients at 14 days to help anticipate the bed requirements of a large scale hospital using public data and electronic health records data. In practice, this means that improvements in forecasting
can help hospital managers to be better prepared to host more people. Said crudely, better forecasting means to have the potential to save more lives. Moreover, it has an increasingly relevant concern given the context of global warming. The adoption of reservoir computing in this work is particularly noteworthy, as it requires fewer computing resources compared to deep learning approaches, because of the fewer parameters that are trained. This feature mitigates potential environmental impacts associated with resourceintensive methods.
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## A. Appendix

```
Algorithm 1 Genetic Algorithm
    Input:
    NGeneration \(=\mathrm{Nb}\) of generation
    \(N p o p=\mathrm{Nb}\) of individual in the population
    Nchildren \(=\mathrm{Nb}\) of children by generation
    Ntour \(=\mathrm{Nb}\) of individual selected for tournament
    pmutNum = Prob of mutation of numeric hp
    pmutCat \(=\) Prob of mutation of categorical hp
    sigma \(=\) Scaling factor of mutation of numeric hp
    - Initialize algorithm -
    Draw first generation of Npop individual with random search
    - Iterate over each generation -
    for \(G e n=2\) to NGeneration do
        for \(i=1\) to Nchildren do
            - Select parents by tournament -
            parent \(_{1}=\) Sample Ntournament individuals from best Npop individuals of previous generation, take the best of
            them
            parent \(_{2}=\) same as parent \({ }_{1}\)
            - Cross-over and mutation -
            for param in parameterToOptimize do
                    Draw alp from \(\mathcal{U}[0,1]\)
                    Draw mutation from \(\mathcal{U}[0,1]\)
                    if param is numeric then
                    \(\operatorname{child}_{i}(\) param \()=\operatorname{alp} * \operatorname{parent}_{1}(\) param \()+(1-\operatorname{alp}) * \operatorname{parent}_{2}(\) param \()\)
                        if mutation < pmutNum then
                        \(\operatorname{child}_{i}(\) param \()=\operatorname{child}_{i}(\) param \()+\operatorname{sigma} * \mathcal{N}(0,1)\)
                        else
                            Do nothing
                    end if
                    else if param is categorical then
                    if alp \(>0.5\) then
                        \(\operatorname{child}_{i}(\) param \()=\operatorname{parent}_{1}(\) param \()\)
                    else
                        \(\operatorname{child}_{i}(\) param \()=\) parent \(_{2}(\) param \()\)
                    end if
                    if mutation \(<\) pmutCat then
                                \(\operatorname{child}_{i}(\) param \()=\) random modality
                    else
                        Do nothing
                    end if
            end if
            end for
        end for
    end for
```

We evaluated how many reservoir should be aggregated in order to provide stable MAE. Figure 4 shows that after 5 reservoirs, MAE is greatly stabilized and does not evolve much after 10 reservoir are aggregated.


Figure 4. MAE with 250 bootstrap $95 \%$ confidence interval of RC-GA model without monthly update. For better visualization, error above 60 were set to 60 . After the aggregation of 5 reservoirs, MAE is mostly stable.

Table 3. Model performance and standard deviation. Best model without monthly update of hyperparameters is outlined in bold. Best model with monthly update is outlined in bold and italic.

| Model | Update | MAE ( $\pm$ std) | MAEB ( $\pm$ std) | MRE ( $\pm$ std) | MREB ( $\pm$ std) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| RC-GA ${ }^{1}$ | No | 15.27 ( $\pm 12.88)$ | -3.31 ( $\pm 6.06$ ) | 0.24 ( $\pm 0.33)$ | 0.84 ( $\pm 1.67)$ |
| RC-(GA-500)-2k | No | 14.66 ( $\pm$ 12.63) | -3.92 ( $\pm$ 7.70) | $0.25( \pm 0.31)$ | $0.83( \pm 1.46)$ |
| RC-GA ( 20 HP ) | No | $14.84( \pm 12.53)$ | -3.75 ( $\pm 9.60)$ | $0.25( \pm 0.32)$ | $0.81( \pm 1.74)$ |
| RC-GA | Yes | 15.79 ( $\pm$ 13.08) | $-2.80( \pm 5.23)$ | $0.27( \pm 0.37$ | 0.90 ( $\pm 1.11)$ |
| RC-GA ( 20 HP ) | Yes | 14.70 ( $\pm$ 12.22) | -3.88 ( $\pm$ 9.66) | $0.27( \pm 0.30)$ | 0.81 ( $\pm 1.85)$ |
| RC-RS | No | 18.45 ( $\pm$ 13.27) | -0.14 ( $\pm 1.13)$ | $0.36( \pm 0.38)$ | 1.00 ( $\pm 0.31)$ |
| RC-RS | Yes | 17.81 ( $\pm 13.34)$ | -0.77 ( $\pm 2.50)$ | $0.31( \pm 0.38)$ | 0.98 ( $\pm 0.62)$ |
| RC-GA (no FS) | No | 17.59 ( $\pm 13.35)$ | -0.99 ( $\pm$ 2.82) | $0.31( \pm 0.38)$ | 0.96 ( $\pm 0.70)$ |
| RC-GA (no FS) | Yes | $16.95( \pm 13.50)$ | $-1.64( \pm 4.50)$ | $0.29( \pm 0.38)$ | $0.97( \pm 1.53)$ |
| RC-PCA-GA | No | 15.59 ( $\pm 12.90)$ | -3.00 ( $\pm 7.70)$ | $0.28( \pm 0.33)$ | $0.87( \pm 1.76)$ |
| RC-PCA-GA | Yes | 15.63 ( $\pm 12.67)$ | -2.95 ( $\pm 6.37)$ | $0.29( \pm 0.35)$ | $0.85( \pm 1.68)$ |
| Enet-RS | No | 15.83 ( $\pm 12.41)$ | -2.76 ( $\pm 7.10)$ | $0.29( \pm 0.34)$ | 0.86 ( $\pm 1.65)$ |
| Enet-RS | Yes | 16.22 ( $\pm 12.54)$ | -2.36 ( $\pm 8.50)$ | $0.30( \pm 0.38)$ | 0.88 ( $\pm 1.29)$ |
| XGB-RS | No | 15.45 ( $\pm$ 13.91) | -3.14 ( $\pm$ 9.56) | 0.28 ( $\pm 0.36)$ | $0.81( \pm 2.10)$ |
| XGB-RS | Yes | 16.32 ( $\pm 14.01)$ | -2.27 ( $\pm 9.89)$ | $0.29( \pm 0.46)$ | 0.89 ( $\pm 2.40)$ |
| Transformers-PCA | No | 19.28 ( $\pm 16.80)$ | $0.69( \pm 11.64)$ | $0.32( \pm 0.51)$ | 1.00 ( $\pm 2.79)$ |
| Transformers-RC-GA ${ }^{2}$ | No | $18.12( \pm 15.43)$ | $-0.47( \pm 9.33)$ | $0.31( \pm 0.44)$ | $0.97( \pm 4.02)$ |
| Informer-PCA | No | 18.70 ( $\pm$ 14.11) | 0.12 ( $\pm 4.25)$ | $0.34( \pm 0.38)$ | 1.00 ( $\pm 1.69)$ |
| PatchTST-PCA | No | $18.34( \pm 18.14)$ | $-0.25( \pm 13.95)$ | $0.31( \pm 0.55)$ | 1.00 ( $\pm 3.34)$ |
| LSTM-PCA | No | $15.74( \pm 13.98)$ | $-2.84( \pm 11.80)$ | $0.24( \pm 0.50)$ | 0.76 ( $\pm 3.32)$ |
| 20 LSTM-PCA ${ }^{3}$ | No | 16.23 ( $\pm$ 14.37) | $-2.35( \pm 12.38)$ | 0.25 ( $\pm 0.52)$ | 0.74 ( $\pm$ 3.30) |
| LSTM-RC-GA | No | 15.08 ( $\pm$ 12.71) | -3.51 ( $\pm 9.30)$ | 0.23 ( $\pm 0.48)$ | 0.80 ( $\pm 1.76)$ |
| Prophet | No | $21.30( \pm 16.33)$ | $2.71( \pm 8.07)$ | $0.39( \pm 0.35)$ | $1.05( \pm 3.15)$ |
| RC-GA - dep ${ }^{4}$ | No | 15.67 ( $\pm 13.00)$ | -2.92 ( $\pm 6.19)$ | $0.27( \pm 0.36)$ | $0.90( \pm 1.51)$ |
| RC-GA - weather | No | 15.93 ( $\pm$ 12.74) | -2.66 ( $\pm 5.73)$ | $0.27( \pm 0.35)$ | 0.88 ( $\pm 1.43)$ |
| RC-GA - emergency | No | 15.62 ( $\pm$ 13.10) | $-2.97( \pm 6.00)$ | $0.28( \pm 0.33)$ | $0.85( \pm 1.20)$ |
| RC-GA - deriv | No | $18.74( \pm 13.38)$ | $0.15( \pm 0.65)$ | $0.36( \pm 0.39)$ | $1.01( \pm 0.13)$ |
| (7 days) RC-GA ${ }^{5}$ | No | $8.59( \pm 7.42)$ | $-2.42( \pm 5.87)$ | 0.16 ( $\pm 0.19$ | $0.80( \pm 4.82)$ |
| (7 days) XGB-RS | No | 8.96 ( $\pm 7.69)$ | $-2.04( \pm 6.33)$ | $0.14( \pm 0.22)$ | $0.80( \pm 5.20)$ |
| (21 days) RC-GA ${ }^{6}$ | No | 25.46 ( $\pm 16.20)$ | $0.12( \pm 2.32)$ | 0.52 ( $\pm 0.50)$ | $1.00( \pm 2.93)$ |
| (21 days) XGB-RS | No | 25.85 ( $\pm 22.65)$ | $0.51( \pm 23.37)$ | 0.47 ( $\pm 1.13)$ | $0.87( \pm \mathrm{NaN})$ |

${ }^{1}$ RC-GA : Reservoir computing with genetic algorithm. RC-(GA-500)-2k, RC-GA (20 HP), RC-RS, RCGA (no FS), RC-PCA-GA are similar to RC-GA but with 2000 neurons instead of 500, 20 reservoir for hyperparameter optimization instead of 3, random search instead of genetic algorithm and PCA instead of feature selection respectively.
${ }^{2}$ Transformer-RC-GA and LSTM-RC-GA corresponds to both algorithms trained with the features selected by RC-GA.
${ }^{3} 20$ LSTM-PCA is similar to LSTM-PCA but takes the median forecast of 20 LSTM instead of 1.
${ }_{5}^{4}$ Similar to RC-GA but with department, weather, emergency units or derivatives data removed.
${ }^{5} 7$ days forecast.
${ }^{6} 21$ days forecast.
${ }^{7}$ Because relative error to baseline was equal to infinity for some observations, standard deviation could not be computed.


Figure 5. Prediction of all models depending if hyperparameters where updated each month or not.


Figure 6. Hyperparameter optimisation of the different algorithms. Only best 40 hyperparameters sets according to Mean Absolute Error (MAE) are shown by month.


Figure 7. RC-GA without monthly update forecast depending on leaking rate.

Table 4. Model performance of RC-GA without monthly hyperparameter update.

| model | update | leaking_rate | nb models | MAE | MAEB | MRE | MREB |
| :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: |
| Reservoir FS (GA) | No | $<1 \mathrm{e}-3$ | 14 | 15.07 | -3.52 | 0.26 | 0.82 |
| Reservoir FS (GA) | No | $>$ le-3 | 26 | 15.52 | -3.07 | 0.26 | 0.85 |



Figure 8. Performance of RC-GA by hyperparameter date update and by period. To facilitate visualization, the Mean Absolute Error (MAE) was normalized by scaling (subtracting the mean and dividing by the standard deviation) for each respective period.
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Figure 9. RC-GA with 20 reservoirs for hyperparameter optimization.


Figure 10. Feature importance of the 10 most important features according to first month (i.e 2021-03-01). Importance of Reservoir is given by the frequency of feature selection. Importance according to Elastic-net is given by the mean absolute value of the feature coefficient. Importance according to XGBoost is given by the mean gain of the feature. By construction, only 10 most important features at 2021-03-01 are shown, therefore initial importance is high.


Figure 11. Principal component analysis of the dataset at 2022-01-17. First 20 components are shown ( $73 \%$ of variance explained). For each component, we outlined the three features with the greatest squared cosine and labeled the component with its corresponding epidemiology representation. We observe that first components are homogeneous in terms of represented features which is not the case after the 14th principal component.


[^0]:    ${ }^{1}$ Bordeaux Hospital University Center, Pôle de santé publique, Service d'information médicale, F-33000 Bordeaux, France ${ }^{2}$ Inserm Bordeaux Population Health Research Center UMR 1219, Inria centre of Bordeaux University, team SISTM, F33000 Bordeaux, France ${ }^{3}$ Inria centre of Bordeaux University, F-33000 Bordeaux, France ${ }^{4}$ Inserm Bordeaux Population Health Research Center UMR 1219, team AHeaD, F-33000 Bordeaux ${ }^{5}$ ASTRAL, Centre Inria de l'université de Bordeaux ${ }^{6}$ IMB, Institut de Mathématiques de Bordeaux, UMR CNRS $5251{ }^{7}$ LaBRI, Univ. Bordeaux, Bordeaux INP, CNRS UMR 5800. ${ }^{8}$ Univ. Bordeaux, CNRS, IMN, UMR 5293, Bordeaux, France. Correspondence to: Xavier Hinaut [xavier.hinaut@inria.fr](mailto:xavier.hinaut@inria.fr).
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[^1]:    ${ }^{1}$ RC-GA : Reservoir computing with genetic algorithm. RC-(GA-500)-2k, RC-GA ( 20 HP ), RC-RS, RC-GA (no FS), RC-PCAGA are similar to RC-GA but with 2000 neurons instead of 500, 20 reservoir for hyperparameter optimisation instead of 3 , random search instead of genetic algorithm and PCA instead of feature selection respectively.
    ${ }^{2}$ LSTM-PCA with 1 LSTM.
    ${ }^{3}$ LSTM-PCA with median forecast of 20 LSTM.
    ${ }^{4}$ Similar to RC-GA but with department, weather, ermergency units or derivatives data removed.

[^2]:    ${ }^{1}$ As said in next subsection, aggregation of reservoirs could be reduced to 10 instead of 40 , thus reducing the computation time.

