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Abstract
This paper explores the open research problem001
of understanding the social behaviors of LLM-002
based agents. Using Avalon as a testbed, we003
employ system prompts to guide LLM agents in004
gameplay. While previous studies have touched005
on gameplay with LLM agents, research on006
their social behaviors is lacking. We propose007
a novel framework, tailored for Avalon, fea-008
tures a multi-agent system facilitating efficient009
communication and interaction. We evaluate010
its performance based on game success and an-011
alyze LLM agents’ social behaviors. Results012
affirm the framework’s effectiveness in creat-013
ing adaptive agents and suggest LLM-based014
agents’ potential in navigating dynamic social015
interactions. By examining collaboration and016
confrontation behaviors, we offer insights into017
this field’s research and applications.018

1 Introduction019

Artificial intelligence (AI) agents (Xi et al., 2023;020

Park et al., 2023) exhibit human-like behaviors,021

from perceiving and analyzing the environment to022

decision-making and action-taking.023

Advances in large language models (LLMs)024

(Kasneci et al., 2023; Peng et al., 2023; Touvron025

et al., 2023; Vaswani et al., 2017) offer new avenues026

for creating AI agents in complex environments, po-027

tentially simulating human society. Various works028

(Gao et al., 2023; Qian et al., 2023; Park et al.,029

2023; Ghaffarzadegan et al., 2023) simulate differ-030

ent aspects of human society. For instance, Qian031

et al. (Qian et al., 2023) simulate a software devel-032

opment company with agents representing diverse033

social identities. Park et al. (Park et al., 2023)034

assign varied social roles to agents within a sand-035

box environment. However, prior studies mostly036

examine positive social behaviors like honesty and037

collaboration, leaving research on negative social038

behaviors of LLM agents relatively scarce.039

Previous research on human society has high-040

lighted issues like misinformation and online con-041

flicts, leading to efforts to address these problems 042

(Song and Jiang, 2022; Levy et al., 2022; Chen 043

et al., 2022). To delve deeper into the social behav- 044

iors of LLM agents, we intend to comprehensively 045

investigate both positive and negative aspects of 046

their conduct. To achieve this, we employ Avalon 047

as the environment to illustrate collaboration and 048

confrontation among agents. Avalon, a represen- 049

tative communication game, assigns players hid- 050

den roles and divides them into opposing teams. 051

Throughout gameplay, players partake in discus- 052

sions, debates, and strategic maneuvers. 053

LLM agents face a challenging task in winning 054

the incomplete information game of Avalon. They 055

need to share and obtain information via communi- 056

cation and analysis, deducing other players’ roles, 057

building trust among allies, and deceiving oppo- 058

nents. Success requires technical abilities like nat- 059

ural language understanding, incomplete informa- 060

tion analysis, and strategy learning. Additionally, 061

social behaviors such as teamwork, persuasion, and 062

deception are crucial for success in Avalon game- 063

play. 064

To investigate the LLM-based agent society, we 065

propose a novel framework for the agents to play 066

Avalon. Specifically, we adopt ChatGPT as the 067

players and assign various roles to agents. We 068

adopt system prompts to guide LLM agents to play 069

Avalon automatically. Following human’s think- 070

ing methodology, we incorporate multiple mod- 071

ules, including memory storage and summarization, 072

analysis and planning, game action and response 073

generation, and experience learning. We utilize a 074

competitive baseline approach (Xu et al., 2023a), to 075

elaborate the efficacy of our proposed framework. 076

We also carefully analyze the social behaviors of 077

LLM agents, and observe clear collaboration and 078

confrontation between agents during the gameplay. 079

Our contributions can be summarized as: 080

• We explore the social behaviors exhibited by 081

LLM-based agents in the context of Avalon 082
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Method Memory Analysis Plan Action Experience Leadership Persuasion Camouflage Teamwork Confrontation Sharing
Learning

GenAgents (Park et al., 2023) ✓ ✓ ✓ ✓ ✓ ✓
Plan4MC (Yuan et al., 2023) ✓ ✓
GITM (Zhu et al., 2023) ✓ ✓ ✓
RGAgent (Akata et al., 2023) ✓ ✓ ✓
CGAgent (Xu et al., 2023a) ✓ ✓ ✓ ✓ ✓ ✓ ✓
ReCon (Wang et al., 2023c) ✓ ✓
LARL (Xu et al., 2023b) ✓ ✓ ✓ ✓
CodeAct (Shi et al., 2023) ✓ ✓ ✓ ✓
Ours ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Comparison between our work and related works in both agent framework and social behaviour analysis.

gameplay. We reveal the various aspects of083

these behaviors, including teamwork, leader-084

ship, persuasion, deception, and confrontation.085

086 • We design an effective framework to play087

Avalon, which presents superior performance088

compared with the baseline method. We also089

carefully analyse the relationship between the090

module design and agents’ social behaviors,091

providing comprehensive experiment discus-092

sions.093

• Our findings have the potential to contribute094

to a better understanding of the role of LLM-095

based agents in social and strategic contexts,096

and shed light on the implications of these097

behaviors in such environments.098

2 Related Work099

2.1 LLMs’ Impact on Society100

The growing influence of Large Language Mod-101

els (LLMs) on society has spurred significant re-102

search (Movva et al., 2023). Innovations include103

using LLMs for virtual social network simulations104

to advance social science research (Gao et al., 2023)105

and enrich human social experiences in virtual106

spaces (Kaiya et al., 2023). However, concerns107

arise regarding validity, privacy, and ethics in LLM-108

driven social computing. Ghaffarzadegan et al. pro-109

pose feedback mechanisms to address these con-110

cerns (Ghaffarzadegan et al., 2023). Additionally,111

LLMs fuel advancements in social robot develop-112

ment (Yang and Menczer, 2023), posing challenges113

like social bot detection and misinformation spread.114

Ongoing research aims to align LLMs with ethical115

standards, mitigate biases and errors, and ensure116

their reliable and ethical use across diverse applica-117

tions (Wang et al., 2023d; Liu et al., 2023).118

2.2 LLM-Based Gameplay119

The rapid development of LLM-based agents has120

resulted in significant advancements in problem-121

solving across various domains. These agents,122

known for their quick and strategic processing,123

have improved the effectiveness and robustness of 124

solving tasks (Lin et al., 2023; Wang et al., 2023b; 125

Tsai et al., 2023; Zhou et al., 2023; Park et al., 126

2023; Qian et al., 2023; Fu et al., 2023). 127

LLMs have recently been utilized in vari- 128

ous gaming environments, including task-based 129

games like Minecraft and multiplayer strategy 130

games (Yuan et al., 2023; Zhu et al., 2023; Wang 131

et al., 2023a; Akata et al., 2023; Xu et al., 2023a; 132

Wang et al., 2023c).In multiplayer strategy games 133

such as the Prisoner’s Dilemma and Battle of the 134

Sexes, LLMs model strategic interactions (Akata 135

et al., 2023). They’re also employed in social 136

deduction games like Werewolf and Avalon (Xu 137

et al., 2023a; Wang et al., 2023c; Shi et al., 2023; 138

Xu et al., 2023b), where they exhibit strategic 139

behaviors. To combat misinformation, recursive 140

contemplation has been proposed (Wang et al., 141

2023c).However, previous works have only par- 142

tially analyzed behaviors and designed agent frame- 143

works based on limited game characteristics. Thus, 144

we propose a comprehensive communicative game 145

agent framework based on LLMs and conduct a 146

thorough behavior analysis. Table 1 illustrates the 147

distinctions between our work and others. 148

3 Background 149

In our study, we chose Avalon, also known as “The 150

Resistance”, instead of Werewolf as our environ- 151

ment. Unlike Werewolf, where players are grad- 152

ually eliminated, Avalon ensures that all players 153

remain engaged throughout the game, promoting 154

social cohesion. 155

Avalon accommodates 5 to 10 players, focusing 156

on the 6-player variant herein. Players receive se- 157

cret roles in either the good or evil faction. The 158

good faction includes Merlin, Percival, and Loyal 159

Servants, while the evil faction comprises Morgana 160

and Assassin. Morgana and Assassin know each 161

other’s identities, Percival can identify Merlin and 162

Morgana, and Merlin recognizes all evil players. 163

The game spans 3-5 rounds. Players discuss and 164

vote to form a quest team of 2-3 members. Ap- 165
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proval requires a majority vote; otherwise, leader-166

ship shifts. Each round allows up to five voting167

cycles before the leader selects the team. Quest168

success hinges on cards submitted by team mem-169

bers. Good players submit success cards, while170

evil players can choose success or failure cards. A171

quest fails if it receives a failure card. The game172

concludes with victory for good players if three173

quests succeed, or for evil players if three quests174

fail. Evil players can also win by correctly identi-175

fying Merlin at the game’s end.176

3.1 Social Behaviors in Avalon177

Teamwork. Good players must collaborate to com-178

plete quests for winning. They should build trust179

with teammates while being wary of evil players.180

Leadership. Each player has the chance to lead the181

discussion for forming the quest team. The leader182

can guide the conversation and build trust among183

players. Effective leadership is crucial for victory.184

Persuasion. Players must use their communication185

skills to persuade others to believe their claims,186

trust their judgments, and support their decisions.187

Deception. Evil players pretend to be good players,188

using deceptive tactics and concealing information189

to mislead others.190

Confrontation. Disagreements and conflicts will191

arise during the game. Players must tackle these192

confrontations and work towards resolving them.193

Sharing. Each role has unique clues. Sharing194

these clues promotes collaboration and builds trust195

among players, but risks exposing one’s identity.196

4 Approach197

4.1 Setup198

Figure 1 shows the proposed framework. All199

prompts used are shown in Appendix Table 4. To200

start the game, system prompts are used to assign201

different roles to LLM agents. Each system prompt202

for a role pi includes several important components:203

Role Information RIpi (Role Name and Role In-204

troduction), Goal Gpi (Winning Conditions), and205

Abstracted Strategy Spi for gameplay. The Role206

Name and Role Introduction provide information207

about the assigned role to the LLM agent, while208

the Goal (Winning Conditions) offers insights into209

how to achieve victory. Additionally, the Initial210

Playing Strategy outlines the high-level planning211

for the LLM agent to take specific actions during212

gameplay. Below is a specific example of a system213

prompt for the role of Margana:214

Role: Morgana. 215

Role Introduction: In identification phase, you 216

can identify teammates and the Assassin. 217

Goal: Win the game by intentionally causing quests 218

to fail for three rounds, alone or with teammates. 219

Initial Strategy: You always pretend to be a loyal 220

servant and recommend yourself as a candidate for 221

quests, and let the quests fail. 222

4.2 Memory Storage 223

Analyzing game history is vital for agents to grasp 224

the current situation and make decisions. Yet, in 225

Avalon, LLM agents’ history responses are often 226

too lengthy, surpassing input limits and potentially 227

lowering performance. To tackle this, a memory 228

storage system is introduced to record conversa- 229

tions among LLM agents, enabling subsequent 230

analysis and decision-making. 231

Memory Storage. 232

Memory storage is vital for recording agents’ 233

conversation history in the current game round. It 234

comprises structured memory objects containing 235

key details like role name, detailed natural language 236

responses, round number, and a flag indicating pub- 237

lic or private status. Public information is visible 238

to all roles, while private information pertains to 239

each role’s conversation. We assign separate mem- 240

ory pools to each agent for clarity in information 241

processing. By storing this data, memory storage 242

enables agents to access and review past conversa- 243

tions, improving their understanding of the game’s 244

progress. 245

4.3 Memory Summarization. 246

To store more information in memory, we use a 247

summarization prompt to compress the information 248

from the previous round and capture the essential 249

details. The process of updating the memory with a 250

summary of the previous round is illustrated below: 251

Mt = ⟨SMR(Mt−1), (Rp1
t · · · ,Rp6

t , It)⟩ . (1) 252

The memory on round t is Mt. The response gen- 253

erated by the LLM for role pi on round t is Rpi
t , 254

and It represents the instructions and statements 255

of the host on round t. ⟨⟩ is Text concatenation. 256

SMR(·) is the summarization prompting. 257

4.4 Analysis 258

To help LLM agents improve strategic planning and 259

increase their chances of winning, we introduce an 260

analysis module. This module analyzes the role 261
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Figure 1: Our framework has six modules: summary, analysis, planning, action, response, and experiential learning.
This design follows human thinking, helps LLM agents play Avalon effectively, and reveals their social behaviors.

identity and potential strategies of other players262

during gameplay:263

Hpi
t = ANA(Mt,RIpi) , (2)264

where Mt is the memory on round t and RIpi is265

the role information. By analyzing, LLM agents266

can better understand their collaborators and com-267

petitors, leading to improved decision-making and268

effective counterstrategies for winning.269

4.5 Planning270

Agents need to understand the game progress and271

necessary strategies to win. Thus, a planning mod-272

ule is designed to create a strategic plan. The plan273

is based on the memory and information from the274

current round of the game, as described below:275

Ppi
t = PLAN

(
Mt,Hpi

t ,Ppi
t−1,RIpi ,Gpi ,Spi

)
,

(3)276

where Ppi
t represents the strategic plan of agent277

pi at round t. Gpi and Spi are goals and initial278

strategies. By creating a strategic plan, the agents279

can have a flexible strategy for different situations.280

This foresight helps them make better decisions281

about collaborating with teammates, deceiving op-282

ponents, taking on the opposing faction’s identity,283

and, if needed, sacrificing teammates or oneself to284

secure winning in the game.285

4.6 Action286

In the action module, agents decide their next ac-287

tion based on memory information, situation anal-288

ysis, and the strategic plan. There are five types289

of actions: selecting players, voting (agree or dis- 290

agree), completing quests (succeed or fail), using 291

non-verbal signals (raising hands, putting hands 292

down, opening or closing eyes), and choosing to 293

remain silent. The process of choosing the next 294

action is as follows: 295

Api
t ∼ p

(
A|Mt,Hpi

t ,Ppi
t ,RIpi ,Gpi ,Spi , I ′

t

)
.

(4) 296

The subsequent action depends on the memory, 297

the comprehensive analysis, the strategic plan, and 298

the instruction from the host. The details of these 299

action decisions are confidential and only known 300

to the respective agent. The host and other players 301

cannot see these decisions. 302

4.7 Response Generation 303

The Response Generation module is responsible for 304

generating a response to the host’s inquiry. Agents 305

in this module choose an action and provide an ex- 306

planation to the host. Agents are given the freedom 307

to collaborate, deceive, and assume the identity of 308

the opposite faction in their explanations. 309

4.8 Experience Learning 310

In practical scenarios, players can improve their 311

Avalon gameplay strategy through experience. 312

They gain insights not only from their own perspec- 313

tive but also by observing other players’ strategies. 314

An ideal Avalon LLM agent should learn from both 315

its own experiences and those of other players. 316
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4.8.1 Self-Role Strategy Learning317

In Step 1, agents generate three strategic recom-318

mendations for a player’s role-specific gameplay in319

Avalon games based on the game history. Agents320

avoid mentioning specific players and instead use321

role names to make the suggestions applicable in322

future games. In Step 2, agents enhance their strate-323

gies by incorporating the gathered suggestions324

while maintaining the original strategy’s strengths.325

4.8.2 Other-Role Strategy Learning326

Avalon LLM agents summarize the strategies327

adopted by other players to facilitate learning from328

the strategies employed by other players. Prompts329

for the above steps are presented in Appendix Table330

5.331

5 Experiment332

5.1 Implementation Details333

We developed the Avalon game program in Python,334

using the gpt-3.5-turbo-16k model as both our back-335

end and the baseline’s. In all experiments, we set336

the agent model’s temperature to 0.3 and the LLM337

extractor’s to 0. The number of suggestions gener-338

ated for updating strategies is 3. Game rules and339

role descriptions were set according to the base-340

line template (Xu et al., 2023a), which leverages341

historical context, enhances agent reasoning, and342

learns from past mistakes. Detailed descriptions343

are provided in Section A.2.344

For broader validation, we implemented our345

framework on the Llama2-7b-chat-hf model. How-346

ever, LLaMA-based agents face constraints due347

to the model’s language understanding capabili-348

ties and token limitations. Preliminary exploration349

without further analysis is discussed in Section C.350

5.2 Evaluation Metrics351

We evaluate the performance of our framework352

based on metrics from two perspectives.353

5.2.1 Gameplay Outcome and Strategy.354

From this perspective, we use metrics associated355

with the gameplay outcome and strategies to quan-356

titatively evaluate the performance of the proposed357

agents and the baseline agents.358

Winning Rate (WR). The winning rate is the per-359

centage of games won out of the total played, cal-360

culated by dividing the number of wins by the total361

games played:362

WR = (
#Wins

#Games P layed
)× 100% (5)363

Quest Engagement Rate (QER). "Quest engage- 364

ment rate" is the ratio of rounds a player joins the 365

quest team to the total rounds played in the games. 366

It’s calculated as follows: 367

QER = (
#Engagement Rounds

#Rounds
)× 100%

(6) 368

Failure Vote Rate (FVR) The quest result relies on 369

success or failure cards from team members. The 370

failure vote rate indicates the percentage of votes 371

against quest success, calculated as follows: 372

FV R = (
#Failure V otes

#V otes
)× 100% (7) 373

5.2.2 Social Behaviors. 374

From this perspective, we use ChatGPT to assist 375

the analysis on the social behaviors of agents. 376

Leadership. We gauge AI agents’ leadership us- 377

ing "Leader Approval Rate (LAR)". LAR is cal- 378

culated by dividing total approval votes by total 379

leader votes across 20 Avalon games. It reflects 380

consensus among players on proposed quest teams. 381

Persuasion. To evaluate LLM agents’ persuasion, 382

we track two metrics: self-recommendation rate 383

(proposing oneself for quests) and success rate 384

(self-recommendation for quest participation). 385

Deception. Detecting deception in AI agents is 386

challenging. We focus on identifying instances 387

where agents assume different identities in the ini- 388

tial round of each game. Behaviors include Self- 389

Disclosure, Camouflage, and Withholding Identity. 390

Teamwork and Confrontation.We use ChatGPT 391

to analyze role responses, aiming to identify in- 392

stances of collaboration or confrontation. Chat- 393

GPT prompts with a player’s response and evalu- 394

ates trust (teamwork), lack of trust (confrontation), 395

or ambivalence towards others. 396

Sharing. Sharing reflects how often agents dis- 397

close valuable information, crucial for team coop- 398

eration. Using ChatGPT, we analyze agents’ di- 399

alogues to identify instances of sharing behavior, 400

aiming to quantify their willingness to share for the 401

team’s benefit. 402

5.3 Experiment Results 403

To validate the efficacy of Avalon AI agents, we 404

repurposed Werewolf AI agents (Xu et al., 2023a) 405

as baselines. Across two sets of 10 consecutive 406

Avalon games, our agents faced off against the 407

baselines, with Evil versus Good and vice versa. 408

After the matches, we compared the winning rates 409
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Method Good Side Evil Side

Ours 90 100

w/o analysis 60 60
w/o plan 80 100
w/o action 100 80
w/o strategy learning 50 60

Table 2: Results of the gameplay between ours and
baseline. We present the winning rates (WR) of our
method being good and evil sides.

Figure 2: (a): Comparison of the engaging quests rate
when playing evil side. Higher engaging quests rate
means more opportunities for the player to influence the
outcome of the game. (b): Comparison of the failure
vote rate when playing evil side. Baseline is worse.

of our Avalon AI agents to the baselines. As de-410

picted in Table 2, our method demonstrated a 90%411

winning rate in 10 games when playing the good412

side. Conversely, when playing the evil side, the413

winning rate was 100% over the same number of414

games.415

Ablation studies reveal the importance of key416

modules in our AI agents. Removing the analy-417

sis module lowered winning rates to 60% for both418

sides, showing its impact on understanding and419

decision-making. Excluding the planning module420

reduced the good side’s winning rate to 80%, high-421

lighting its role in devising strategies. Without the422

action module, the good side won 100% while the423

evil side dropped to 80%, indicating its importance424

for the evil side’s success. Removal of the strategy425

learning module led to winning rates decreasing to426

50% and 60% for good and evil respectively, em-427

phasizing its role in enhancing strategies. In con-428

clusion, the analysis and strategy learning modules429

significantly influence game outcomes, affecting430

both sides’ winning rates. Additionally, the plan-431

ning and action modules are crucial for success,432

given their impact on gameplay.433

To better grasp the strategies employed by our434

Avalon Agents and the baseline agent, we com-435

pared quest engagement and failure voting rates436

when different AI agents acted as the evil side.437

Both rates significantly impact game outcomes. A438

higher quest engagement rate allows more chances439

for players to influence the game, while a higher 440

failure voting rate suggests a greater chance for 441

the evil side to win but also increases the risk of 442

exposure, indicating an aggressive gameplay ap- 443

proach. Figure 2 illustrates the outcomes for quest 444

engagement and failure voting rates. Our AI agents, 445

particularly when playing as Morgana and Assas- 446

sin, show assertiveness, with a 40.3% quest en- 447

gagement rate and 84.0% failure voting rate. In 448

comparison, baseline agents have lower rates at 449

33.1% and 36.5% respectively. As a result, our 450

proposed Avalon AI agents achieve a 100% win 451

rate against the baseline agents when playing as the 452

evil side. 453

Figure 3: (a): The leadership behavior. Players with
higher Leader Approval Rate get more agreements from
other players when deciding a quest team. (b) and (c):
The persuasion behavior. Self-recommendation Rate:
players with higher Self-recommendation Rate are more
will to engage in quests. Self-recommendation Success
Rate: players more likely to gain the trust of other play-
ers has higher Self-recommendation Success Rate.

6 Social Behaviors of AI Agents 454

To evaluate if AI agents replicate human social be- 455

haviors in Avalon, we conduct a thorough analysis. 456

This involves assessing the agents’ execution of 457

teamwork, leadership, persuasion, deception, and 458

confrontation through the frequency distribution in 459

game logs from two sets of 20 consecutive Avalon 460

games, shown in Figure 2. 461

6.1 Leadership 462

Leadership skills come into play when players take 463

charge of discussions and decision-making pro- 464

cesses. A good leader can steer the conversation, 465

guide suspicions, and rally the loyal servants to 466

make informed decisions. Leadership abilities are 467
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Figure 4: The deception behavior when playing differ-
ent roles: at first round of each game, the distribution
of the players choose Self-Disclosure, Camouflage or
Withholding Identity.

crucial for the good side to effectively counter the468

deceptive tactics employed by the evil side.469

Figure 3 (a) illustrates the Leader Approval Rate470

when agents assume various roles. It is evident471

that our agents, playing on the good side, attain472

remarkably high Leader Approval Rates when serv-473

ing as leaders. Notably, the AI agents achieve a474

Leader Approval Rate exceeding 80% averagely475

while undertaking roles associated with the good476

side. This signifies their robust leadership qual-477

ities and their proactive approach to steering the478

gameplay towards victory. However, the baseline479

agents could propose good side players to the quest480

team to achieve high Leader Approval Rate but low481

game win rate.482

6.2 Persuasion483

Figure 3 displays the evaluation outcomes assess-484

ing the AI agents’ persuasion ability. Notably,485

agents employ distinct strategies based on their as-486

sumed roles, as shown in Figure 3 (b). When play-487

ing as Loyal Servant and Morgana, agents display488

a high self-recommendation rate for quest team par-489

ticipation, impacting mission success. Conversely,490

a cautious approach is seen with roles like Mer-491

lin, Percival, and Assassin, evident from their low492

self-recommendation rates. This strategic restraint493

is crucial, particularly for roles like Merlin, em-494

phasizing the importance of concealing identity.495

From Figure 3 (c), Loyal Servants exhibit higher496

success rates in self-recommendation compared to497

roles that easily raise suspicion. Additionally, the498

proposed Avalon Agents show higher rates of self-499

recommendation and greater success compared to500

baseline agents, indicating enhanced persuasion501

abilities.502

6.3 Deception 503

Deception is central to Avalon. Evil roles must 504

deceive loyal servants while subtly sabotaging mis- 505

sions. Skilled players create elaborate lies and mis- 506

direction. Loyal servants also engage in deception 507

to conceal their identities, especially when under 508

suspicion. 509

In Figure 4, the rates of various behaviors ex- 510

hibited by AI agents are displayed. Notably, the 511

agents display a notably high tendency to reveal 512

their identities at the commencement of the game, 513

particularly among the roles associated with the 514

good side. Intriguingly, in the roles of Morgana and 515

Assassin, agents opt to either conceal or assume dif- 516

ferent identities without explicit instructions to do 517

so in the initial strategy. Specifically, Morgana and 518

the Assassin display rates of assuming alternate 519

identities of 10% and 15%, respectively, a strat- 520

egy akin to that observed in human players, where 521

Percival perceives both Merlin and Morgana but 522

lacks precise knowledge of their identities. This 523

spontaneous adoption of deceptive behaviors by AI 524

agents stands out as a captivating observation, un- 525

derscoring their adaptability and strategic acumen 526

in the pursuit of game victory. 527

6.4 Teamwork and Confrontation 528

Teamwork is vital for loyal servants to identify 529

each other and succeed in missions by strategizing, 530

discussing assignments, and sharing information 531

to uncover evil roles. Confrontations arise when 532

suspicions lead to accusations, resulting in intense 533

exchanges where accusers present reasoning and 534

the accused offer defenses or deflect suspicion onto 535

others. 536

In Figure 5 (a), teamwork and confrontation rates 537

of good side roles are depicted. Loyal Servants 538

tend to avoid confrontation due to their lack of 539

specific identity information. However, Merlin, 540

aware of Morgana and Assassin, confronts them 541

frequently. Percival, aware of Merlin and Morgana 542

without knowing their exact identities, confronts 543

both. These observations highlight the adaptive 544

strategies of AI agents, mirroring the social dynam- 545

ics of human players in Avalon. 546

Figure 5 (b) shows teamwork and confrontation 547

rates of baseline agents. Rates remain consistent 548

across roles, suggesting they do not adjust strate- 549

gies based on role assumptions. 550
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Figure 5: The teamwork and confrontation behaviors when playing different roles. Each subfigure shows the attitude
distribution of the player portraying specific role (on the top) towards players in other roles (on the left).

Figure 6: (a): The sharing behavior when playing Per-
cival and Merlin at the first round. (b) and (c): The
teamwork vacillation between different rounds.

6.5 Sharing551

Sharing is essential for Percival and Merlin. They552

possess more information than other good roles,553

and sharing their insights aids in winning the game.554

However, excessive sharing of known information555

may also benefit the opposing side, as discussions556

are public to all players. Therefore, strategic shar-557

ing of information is necessary to win the game.558

Figure 6 (a) depicts the proportion of known559

information shared with other players by different560

agents playing the roles of Merlin and Percival in561

the first round of the game. It is observed that both562

the agents designed by us and the baseline agents563

exhibit an excessive level of sharing behaviors.564

6.6 Vacillation565

At the game’s onset, some players possess identity566

clues, like Percival knowing Morgana and Mer-567

lin without distinction, while others, like Loyal568

Servants, lack such info. Both situations require569

players to deduce identities for their camp’s bene-570

fit. Analyzing teamwork proportions across rounds571

reveals players’ ability to discern allies and foes.572

Figure 6 (b) illustrates Loyal Servants’ team-573

work tendencies, while (c) shows Percival’s tenden-574

cies towards Morgana and Merlin. Throughout the 575

game, players increasingly collaborate with team- 576

mates and less with enemies. However, Loyal Ser- 577

vants face greater challenges inferring roles, lead- 578

ing to higher teamwork with potential foes. 579

6.7 Behavior Spontaneity 580

Teamwork and confrontation behaviors of players 581

arise spontaneously due to game mechanics foster- 582

ing interaction and competition. Teamwork aids in 583

identifying evil roles, facilitating successful quests. 584

However, teamwork often brings confrontation, as 585

doubts about role identities persist. Even with- 586

out strategic learning mechanisms, players exhibit 587

these behaviors, showing their spontaneous nature. 588

However, behavior distributions vary significantly 589

between agents with and without strategic learning. 590

The relevant analysis is provided at the Section D. 591

7 Conclusion 592

This paper explores the social behaviors of LLM- 593

based agents in the Avalon communication game. 594

We introduce a multi-agent framework facilitat- 595

ing efficient communication and interaction. This 596

framework includes memory, analysis, planning, 597

action, and response modules capable of learning 598

from experience. Unlike prior studies, our research 599

delves into the social dynamics of these agents in 600

gameplay scenarios. Our evaluation showcases the 601

success of our framework in achieving winning 602

strategies and the adaptability of LLM agents in 603

complex social interactions. Future work involves 604

optimizing our approach, exploring its applicability 605

in diverse game environments, and further under- 606

standing LLM agents’ potential in dynamic social 607

interactions. 608

8



8 Limitations609

Although the LLM agent framework we proposed610

has performed well in the Avalon game, there are611

also limitations of high cost and slow interaction612

speed, due to multiple accesses to the model re-613

quired for each interaction. Additionally, from the614

behaviors exhibited by the agent, there are also in-615

stances of unreasonable behavior distribution, such616

as excessive self-disclosure actions. In the future,617

we will explore and improve these aspects.618
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A Appendix758

A.1 Avalon Introduction759

Avalon is designed for 5 to 10 players. Specifically,760

we focus on the 6-player variant of the game.761

Player roles. Roles including Merlin, Percival,762

Morgana, Assassin, and two Loyal Servants, are763

divided into good and evil sides. Merlin, Percival,764

and loyal servants are on the good side, while Mor-765

gana and Assassin are on the evil side. Players are766

assigned roles secretly, with some having special767

abilities. Morgana and Assassin are initially aware768

of each other. Percival is able to see Merlin and769

Morgana but does not know their exact identities.770

Merlin is aware of the identities on the evil side.771

Quest team assignment. After receiving roles,772

players engage in 3-5 rounds of discussion and773

voting for a certain number of players to form a774

quest team. At the start of each round, a leader is775

assigned in rotation. The leader hosts a discussion,776

followed by a public vote on quest team members.777

If more than half of the votes agree, the team forms;778

otherwise, leadership rotates to the next player for779

further discussion and voting. Each round allows780

up to five discussion and voting cycles, with the781

leader directly assigning team members after the782

fifth round.783

Quest phase. The quest outcome is determined784

by the cards submitted by the quest team. Good785

players can only submit success cards, while evil786

players can choose to submit either success or fail-787

ure cards. A quest is successful if all team members788

vote for success, and fails if one or more members789

vote for failure.790

End of the game. The game ends when three791

quests succeed (good side wins) or three quests fail792

(evil side wins). Additionally, the evil players can793

win by correctly identifying Merlin at the end.794

A.2 Game Rules and Role Description795

You are playing a game called796

the Avalon with some other797

players. This game is based798

on text conversations. Here are799

the game rules:800

Roles: The moderator is also801

host, he organised this game802

and you need to answer his803

instructions correctly. Don’t804

talk with the moderator. There805

are five roles in the game,806

Merlin, Percival, Loyal Servant,807

Morgana, Assassin. Merlin, 808

Percival and Loyal Servant 809

belong to good side and Morgana 810

and Assassin belong to evil side 811

There are two alternate phases 812

in this game, reveal phase and 813

quest phase. When it’s reveal 814

phase: You need follow the 815

instructions of the moderator. 816

You needn’t worry about other 817

players and moderator knowing 818

what you say and do. No need 819

to worry about suspicions from 820

others during the phase. If 821

you are Merlin, you can know 822

which two players are Morgana 823

and Assassin but you can’t know 824

which one is Morgana or Assassin 825

specifically. If you are 826

Percival, you can know which two 827

players are Merlin and Morgana 828

but you can’t know which one is 829

Merlin or Morgana specifically. 830

If you are Morgana, you can know 831

which player is Assassin.If you 832

are Assassin, you can know which 833

player is Morgana. If you are 834

Loyal Servant, you can’t get any 835

information in this phase. 836

The quest phase includes 5 837

rounds. A round includes 838

discussion, voting and execute 839

quest. At every round, all 840

players need to discuss about 841

which players (candidates) will 842

execute the quest at current 843

round. And then all players 844

need to vote if the candidates 845

should execute the quest, if 846

the agreement exceeds 1/2, the 847

candidates will execute the 848

quest, otherwise, discuss again 849

and vote again. When executing 850

quest, the candidates need to 851

choose to make quest successful 852

or failed. If all candidates 853

choose to make quest successful, 854

the quest will succeed. If 855

anyone makes the quest failed, 856

the quest will fail. 857

At the end of a round, if the 858
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quest succeed, good side will859

get one point, otherwise, evil860

side will get one point. Which861

side get 3 points earlier, which862

side wins the game. If you are863

Assassin, at the end of a round,864

you can choose to identify865

which one is Merlin, if the866

identifying is successful, the867

red camp directly win the game.868

If not successful, the Assassin869

will expose his identification.870

Objectives: your goal is to871

help your side get 3 points872

and win the game. If you are873

Assassin, you also need to874

reason which player is Merlin875

as early as possible.876

Tips: To complete the objective:877

you should analyze and use your878

ability correctly. During879

quest phase, you need to880

reason carefully about the881

roles of other players and be882

careful not to reveal your own883

role casually unless you’re884

cheating other players. Only885

give the player’s name when886

making a decision/vote, and887

don’t generate other players’888

conversation. Reasoning based889

on facts you have observed and890

you cannot perceive information891

(such as acoustic info) other892

than text. You are {player},893

the {role}. You’re playing894

with 5 other players. Do not895

pretend you are other players or896

the moderator. Always end your897

response with ‘<EOS>’.898

A.3 Module Prompts899

Our designed prompts for different modules are900

presented in Tables 4 and 5.901

A.4 Heuristic Rules for LLM Gameplay902

In the gameplay, we used LLM to extract infor-903

mation from the responses of the agents. For ex-904

ample, when the agent selects a player, it extracts905

the player number, and when voting, it extracts the906

player’s voting result. With several demonstrations907

of how to extract corresponding information, LLM908

can extract information very accurately to help the 909

game proceed smoothly. Table 3 shows some cases 910

of extraction. 911

It is observed agents sometimes may fail to an- 912

swer questions correctly, such as voting with un- 913

clear attitudes. In order to allow the game to pro- 914

ceed smoothly, we design the following heuristic 915

rules. When voting for quest candidates, if the 916

agent’s answer is unclear, we assume that it agrees. 917

When voting the quest for success or failure, if the 918

agent’s answer is unclear, we default to it voting for 919

failure. When agents select an excessive number 920

of players, we truncate the selection to meet the 921

quest’s requirements. In cases where the agents 922

choose too few players, the host will repeat ques- 923

tion to the agent. If the required player count is 924

still not met even after multiple retries, the program 925

steps in to assist by making a random selection on 926

behalf of the agent. 927

A.5 Ablation Study 928

To validate the efficacy of the proposed modules, 929

we conducted an ablation study under both with 930

and without learning from experience setting. Ini- 931

tially, we assessed the effectiveness of the Improv- 932

ing Strategy Module (IS), the Analysis of Others’ 933

Strategies Module (AO), and the Analysis Module 934

(AM) within the context of the learning from ex- 935

perience setting, wherein strategies were updated 936

based on accumulated gameplay for both our agents 937

and the baseline agents. In this evaluation, the 938

proposed agents engaged in ten games, assuming 939

evil side roles, against the baseline agents for each 940

module. Following these games, the wining rate 941

(WR), quest engagement rate (QER), and the fail- 942

ure voting rate (FVR) were measured and reported 943

for analysis. Table 6 presents the outcomes of the 944

ablation study conducted within the learning-from- 945

experience setting. It is discernible that in the ab- 946

sence of the Improving Strategy module, where the 947

strategy remains static but the agent can still glean 948

insights from other players’ strategies, the winning 949

rate decreases by 20%. Additionally, the agents ex- 950

hibit reduced aggression, indicated by lower quest 951

engagement rates and failure voting rates. Further- 952

more, the absence of the Analysis of Others’ Strate- 953

gies module and the Analysis Module also leads to 954

a decline in the winning rate. In these scenarios, 955

the agents adopt a cautious gameplay approach, 956

resulting in significantly lower quest engagement 957

rates but higher failure voting rates. 958
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Selection Case:
Please extract the answer to the question from the answer.

Question: Please start discussing the candidates for the turn 1 quest
(please explain the reasons for your choice appropriately). The number of
players in this quest is 2.

Answer: I suggest that for the turn 1 quest, we consider including
both player 1 and player 2. Player 1 has consistently shown loyalty and
dedication, and player 2 strongly implied their role as Morgana during the
reveal phase. By including both players, we can increase our chances of
successfully completing the quest. Thank you.

Extractor:
1, 2

Voting Case:
Complete the following instructions based on the questions and answers.

Response true, if the answer expresses: 1.obvious agreement to something.
2.obvious decision to do something. 3.obvious expression of making quest
successful. 4.obvious yes to something

Response false, if the answer expresses: 1.obvious disagreement to
something. 2.obvious decision not to do something. 3.obvious expression
of making quest failed. 4.obvious no to something

Response none, if the answer is not related to the question or didn’t
express a obvious attitude to something.

Question: The quest leader decides that the player 1player 3, player 5 will
engage in the quest. You can choose to agree or object. Please vote to agree
or disagree.

Answer: I vote to disagree.

Extractor:
False

Table 3: Cases of LLM-based extraction
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Summarization:
Within the context of the Avalon game, please assist {Player i} in

summarizing the conversations known to him from the current phase. These
conversations are structured in JSON format, with “message” signifying
the content of the conversation, "name" identifying the speaker, and
“message_type” indicating the type of message relevant to {Player i}.
Specifically,“public” implies that all players have access to the message,
while “private” implies that only {Player i} has access to it.

Conversations: {conversations}.

Analysis:
Your task is to analyze roles and strategies of the players who might be

your enemies according to their behaviors. The analysis should be no more
than 100 words. The behaviors are summarized in paragraphs.

Your name is {Name} your role is {Role}.

The summary is {Summary}.

Planning:
Your task is to devise a playing plan that remains in harmony with your

game goal and existing strategy, while also incorporating insights from your
previous plan and current environment state.

{Role Information}

Goal: {Goal}

Strategy: {Strategy}

Your previous plan: {Plan}

Summary of previous rounds: {Summary}

Analysis about other players: {Analysis}.

Action:
Your objective is to make decisions based on your role, your game goal

and the current game state. There are five types of actions you can take:
choosing players, voting (agree or disagree), performing missions (make
missions succeed or fail), using non-verbal signals (raise hands up, put
hands down, open eyes, or close eyes), and choosing to remain silent. Only
one action type can be selected at a time. If you decide to choose players,
you can choose multiple players according to Host’s question.

{Role Information}

Goal: {Goal}

Strategy: {Strategy}

Your current plan: {Plan}

Summary of previous rounds: {Summary}

Analysis about other players: {Analysis}.

Host’s Instruction: {Instruction}.

Response:
Your task is to provide detailed response to the question of Host, in

accordance with the provided actions. Your response should be no more than
100 words.

{Role Information}

Goal: {Goal}

Strategy: {Strategy}

Your current plan: {Plan}

Summary of previous rounds: {Summary}

Host’s Instruction: {Instruction}.

current actions: {actions}

Table 4: Input prompts of our proposed different modules.
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Self-Role Strategy Learning (Step 1)
Your task is to provide 3 suggestions for {player}’s playing strategy of the

role {role} in Avalon games, according to the game log. The game log includes
the summaries of different rounds of a game.

The roles of the players: {player-role mapping}

The summaries of a round game: {summary}

{player}’s game goal: {goal}

{player}’s playing strategy of role {role}:{current strategy}

Previous suggestions: {suggestions from last game}

Give your suggestions, No more than two sentences per suggestion and the
suggestions should be general for future games (This implies that you should
avoid referencing player x directly and instead use the respective role names
when making your suggestion.) and effectively help him achieve his game goal
in future games.

Self-Role Strategy Learning (Step 2)
Your task is to help {player} improve his playing strategy of the role

{role} a Avalon game with suggestions.

{player}’s strategy: {current strategy}

Suggestions: {suggestions}

Please improve the strategy while retaining the advantages of the original
strategy for him and the strategy should be no more than 2 sentences.
Describe the strategy you provide using continuous sentences rather than
bullet points or numbering.

Other-Role Strategy Learning
Your task is to help {player} analyze the strategies of other players in

a Avalon game, according to the game log. The game log is summarized in
paragraphs.

The roles of the players: {player-role mapping}

The summaries of rounds of the game: {summary}

Previous strategies of other roles: {previous strategies}

Your analysis should be no more than 100 words and the analysis should
be general for future games (This implies that you should avoid referencing
player x directly and instead use the respective role names when giving your
analysis). And analyze together with previous strategies.

For example: The strategy of Merlin is that ... The strategy of Assassin
is that... The strategy of ... is ...

Table 5: Input prompts of our experience learning module.
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Method WR(%) QER(%) FVR(%)
Morgana Assassin Morgana Assassin

full 80 44.1 49.1 66.6 78.5
w/o. IS 60 42.8 39.3 46.1 100

w/o. AO 70 18.3 8.3 100 100
w/o. AM 50 29.3 39 87.5 100

Table 6: Ablation Study on Experience Learning: Com-
pare of full framework, without improving strategy (IS),
without analysis strategies of others (AO) and without
analysis module (AM).

Method WR(%) QER(%) FVR(%)
Morgana Assassin Morgana Assassin

all modules 90 55.5 58.3 93.7 100
w/o analysis 80 44.1 47.5 100 100

w/o. plan 60 55 16.6 90 100
w/o. action 80 45.6 45.6 100 100

Table 7: Module Ablation: under the setting without
learning from experience.

Following the initial evaluation, we proceeded959

to assess the effectiveness of the Analysis Mod-960

ule, Planning Module, and Action Module under961

conditions where learning from experience was not962

incorporated. In this scenario, strategies were not963

updated for both our agents and the baseline agent.964

It is essential to note that the games were conducted965

independently, with no influence from previous966

games on future gameplay. Table 7 presents the967

results from the module ablation study conducted968

without incorporating learning from experience. It969

is discernible that the absence of the planning mod-970

ule results in a notable 20% decrease in the winning971

rate. Additionally, the Assassin exhibits a signif-972

icantly lower quest engagement rate, indicating a973

tendency to overlook the mission objective without974

the guidance of a strategic plan. This underscores975

the critical importance of the planning module in976

ensuring that agents consistently progress toward977

winning the game.Furthermore, in the absence of978

both the analysis and action modules, the agents979

exhibit a slightly lower quest engagement rate. De-980

spite this, they manage to maintain an impressive981

80% winning rate.982

In the final phase of our evaluation, we scruti-983

nized the impact of analysis on all players, team-984

mates and adversaries. In each configuration, our985

agents assumed the roles of the evil side in ten986

Method WR(%) QER(%) FVR(%)
Morgana Assassin Morgana Assassin

all players 90 55.5 58.3 93.7 100
teammates only 80 26.8 48.1 62.5 100
adversaries only 90 38.3 45.3 92.3 100

Table 8: Analysis Module Ablation: under the setting
without learning from experience. Analyzing different
objects.

Persuasion

As the Loyal Servant, I would like to propose player
1, player 3, and myself, player 5, as candidates for

the third mission. Player 1… Player 3 … As for
myself, I have been actively involved in the previous

missions and have consistently emphasized my
loyalty and dedication to the good side's victory.

Loyal Servant:

Figure 7: Persuasion example

Deception

As a loyal servant, I believe that player 3 and player
4 should be the candidates for the round 1 quest.

Mogana:

Figure 8: Deception example

games, facing off against baseline agents aided by 987

corresponding analysis information. The results, 988

encompassing winning rate, quest engagement rate, 989

and failure voting rate, are tabulated in Table 8. 990

It becomes apparent that when analysis informa- 991

tion is restricted solely to teammates, the winning 992

rate declines by 10%. In response, our proposed 993

AI agents adopt a less aggressive approach, evi- 994

dent in reduced quest engagement rates and failure 995

voting ratings. However, when analysis informa- 996

tion pertains exclusively to adversaries, there is a 997

decrease in quest engagement rates while retain- 998

ing the winning rate and failure voting rate. This 999

phenomenon can be attributed to the strategic ad- 1000

vantage gained by the Assassin, who can identify 1001

Merlin with the aid of analysis information on ad- 1002

versaries. Consequently, the analysis of adversaries 1003

proves to be paramount for the evil side’s victory 1004

in Avalon games for AI agents. 1005

B Case Study 1006

In Figures 7, 8, 9 and 10, we present examples to 1007

show how the AI agents perform the social behav- 1008

iors in the Avalon games. 1009

C Exploration on LLaMA-Based Agents 1010

Table 9 presents the performance of agents based 1011

on LLaMA2 in the Avalon game, where we mea- 1012

sure their performance using Valid Response Rate 1013

(defined in equation 8). Compared to GPT3.5, 1014

LLaMA shows a decrease of 25.1% in this met- 1015

ric. This could be attributed to LLaMA’s poorer 1016

language comprehension abilities compared to 1017

Base Model VRR (%)
Loyal Servant Merlin Percival Morgana Assassin Average

LLaMA2 51.9 61.0 53.6 66.5 66.9 59.9
GPT-3.5 81.7 84.2 81.9 89.7 87.6 85.0

Table 9: Valid Response Rate (VRR) of different models
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Teamwork

I propose that player 2 and player 3 should be the
candidates for the round 1 quest.

Mogana:

Assassin:

I agree with player 1's proposal to have player 2 and
player 3 as candidates for the round 1 quest.

Confrontation

I object to the inclusion of player 2 and player 4 in
the quest. They have shown suspicious behavior in
previous discussions and their loyalty cannot be
trusted.

Loyal Servant:

Figure 9: Teamwork and confrontation examples

Leadeship

    As a loyal servant, my priority is to ensure the
success of the quest and secure victory for the good
side. For the first quest, I would like to propose
player 5 (myself) and player 6 as the candidates.

Loyal Servant:

Figure 10: Leadership example

GPT3.5, resulting in its inability to grasp the com-1018

plex content of the Avalon game.1019

Valid Response Rate (VRR). Agents are required1020

to engage in discussion, select players, and vote. A1021

Valid Response is defined as a response that adheres1022

to these requirements. the VRR is calculated as1023

follows:1024

V RR = (
#V alid Responses

#Total Responses
)× 100% (8)1025

D Teamwork and Confrontation1026

Figure 11 and Figure 12 illustrate the differences1027

in teamwork and confrontation behaviors of agents1028

under conditions with and without experience learn-1029

ing.1030

Figure 12 shows that, without strategic learning,1031

evil-side players (e.g., Morgana) overly confront,1032

while good-side players confront less, with mini-1033

mal variation. This contrasts with Figure 11, de-1034

picting agents with strategic learning. Here, the1035

introduction of strategic learning mitigates exces-1036

sive confrontation by evil-side players, who strate-1037

gically engage in more teamwork. Conversely,1038

good-side players strategically increase confronta-1039

tion with potential enemies while reducing it with1040

potential teammates.1041
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Figure 11: The teamwork and confrontation behaviors when playing different roles: each subfigure shows the
attitude distribution of the player portraying specific role (on the top) towards players in other roles (on the left).

Figure 12: The teamwork and confrontation behaviors when playing different roles (agents without experience
learning module)
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