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ABSTRACT

Modern optimization algorithms that incorporate momentum and adaptive step-
size offer improved performance in numerous challenging deep learning tasks.
However, their effectiveness is often highly sensitive to the choice of hyper-
parameters, especially the learning rate. Tuning these parameters is often diffi-
cult, resource-intensive, and time-consuming. Therefore, recent efforts have been
directed toward enhancing the stability of optimizers across a wide range of hyper-
parameter choices (Schaipp et al., 2024). In this paper, we introduce an algorithm
that matches the performance of state-of-the-art optimizers while improving sta-
bility through a novel adaptation of the NGN step-size method (Orvieto & Xiao,
2024). Specifically, we propose a momentum-based version (NGN-M) that attains
the standard convergence rate of O(1/+/K) under common assumptions, without
the need for interpolation condition or assumptions of bounded stochastic gradi-
ents or iterates, in contrast to previous approaches. Additionally, we empirically
demonstrate that the combination of the NGN step-size with momentum results in
high robustness while delivering performance that is comparable to or surpasses
other state-of-the-art optimizers.

1 INTRODUCTION

Adaptive methods such as Adam (Kingma & Ba, 2015) and RMSprop (Hinton et al., 2012) are widely
used in machine learning due to their established advantages over (momentum) SGD, particularly
in tasks such as training Transformers (Brown, 2020; Touvron et al., 2021; 2023). These methods
adaptively scale the step-size across different dimensions (parameters) based on their respective
statistics, effectively acting as a diagonal precondition.

Although these methods perform well in practice, existing theoretical analyses typically require
stringent assumptions on the noise structure of the stochastic gradients, such as sub-Gaussian noise
(Li et al., 2024) or affine noise models (Wang et al., 2024; Zhang et al., 2024a). Relaxing these
assumptions remains an open challenge. Another well-known issue with Adam is its sensitivity to
the step-size hyper-parameter (Wilson et al., 2017; Choi et al., 2019), particularly when training
Transformers, where loss spikes are commonly observed (Molybog et al., 2023; Wortsman et al.,
2023). This often necessitates careful adjustments of the hyper-parameters throughout the training
process (Zhang et al., 2022; Chowdhery et al., 2023), which can be costly in terms of computa-
tional resources (Or et al., 2020). Consequently, there has been growing interest in developing
optimization methods that are more robust to hyper-parameter selection (Schaipp et al., 2024). In
addition to adapting the step-size, Adam and other state-of-the-art optimizers also rely on momen-
tum (Polyak, 1964), a broadly used technique that has been shown to enhance performance both
theoretically (Cutkosky & Mehta, 2020; Fatkhullin et al., 2024; Islamov et al., 2024) and practically
(Choi et al., 2019; Fu et al., 2023; Jelassi & Li, 2022). Besides speeding up convergence, momen-
tum is known as a technique to reduce the variance of stochastic algorithms (Ma & Yarats, 2018;
Cutkosky & Orabona, 2019), improving stability as well as generalization in some settings (Jelassi
& Li, 2022).

In this work, we address the aforementioned drawbacks of Adam by developing a new algorithm
based on the recently proposed NGN step-size (Orvieto & Xiao, 2024), an improved variant of the
Stochastic Polyak Step-size (Loizou et al., 2021), that has demonstrated strong resilience to step-
size hyper-parameter tuning: in particular, the algorithm was shown to never diverge for any choice
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of the step-size hyper-parameter in the convex setting, and to exhibit strong curvature adaptation
properties strengthened by theoretical guarantees. However, the step-size of Orvieto & Xiao (2024)
simply adapts the learning rate through a scalar multiplier, leaving to future work the incorporation
of momentum and coordinate-wise variants — needed in complex problems such as optimizing trans-
formers, as motivated above. Here, we develop a momentum and step-size adaptive version of NGN
designed to enhance robustness in terms of hyper-parameter selection. We also present a theoretical
analysis alongside a practical evaluation of this approach, showcasing its improvements over current
state-of-the-art methods.

In summary, our contributions are as follows:

1. First, we introduce a new algorithm named NGN-M that combines the NGN step-size with
momentum. We theoretically show that NGN-M achieves a convergence rate O(1/vEK) in
the convex regime without the typical requirements of interpolation or bounded gradient
assumptions found in earlier works.

2. Next, we focus on the problem of adapting the step-size rule towards a coordinate-wise
diagonal preconditioning. By integrating this diagonal step-size strategy with momentum,
we develop a new variant of NGN, called NGN-MD.

3. The theoretical results are supported by extensive empirical validation in various deep
learning settings where we demonstrate that NGN-M and NGN-MD not only preserve the
robustness property of the NGN step-size, but improve it further in many cases. The step-
size hyper-parameter resilience comes together with better performance comparable to that
of state-of-the-art algorithms.

2 RELATED WORKS

Polyak Step-size. When training a deep network with standard optimizers, tuning the learning
rate is crucial but time-consuming and resource-intensive (Goodfellow et al., 2016). This issue is at
the root of recent research focusing on transferring hyper-parameters across architectures at different
scales, therefore avoiding expensive tuning pipelines (Yang et al., 2022; 2023; Bordelon et al., 2023).
Yet, already in the convex setting choosing the learning rate can be difficult — an issue that was
studied already in Polyak (1987) and gave rise to the first adaptive method: the Polyak Stepsize (PS).
Recently, there has been a renewed interest adapting PS to modern settings (Loizou et al., 2021;
Orvieto et al., 2022; Jiang & Stich, 2024), delivering a theoretically principled way to adaptively
scale the gradient magnitude during training. PS-inspired methods have gained increasing interest
for their simplicity and adaptability, as they utilize local curvature and smoothness information to
accelerate algorithms and facilitate faster convergence. Orvieto & Xiao (2024) recently introduced a
variant of the Stochastic Polyak step-size, called NGN, which further enhances the robustness of the
step-size hyper-parameter and solidifies the link to Gauss-Newton preconditioning. The theoretical
analysis in Orvieto & Xiao (2024) demonstrated that NGN does not diverge regardless of the choice
of the step-size hyper-parameter, and converges fast when the step-size is appropriately tuned. In
contrast, the current theory of the SPS step-size with fixed step-size hyper-parameters (Loizou et al.,
2021) proves convergence to the exact solution only if the interpolation condition holds'.

Polyak Step-size and Heavy-ball Momentum. Heavy-ball momentum methods, stemming from
the work of Polyak (1964), have gained significant attention over the years due to their benefits,
including acceleration on convex quadratics (Jain et al., 2018; Lee et al., 2022; Bollapragada et al.,
2022), convex-like (Wang et al., 2022), and non-convex problems (Cutkosky & Mehta, 2020), as
well as their variance reduction abilities (Ma & Yarats, 2018; Cutkosky & Orabona, 2019). This
has led to growing interest in the combination of Polyak step-size and heavy-ball momentum, which
is now an active area of research (Barré et al., 2020; Saab et al., 2022; Barré et al., 2020; Wang
et al., 2023; Oikonomou & Loizou, 2024). Recently, Schaipp et al. (2024) demonstrated that a
geometrically principled combination of SPS and momentum leads to lower sensitivity to the step-
size hyper-parameter, although they did not provide strong theoretical convergence guarantees.

Diagonal Polyak Step-size. Coordinate-wise adaptive step-sizes are essential in training Trans-
former architectures due to the varying parameter-wise scaling and conditioning of the problem

'In our notation, this means that o2, = 0.
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Table 1: Summary of existing methods exploiting Polyak-type adaptive step-sizes and their conver-
gence guarantees. Mom.=Supports momentum; Diag.=Supports diagonal step-sizes. o2, is defined
in Section 4. O notation hides absolute and problem-dependent constant factors and logarithmic
terms in the rate.

Method Rate (@) Mom. Diag. Comments
SPSmax 2 Conv. to non-vanishing
(Loizou et al., 2021) O(Y/K + i) X X neighbourhood
Strong convexity
ALR-SMAG L)
O((1 - p)¥ +02,) X X Conv. to non-vanishing
(Wang et al., 2023) t neighbourhood
Bounded
Momo h
. O(1/VE) X X stoch. gradients
(Schaipp et al., 2024) Interpolation
Momo-Adam X v v Momo framework
(Schaipp et al., 2024) for Adam
MomSPS,,,.« 5 Conv. to non-vanishing
(Oikonomou & Loizou, 2024) O(Y/K + oiy) 4 X neighbourhood
NGN
(Orvieto & Xiao, 2024) O(Y/VEK) X X -
NGN-M (Alg. 1)
[This work] O(/VEK) v X -
NGN-D (Alg. 3)
[This work] O(/VE) X v -
NGN-MDv1 (Alg. 2) X v v Combination of
[This work] NGN-M and RMSprop
NGN-MDv2 (Alg. 2) X v v Combination of
[This work] NGN-M and NGN-D

(a) We report the convergence rates in one of three settings — strongly convex, convex, or non-convex — based on the results provided in
the original paper where the respective method was introduced.

(Oikonomou & Loizou, 2024) provides two other combinations of SPS and momentum named MomDecSPS and Mo-
MAdaSPS. However, their convergence guarantees are derived in a setting with decreasing step-sizes and under a bounded iterates

assumption, which makes them less favorable in practice.

(Noci et al., 2022; Zhang et al., 2024b). Algorithms employing diagonal step-sizes, such as Adam
and Sign SGD (Bernstein et al., 2018), typically outperform non-diagonal methods in language
modeling tasks by also addressing issues such as class imbalance (where certain words appear more
frequently than others) (Kunstner et al., 2023; 2024) and heavy-tailed noise (Zhang et al., 2019;
2020). It is, therefore, paramount in current setups to deliver adaptive step-size improvements tar-
geted to the coordinate-wise (diagonal) regime. However, most Polyak-step-size-based algorithms
only focus on a single step-size for all parameters (Loizou et al., 2021; Wang et al., 2023; Gower
et al., 2021; Oikonomou & Loizou, 2024; Orvieto & Xiao, 2024). Only a few works propose a
diagonal-wise modification of Polyak-step-size by either using Adam preconditioner (Schaipp et al.,
2024) as a weight matrix or incorporating second-order information from the objective function (Li
et al., 2022; Richtarik et al., 2024).

Table 1 provides a theoretical comparison of various Polyak step-size-based algorithms that incor-
porate momentum and/or diagonal step-size, highlighting the differences between the theoretical
results presented in this work and those from prior works.

3 ALGORITHM DESIGN OF NGN-M AND NGN-D

The NGN step-size, introduced by Orvieto & Xiao (2024), is derived by applying the Gauss-Newton
method to the regularized Taylor expansion of the composition of a square and a square root of the
positive-valued objective function defined as follows:

2P+t = zF 4 p* where p* := arg min [fc(xk +p) = (r(z®) + Vr(z*)Tp)? + i|\p||2] , (D

pER?
and r(z) := 4/ f(x). It turns out that the problem in (1) has a closed-form solution
PF =~V (2¥) where i i= e forEm
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with ~y; representing the NGN step-size. In Orvieto & Xiao (2024), convergence guarantees were
established for both convex and general non-convex settings. Importantly, the convex analysis shows
that NGN exhibits a non-divergence property, regardless of the step-size hyper-parameter c (see
Theorem 4.5 in Orvieto & Xiao (2024)). Due to this property, the NGN step-size is a strong candidate
to achieve better robustness w.r.t. the choice of the step-size.

3.1 How TO ADD MOMENTUM AND WHAT TO EXPECT FROM IT?

There are several approaches to combining the adaptive Polyak-type step-size with heavy-ball mo-
mentum. Broadly, existing algorithms can be divided into two categories: the first category involves
computing the Polyak step-size in the usual manner and incorporating it into the standard heavy-
ball update (Oikonomou & Loizou, 2024). In contrast, algorithms from the second category first
determine an update direction using exponential weighted averaging of the stochastic gradient and
momentum variable, and then compute the Polyak-type step-size based on the computed direction
(Wang et al., 2023; Schaipp et al., 2024). Following this reasoning, we test two possible versions
for combining the NGN step-size and momentum:

— mk — R k—1 _ k

Vk — 1+ﬁ”%fsk(zk)”2 m- = ﬂ"l, 4 + (1 ﬂ)VfSk(:C )
Verl: 9 mh = BmF =1 + (1 — ) Vs, (%)  Ver2: M = T
xk+1 — xk‘ _ 77’Lk xk}-{-l — xk _ 'Yk;'rn/k

Before we proceed, we should answer the question: “What do we expect from the combination of
NGN step-size and momentum?” First, we aim to preserve, and ideally enhance, NGN’s robustness to
the step-size hyper-parameter. Additionally, we seek improved performance, achieving accelerated
convergence akin to the advantage of SGD with momentum (SGDM) over standard SGD in convex
settings. With these goals in mind, we now show that version 1 meets all of these criteria, while
version 2 is less suitable. To gain some intuition regarding the performance of these two variants,
we start by conducting a simple experiment on a quadratic function f(z) = || Az — b||*> where
A is a data matrix from the normalized Diabetes dataset (Smith et al., 1988) and b is a vector of
labels. Based on the results from Figure 1 (left), we observe that variant 1 achieves accelerated
convergence as SGDM for middle-range step-size hyper-parameters (¢ € {10!,10%}) and does not
diverge for large step-size parameter (c € {103}). Conversely, version 2 has a worse convergence
rate than version 1 for middle-range step-size parameters and diverges for large ones. Therefore, we

theoretically analyze and practically test version 1, which we call NGN-M.

3.2 EVIDENCE OF ROBUSTNESS OF NGN-M

One indication of the step-size resilience properties of NGN-M lies in the sharpness of the point
where it converges. To illustrate this, we provide a simple example of minimizing a function f(z) =
(sin(1+cos(—m+x))—0.22)2 + (sin(1+cos(m—x))+0.22)* that has many sharp sub-optimal local
and flat global minima. We compare the performance of NGN-M and SGDM varying the step-size
hyper-parameter in {10°, 10, 102, 10%} and the starting point in [—20, 20] with a step 4/30>. Based
on the results in Figure 1, we conclude that () for small step-sizes, both methods likely get stuck
at sub-optimal local minima and reach the global minima only if they are initialized close enough
to it; (4¢) for large step-sizes, we observe less runs of SGDM reaching the global minima; (iii) in
contrast, for NGN-M with large step-sizes, we observe more runs reaching the global minima. This is
possible due to the adaptive nature of the NGN step-size to the flatness of the global minima. Later,
in Section 5 we demonstrate a similar convergence behavior of NGN-M when training a Resnet20
model.

3.3 DIAGONAL STEP-SIZE FOR NGN

To derive a diagonal version of NGN we modify an approach of (1). The next iterate z¥*1 is obtained
by minimizing an approximation of the regularized first-order Taylor expansion of r(x) := 4/ f(z)

around z*, namely, %! = z* + p* where
ph = arg min [f2,(@* 4+ p) = (r(a¥) + Vr(a®) Tp)? + = pl%, ] (2)
pER

2This step is chosen small enough so that the initial point can be close to any local minima within [—20, 20].
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Figure 1: First: Comparison of SGDM, NGN, NGN-M for linear regression on normalized Diabetes
dataset varying a step-size hyper-parameter. Second: Comparison of two options on how momen-
tum can be used in combination with NGN step-size. Third and fourth: The distribution of the
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ction 3.2.
gorithm 1 NGN-M
: Input: 27! = 20 € R?, step-size hyper-parameter ¢ > 0, momentum parameter 3 € [0, 1)
:fork=0,1,..., K —1do

Sample batch Sy, C [n] and compute fs, and V fs, (z¥)

— (&
Compute Yk = 1+Wuvfsk(zk)”2
Update ¥+ = 2% — (1 — B) vV fs, (2F) + B(aF — 2k~ 1)
end for

where 3, € R?*? is a diagonal matrix that penalizes each parameter with its weight while in
vanilla NGN the penalization is the same for all parameters, and f is an objective function we aim

to

minimize. Performing simple derivations we obtain the following update rule

Pl = ok — 3 B IV f(2F)  where =

(8]
T srem IVFEOIL 3)

The derivations of the update rule (3) are deferred to Appendix E. By appropriately choosing 35 we
obtain a diagonal version of NGN step-size. Note that by choosing X, to be an identity matrix, the
step-size 7y in (3) reduces to vanilla NGN step-size.

A

possible choice of 3 is a RMSprop preconditioner. When combined with momentum, this

results in a more practical algorithm, which we refer to as NGN-MDv1. (Alg. 2). From an empirical
evaluation of NGN-MD in Figure 2, we observe that this choice improves the performance of NGN-M
while maintaining robustness to step-size hyper-parameter.

Instead of relying on the minimizing the model in (2) we can follow a more straightforward ap-
proach. We can replace the gradient norm in NGN step-size by the j-th partial derivative to update

the j-th parameter. This leads to the update of the form X, 'V fs, (z*) where () % = ry](j ) =

G

1+

D

p—— (Cv FEE? We name the algorithm with this choice of 35 as NGN-D. We believe that NGN-
2f(ak) 7Y

is the first algorithm that uses a Polyak-type step-size per coordinate while at least achieving the

standard O(1/v/ K) convergence rate under smoothness and bounded noise variance assumptions
(see Theorem 2). Even though the convergence guarantees of NGN-D are interesting on its own, we

de
to

fer the detailed NGN-D description and its convergence to Appendix C as the resilience of NGN-M
the step-size hyper-parameter tuning is the main focus of the paper. A more detailed discussion on

the two versions of NGN-MD algorithms is deferred to Appendix E.1 together with the computation

CcO

4

4.

st of their step in Appendix E.2.

THEORETICAL ANALYSIS OF NGN-M

1 PROBLEM FORMULATION AND NOTATION

We consider the classic Empirical Risk Minimization (ERM) problem that typically appears when
training machine learning models, namely,

min [f(2) = LS ()], 0

zER4



Under review as a conference paper at ICLR 2025

Algorithm 2 NGN-MD
0

1: Input: 2° € R?, step-size hyper-parameter ¢ > 0, momentum parameters (3;, 32 € [0,1),
stabilization parameter € > 0

2: fork=0,1,..., K — 1do

3: Sample batch Sk C [n] and compute fs, and V fs, (z%)

4:  Compute v* = Bovk1 4 (1 — B2)(Vfs, (%) © Vs, (zF))

5:  Compute Dy, = diag(el + /v*¥/(1 — 85))

6 Compute v, = <

c only for NGN-MDv1
T e TV s @, Y

7: Compute E;l = ka,zl for NGN-MDv1
. -1 _ 3 c/(Dg) ) )

8: Compute X, = diag <1+2fsk(wk;'(Dk)(j) (Vifsh, (wk))2) for NGN-MDv2

9:  Update zF+1 = 2% — (1 — 1), 'V s, (zF) + B (aF — 2F~1)

10: end for

where x are the parameters of a model we aim to train, n is the number of data points in the dataset, d
is the number of parameters, and f; represents the loss associated with the i-th data point/batch. We
assume that each f; is differentiable and non-negative® and that the global optimal value is bounded,
ie. f* = argmin, f(z) € R. Moreover, we assume that we have access to mini-batch stochastic
losses fg during training such that f% := argmin, fs(z) < oo forany S C [n] picked uniformly at
random.

Next, we provide the definitions that are frequently used in the analysis.
Definition 1. The function ¢: R? — R is convex if for all z,y € R? we have

(Vf(@),y—=) = f(z) - f(y). (5)
Assumption 1. We assume that the mterpolatlon op = Es[f* — f&] and positive o2, = Es[f$]

errors are bounded by real numbers o2, and apos correspondmgly

Convexity and the aforementioned noise structure are commonly used assumptions in the context
of Polyak-like step-sizes (Loizou et al., 2021; Orvieto et al., 2022; Jiang & Stich, 2024; Orvieto &
Xiao, 2024; Oikonomou & Loizou, 2024; Schaipp et al., 2024). We say that the interpolation holds
if a?nt =0.

4.2 CONVERGENCE GUARANTEES

Theorem 1. Assume that each f; is convex and L-smooth and that Assumptlon 1 holds. Let the
step-size hyper-parameter ¢ > 0 and the momentum parameter 3 = be constants where A <

1+A
min{cL,0.5(1 + ¢L)~*(1 + 2cL)~'}. Then the iterates of NGN-M (Alg. 1) satisfy
_K— « O_*12 2 c2 ¢
E[f@ ) - fla")] < Ll 4 s0Lo2 4 1280 max {2zt 0f o2, (©)
where T5 1 is chosen uniformly at random from {20, 2K-1 p= W‘m Moreover, if

we set ¢ = O(Y/VE) then we obtain E [f(7"~1) = [(27)] < O(/VE).

In more detail, we observe that (i) NGN-M converges with the same rate as SGDM (Garrigos &
Gower, 2023) in the convex setting. The analysis is performed under standard smoothness and
convexity assumptions. In contrast, convergence guarantees in previous works that combine SPS
and momentum require strong assumptions such as bounded gradients and interpolation, or bounded
domain. (i¢) NGN-M converges to the exact solution while algorithms such as MomSPS and ALR-
SMAG were shown to converge up to a non-vanishing neighborhood of the solution only*. Notably,
the non-vanishing neighborhood disappears when the problem satisfies interpolation. We refer to
Table 1 for more details and exact rates. (i) The step-size hyper-parameter c is not constrained to

3Common losses, e.g. cross-entropy, satisfy this condition.
*In fact, this is an inherited property of SPS analysis from (Loizou et al., 2021).
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be on the order of O(1/L), as is commonly required in the analysis of gradient-based algorithms. (4v)
Finally, in the special case where momentum is absent, i.e. A = 0, there are no requirements on the
step-size hyper-parameter ¢, similarly to the results by Orvieto & Xiao (2024), which shows the
tightness of our analysis.

The convergence theory and detailed algorithm description of NGN-D are deferred to Appendix C.
We highlight that to the best of our knowledge, NGN-D is the first algorithm that uses a diagonal
Polyak-type step-size and attains the standard convergence rate for general non-convex functions
under the Polyak-t.ojasiewicz condition.

4.3 KEY INGREDIENTS OF THE PROOF

We discuss the key steps of the proof to highlight the main challenges in the analysis.

First, we make use of the Iterative Moving Average (IMA) formulation of momentum (Sebbouh
et al., 2021). Specifically, we define a sequence of virtual iterates {2*} whose update rule is of the
form

1 , 1 A ko 1 k4l ) A
P =ab — Vs, (ab), 28 = 2saf 4 2525 where 20 =20 and f = 2. (7)

Next, one of the key technical strategies we follow is splitting the step-size -y into two parts: a

non-adaptive term p = 757z = O(c) and an adaptive term 75 < fﬁfL = O(c?). In
the analysis, this decomposition of the step-size ~;, enables us to regulate the balance between the
descent term, which drives improvement in the objective, and the error term, which reflects possible
inaccuracies. More precisely, the descent term is weighted by ¢ while the error term proportional to
o2, is weighted by c?, which suggests that ¢ has to be chosen to trade off the two terms to lead to the
exact convergence similarly to the standard analysis of SGD (Garrigos & Gower, 2023). In contrast,

MomSPS and Momo algorithms achieve the exact convergence only under the interpolation regime.

5 EXPERIMENTS

We now turn to the empirical evaluation of the proposed algorithms against several benchmarks.
The detailed experiment setup, including the choice of hyper-parameters as well as additional ex-
perimental results and details, can be found in Appendix G. The best performance of algorithms
is reported in Tables 3 (momentum-based algorithms), 4 (algorithms with momentum and diagonal
step-size), and 5 (algorithms with diagonal step-size).

5.1 COMPARISON OF ALGORITHMS WITH MOMENTUM

First, we test the performance of NGN-M against other methods that use momentum such as SGDM,
Momo (Schaipp et al., 2024), MomSPS (Oikonomou & Loizou, 2024), and ALR-SMAG (Wang et al.,
2023), and NGN (Orvieto & Xiao, 2024) (which already exhibits a high degree of robustness without
momentum). The tests include the training of Resnet20 (He et al., 2016) and ViT (Dosovitskiy et al.,
2021) on CIFARI10 dataset (Krizhevsky et al., 2009), and Resnetl 10 on CIFAR100 dataset. All
experiments in this section do not use learning rate schedulers or weight decay.

First, from Table 3 we observe that the best performance of NGN-M matches the results of other
algorithms (the interval of one standard deviation of validation score of NGN-M always intersects
with the interval of the best algorithm). This demonstrates that tuned NGN-M exhibits competitive
performance across all settings we tested. Importantly, NGN-M demonstrates significantly greater
robustness to the choice of the step-size hyper-parameter. Indeed Figure 2 shows that the range
of step-size hyper-parameters that allows NGN-M to perform optimally is much wider. We can
for instance use step-sizes that are 1-2 orders in magnitude larger than the optimal one without a
significant drop in the performance. This is particularly evident during the training of Resnet20 and
ViT. Besides, we clearly observe that momentum consistently improves the stability of NGN across
all settings. We refer to Appendix G.2 for the train loss stability and to Appendix G.5 for additional
comparison against Lion, Adabound, and Adabelief, and to Appendix G.10 for the results in training
NLP models.
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Figure 2: Stability performance of algorithms varying step-size hyper-parameter (¢ for NGN-M,
NGN-MDv1 and NGN-MDv2, oy for Momo and Momo-Adam, and step-size for SGDM and Adam).
For NGN-M and NGN-MDv1, we observe that the range of the step-size hyper-parameters that provide
competitive performance is wider than that for other algorithms. We refer to Figures 7 to 9 and 11
to 13 for train loss stability and for the results on additional workloads.

5.2 COMPARISON OF ALGORITHMS WITH MOMENTUM AND DIAGONAL STEP-SIZE

Next, we test the performance of NGN-MDv1 and NGN-MDv2 against other methods that use both
momentum and diagonal step-size such as Adam and Momo-Adam (Schaipp et al., 2024). We use
the same set of workloads as in Section 5.1. All experiments in this section do not use any learning
rate schedulers or weight decay.

Again, in Table 4 we observe that NGN-MDv1 always matches the performance of the best optimizer
while NGN-MDv2 is slightly worse in the training of both Resnet models and LSTM models, but
better in the training of ViT. On top of this, NGN-MDv1 outperforms other competitors in terms of
stability w.r.t. step-size hyper-parameter tuning. The results in Figure 2 showcase that, for NGN-
MDv1, we can use a step-size hyper-parameter 1-2 orders of magnitude larger without noticeably
hurting the performance. In contrast, competing optimizers do not exhibit a competitive performance
for large step-size hyper-parameters. We refer to Appendix G.3 for the train loss stability results and
to Appendix G.5 for the additional comparison against Lion, Adabelief, and Adabound.

5.3 VISION EXPERIMENTS ON IMAGENET

Having observed promising results on workloads of small and medium size, we switch to larger
tasks and datasets. We first train a ResNet18 on ImageNetlk (Deng et al., 2009). This represents
the first task in which we pair our proposed algorithms with a learning rate schedule. As illustrated
in Figure 3 and Table 3, NGN-M achieves the highest validation accuracy, while exhibiting higher
robustness across larger step-sizes, improving over both NGN and Momo. Among adaptive methods,
NGN-MDv1 compares favorably against Adam and MomoAdam, while once again achieving higher
performance on a wider range of learning rates (Table 4). Appendix G.4 reports additional ablations
on ImageNet32 and train loss stability results.

We then test the effectiveness of the proposed algorithms on vision transformers (Dosovitskiy et al.,
2021). These models are trained for longer horizon compared to convolutional architectures, are no-
toriously sensitive to initial learning rate, and require adaptive step-sizes. We follow the protocol of
Schaipp et al. (2024), which includes cosine annealing, but without any weight decay regularization.
As highlighted in Figure 3 and Table 4, NGN-MDv1 achieves the highest validation accuracy across
adaptive methods. Moreover, at a larger learning rate, Adam diverges, whereas both MomoAdam
NGN-MDv1 maintain more stable training dynamics.
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We refer to Figure 10 for results on train loss stability and additional results on ImageNet32.
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Figure 4: Language Modeling on SlimPajama. First row: stability comparison with respect to the
step-size hyper-parameter across different model sizes and optimizers. At all model capacities, NGN-
MDv1 achieves the lowest perplexity, showing better stability and improved performance at larger
learning rates. Second row: the scaling laws for the three algorithms, highlighting the effectiveness
of NGN-MDv1 over Adam and Momo-Adam across all tested scales.

5.4 LANGUAGE MODELING

Pre-training Large Language Models represents a challenging optimization task. To achieve com-
petitive performance, optimizers with adaptive step-size are needed, and preventing instabilities in
low-precision training often requires careful hyper-parameter tuning.

To evaluate the capability of NGN-MDv1 in this setting, we train decoder-only transformers (Radford
et al., 2019) with 70M, 160M, and 420M parameters around Chinchilla optimum (Hoffmann et al.,
2022) on SlimPajama-627B (Soboleva et al., 2023). For each model, we retune the learning rate,
using 3 seeds for the first two models and 1 seed for the 420M. Appendix G provides additional
details about the training and tokenization pipeline.

Figure 4 and Table 4 report the final validation perplexity of the three medium-scale Language
Models, as well as scaling laws for different optimizers. We note that both NGN-MDv1 and Momo-
Adam match the performance of Adam at its optimal learning rate of 3 - 10~3. However, at larger
step-size 10~2, Momo and Adam face unrecoverable instabilities, whereas, as reported in Figure 21,
NGN-MDv1 remains stable throughout training. This phenomenon is consistent across all scales we
tested, suggesting that the optimal learning rate of NGN-MDv1 is shifted towards larger values, but
also that the algorithm is less sensible to such hyper-parameter.

In addition to the findings presented in this section, Appendix F discusses how to introduce weight
decay in NGN-MDv1, and reports additional ablations on its role in this training task.
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during the training of ViT on CIFAR10. We demonstrate the step-sizes 7, for Momo and Momo-
Adam and -y, for NGN-M and NGN-MDv1 varying step-size parameters g and c correspondingly.
We refer to Figures 14 and 15 for the results in training Resnet20.

5.5 CONVERGENCE TO FLATTER MINIMA

Following the discussion in Section 3.2, we conduct a similar evaluation when training a Resnet20
network; see results in Figure 16. We use a code base from Golmant et al. (2018). In particular, we
evaluate the test and training loss at the final point reached by NGN-M and SGDM along the eigen-
vectors corresponding to the first two largest by-magnitude eigenvalues. Increasing the step-size
hyper-parameter of NGN-M leads to convergence to flatter minima at the same test and training loss
levels. This fact explains why a larger step-size hyper-parameter does not hurt training. Conversely,
SGDM diverges for a large step-size value. We additionally demonstrate the evolution of the spec-
trum during the training with NGN-M and SGDM in Figures 19 and 20. We refer to Appendix G.8
for a more detailed description of the observed phenomenon.

5.6 EFFECTIVE STEP-SIZE OF NGN-M AND NGN-MDv1

The first observation from the results in Figure 5 is that the effective step-size of NGN-M and NGN-
MDv1 is always adaptive: if the step-size hyper-parameter c is large enough the effective step-size
sharply increases in the beginning up to a peak, and then it gradually decreases till the end of the
training. From this perspective, NGN-M and NGN-MDv1 step-sizes are close to annealing step-size
schedulers widely used in practice. In contrast, the effective step-size of Momo and Momo-Adam is
not adaptive for sufficiently large step-size hyper-parameter cg during the initial part or all of the
training. In other words, these algorithms reduce to SGDM and Adam which is one of the reasons
for the reduced resilience property of Momo and Momo-Adam in comparison with NGN-M and NGN-
MDv1. The effective step-sizes in training Resnet20 are provided Figures 14 and 15.

6 CONCLUSION AND FUTURE WORK

This work introduced several novel adaptations of the NGN step-size method, incorporating support
for momentum and/or diagonal step-size. We provided a theoretical analysis of the convergence
rates for these algorithms and conducted an extensive empirical evaluation of their performance. The
experimental results show that combining momentum with the NGN step-size yields high robustness
to step-size hyper-parameter choices and performs competitively with state-of-the-art algorithms
across various settings.

Given the significant complexity of the task, we defer the theoretical explanation of the step-size
resilience properties of NGN-M and analysis in the non-convex setting to future work. Further-
more, while the two proposed methods for incorporating weight decay into NGN-MDv1 outperform
AdamW and Momo-AdamW in training language models, they still exhibit some sensitivity to the
step-size hyper-parameter. This may, in part, be due to the limited understanding of the expected
effects of the weight decay technique, a topic that requires further investigation. Finally, one might
question the reasons behind the improvements of NGN-MDv1 over Adam, which could stem from
the sub-optimal use of momentum in Adam, a direction deserving further exploration.
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A EQUIVALENT FORMULATIONS OF NGN-M

We remind that the iterates of NGN-M are the following
P = 2k — (1= BV fs, (a8) + Blak — 2t 1)

_ k(1 _ ¢ k E k-1
= O D s e o ) A =,

We can rewrite the update rule using Iterative-Moving Average (IMA) approach presented in Propo-
sition 1.6, Sebbouh et al. (2021).

Lemma 1 (Proposition C.8 (Oikonomou & Loizou, 2024), Lemma 7.3 in (Garrigos & Gower,
2023)). The iterates {z*} generated by NGN-M are equivalent to the sequence {z*} generated by
IMA update

A 1
A N A e Gl s w (8)
where )
8= oY 2P = P NPT — %), and 27! =20 =20, 9)

Proof Let the sequences {z*} and {z*} be defined according to Equation (8). Let 3 be defined as
T + 5> Then we have
A 1
k+1 k k+1
v A T
A N 1

—=
14+ A 1+
A

1 ~
1A i e + A2k = APt =V fs, (2))

1
ok k
=T -1 +)\7kvfsk($ )+

(=" =V s, (a"))

k_ k-1
1+>\($ 570,

It remains to use Equation (9) as we have 8 = Hi)\ andl1—fB=1-— 1+/\ %

B TECHNICAL LEMMAS AND DEFINITIONS

Definition 2. We say that the function ¢ admits L-smooth with parameters L := (L1,...,Ly), L; >
0Vj € [d], if the following inequality holds for all =, h € R?

¢ (z+h) < ¢(x)+ (Vo(z),h) + $hLh. (10)
Remark 1. If we set for all j € [d] L; := L then Definition 2 reduces to standard L-smoothness.

This assumption is typically used in the context of coordinate adaptive algorithms such as Sign SGD
(Bernstein et al., 2018; Safaryan & Richtérik, 2021).

Definition 3. The function ¢: R? — R satisfies PEL-condition with constant ;. > 0 if for all =,y €

R¢ we have
IV ()12 = 2u(f(z) — f*). (11)

Assumption 2. We assume that the coordinate-wise variance of the stochastic estimator is bounded,
ie. forall v € R% and j € [d] we have

s [[(Vfs(x) = Vif(x)]?] <o (12)

Lemma 2 (Lemma 4.9 from (Orvieto & Xiao, 2024)). Let each f; be L-smooth for all ¢, then the
step-size of NGN satisfies

(13)

C
Vi € |:1+CL7C:| .
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Lemma 3 (Lemma 4.2 from (Orvieto & Xiao, 2024)). Let each f; be L-smooth for all ¢, then the
iterates of NGN satisfy

4cL 2cl —1
1+2¢ " %L+ 1’

Lemma 4 (Gradient Upper Bound). Let ¢: R? — R satisfy Definition 2. Then, for all z € R¢ and
all j € [d] we have

27 £, ()2 < (Fon @) = £5) + L tnax olre. e
Yk Sk y Sk Sk 1+ cL Sk

2L;(f(x) — f*) > (V;f(x)). (15)

Proof. From Definition 2 we have

L;
f min, f(z) < }rl?géf(x—khje]) < f(x)+}rl?é% {ij(x)h] +5 hj} .

Now we can explicitly compute the minimum in the right-hand side. The optimal value is achieved
at

. 1
therefore,
S f@)+ Vi@ + 205

_ L v e £ L (v re))?

= @)= (VT @) + 5 (V@)

— 1 2

= [f(z) ﬁj(v]f(x)) )
which equivalent to the statement of the lemma. O

C CONVERGENCE OF NGN-D

First, we provide NGN-D pseudocode and the main convergence results.

Algorithm 3 NGN-D

1: Input: 2° € R?, step-size parameter ¢ > 0
2: fork=0,1,..., K — 1do
3: Sample batch Sy, C [n] and compute fs, and V fs, (z¥)

4:  Compute 7,2‘7) = <

1+W (Vjfsy (zF))?
5: Update .
ait = afy =)V fs. ()
6: end for

Theorem 2. Let each f; satisfies Definition 2. Assume that Assumption 2 holds. Then the iterates
of NGN-D (Alg. 3) with step-size parameters {c; };l:l such that c¢; < 1/2L; satisfy

d

. 12(f(2%) — f*) | 1

ky (|2 2 2
JDin, E IV < ok too ;18chjaj, (16)
where Cpin = minjeq ¢;. Moreover, if ¢; = O(e?) for all j € [d] then after K = O(e~*) we

. : k(2 2
obtain 0;1}161<nKIE [IVf(z*)]?] < O(e?).

NGN-D converges with classic rate O(1/vK) similar to Adagrad (Ward et al., 2020). We highlight
that, to the best of our knowledge, NGN-D is the first algorithm that uses diagonal Polyak-type
stepsize and converges under standard smoothness and bounded variance assumptions without re-
quirements of bounded gradients and interpolation.
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Theorem 3. Let f satisfies PE-condition and each f; satisfies Definition 2. Assume that Assump-
tion 2 holds. Then the iterates of NGN-D (Alg. 3) with step-size parameters {c; }?:1 such that

¢; < min{l/2r;,6/u} satisfy

d
* * 9
E [£() = 1] < (U= peanfo) S (F(a%) = ) + - ST Lo, (17)
min ]:1
where cnin = minjciq cj. Moreover, if ¢; = Ole) for all j € [d] then after K =

max{O(e~1),0(1)}loge~! iterations we obtain E [ f(z) — f*] < O(e).

To the best of our knowledge, this is the first result of the convergence of the Polyak-like step-size
algorithm under the PL-condition. The convergence guarantees are similar to that of SGD (Garrigos
& Gower, 2023).

Now we are ready to derive the step-size bounds.

Lemma 5 (Step-size Bounds). Let fgs, (z): R? — R be a stochastic loss of batch S}, at iteration k.
Let fs, () satisfy Definition equation 2. Consider 'yj’? as in NGN-D (Algorithm 3), then we have

k Cj
. . 18
,y.] E |:1 +Cij7c]:| ( )

Proof. From Lemma 4 we have 2L, (fs, (z¥) — f5.) > (Vjfs, (x%))2. Since we assume that each
f&, >0, then 2L; fs, (2%) > (V; fs, («*))?, or equivalently,

(Vifs (@) _

0< <L,.
2fs, (1‘) !
Therefore, for all j € [d] we have
k Cj G
Y = Cj < = Cj,
Tt g (Vifs (29)2 7 1 !
and
«'}/k = - € > )
Tl g o (Vifs (@)? T 1+ oLy
that concludes the proof. O

Lemma 6 (Fundamental Equality). Consider ’yJ’? as in NGN-D (Algorithm 3). Then the following
equality holds

k

Y (V;fs, (a¥)? =2 (Cj — ) fs. (). (19)

Cj
Proof. From NGN-D (Algorithm 3) we have

(1 b s (Vs <xk>>2) V=,

which one can rewrite as
Cj k\\2,. k k
\va i — e — AR
2fSk (.’L‘k)( ]fsk(x )) 7] CJ 7]

2fS;é(zk) D

J

It is left to divide both sides by
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C.1 CONVERGENCE IN GENERAL NON-CONVEX SETTING

Theorem 2. Let each f; satisfies Definition 2. Assume that Assumption 2 holds. Then the iterates
of NGN-D (Alg. 3) with step-size parameters {c; }?:1 such that c¢; < 1/2L; satisfy

0
min E [[VF@)P] < 2LE0) - ZlSLJ 3202, (16)

0<k<K cminK len i=1

where ¢uin ‘= minje(q ¢;. Moreover, if ¢; = O(e?) for all j € [d] then after K = O(e™*) we
obtain_min_ E [||V f(z*)[]?] < O(?).
0<k<K

Proof. First, we write separable Definition 2

d
FE) = f@h) = flat =D Vfsab)e; | - fa")
j=1
d
< =) Vb)) A Vifs (@ ZL IVifs, (2"))?
=1
d
< =D Vi) AVt (a ZLJ (V,fs, (z))%. (20)
j=1

Note that both fyj’-“ and V, fs, (%) depend on the realization Sy, thus we can not directly apply

conditional expectation with respect to ¥, as in this case we would have to analyze the product
VEV fs. (z*). Given bounds of the step-size ¥ from Lemma 5, we can write the step-size as
follows 9

G o p Gl
1+Cij ]1+Cij’

where y’“ € [0,1] is a random variable. Varying the value of VJ’? from 0 to 1 we cover the whole

W=

range of 7’“ Thus, we continue as follows
~ 1V, f @)V fs, ()
2

chJ y &
= —— LV, f@")V,fs, (zF) - I IV @)V fs (2F)

1+ 5L 14¢
S e Vil EVafe ) £ I VIV )
2L
S T gr, VIV N+ VY @)

Now we use the inequality [ab| < $a® + 2b? + 1|a — b|?, and derive

2By [V, f(a*)V; fs,, («F)]] < Vi f (@) + By [V S5, (@F)P] + Bk [IV; f(2*) = Vi fs, («5)[?]
< 2|V, f (@) + 2By, [|V;f(a*) = Vi fs, (z")]
< 2|V, f(a")]> + 207,

Therefore, we get
2

—Ey, [V}V; f(z")V; fs, (z%)] < —%;;L_ij(xkﬂz ﬁ (IV;f(a®)] +0F)
_ (ol 2, Gl ,
_ (1+ = >|v SR+ el 21
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We plug in equation 21 into equation 20 and get

d 2
L;c;
Ex [f@*)] = fa") < =) ( e )V fs, (2")] + #Ek [Iijsk(xk)IQO
Jj=1
d 2
< L; i€
<y [ e ) 19,
j=1
2
i jLJ LjCj 02
1 + CjL 2 J ’
If ¢; i? we get
d c .CQ
k+1 k J ky(2 175 2
B (A - S < (ulvm P+ = aj>
O
We continue as follows
c ¢ c
B [f(@*)] — (%) < —FFIVIE)IP + }: Jf 22)
Taking full expectation and unrolling the recursion above for all iterations {0, ..., K — 1}. Thus,
we obtain
= 12 18 o
0 *
,in, B[V (" 2; (197 GHIP) < —=(7@) - f Cmn};LJJJ
If we choose each ¢; = 2L such that co,; < 57~ we ensure that ¢; < 57— as well. Plugging this
step-size into the bound we get
min E[|V£()) < mpo(73%) ~ ) + mog ijvcf? %
— €0,min €0,min 1%3
0<k<K N VE =1 K
12
< — " (f(z%) = F* Lo c ,
N CO,min\/?(f( ) f ) Co, mm Z 07

where ¢o min = mhl;l] co,;- If we choose K = O(s~*) we get that

min E [|Vf(z")[*] = 0(1/VE) = O(?).

0<k<K

C.2 CONVERGENCE UNDER PL-CONDITION

Theorem 3. Let f satisfies PL-condition and each f; satisfies Definition 2. Assume that Assump-
tion 2 holds. Then the iterates of NGN-D (Alg. 3) with step-size parameters {c; }?:1 such that

¢; < min{l/2r;,6/u} satisfy

E [f(a®) = £] < (1 — neminf6) ¥ (f(20) —

ZLJ G J’ (17

,Ucmm A

where Cupin = minjeciq cj. Moreover, if ¢; = Olg) for all j € [d] then after K =
max{O(e~*),O(1)}loge™! iterations we obtain E [ f(z5) — f*] < O(e).
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Proof. We obtain equation 22 and use Definition 3

d
len 3L C
By [f(@* )] = fa¥) < = =22V AR + Z
HCmin k * d 3chj 2
<= (E) = )+ Y
j=1
Subtracting f* from both sides of the inequality above and taking full expectation we obtain
d
3L; c
E [f(z*T1) = f*] < (1 — nemin/6)E [f (2 ] + Z
Unrolling the recursion above for {0, ..., K — 1} iterations we derive
d 2
. ) 1 9L 0%
E @) = ] < (A= nemnfo)(£a%) = ) 4 =3 = .
min j:].
Aj

Now we follow the proof of Lemma A.3 in Garrigos & Gower (2023). Let us choose ¢; =
min{l/2L;,¢/2dA,}. Together with the choice of K > max max { 1124, 12L; } log M

jeld] I
we get
€
(1 = mewinf0) (£(a0) = ) < .
Now we have two cases:
1. cmin does not depend on ¢, then we have
A]CJ < 0O(£?).

len

2. Cmin does depend on ¢, i.e. cpin = (9(5) then we have

Ac < O(e).

cmln
Therefore, combining all together we get
E[f(®) — ] < O(e)

. . 0 _— * . .
after K > rré?;]( max {é 12:‘: , 12}#} log M iterations.
j

D CONVERGENCE OF NGN-M

Theorem 1. Assume that each f; is convex and L-smooth and that Assumptlon 1 holds. Let the
step-size hyper-parameter ¢ > 0 and the momentum parameter 3 = be constants where A <

1+A
min{cL,0.5(1 + ¢L)~*(1 + 2cL)~1}. Then the iterates of NGN-M (Alg. 1) satisfy
—K— * T — 2 C c2 C.
E [f(xK D~ f(z )] < < l=° p;{c [ Lg'mt + %12+CLL max{gciﬁ,O} Tposs (6)
where TX 1 is chosen uniformly at random from {2°,... x5}, p = Wclﬂd) Moreover, if

we set ¢ = O(1/VK) then we obtain E [ f(@* 1) — f(z*)] < O(YVE).
Remark 2. In fact, if A <
any xz > 0.

then it implies that A < - because 1 > ( for

1 1
(14+cL)(1+2cL)> 1+z)(142z)
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Proof. To prove the convergence of NGN-M we consider IMA formulation Equation (8):

A 1
—1 1
T _ ZO — $07 Zk+1 — l‘k o %stk (IL‘k), $k+ _ 7xk + Zk+1,

1+A 1+ A
AL = ghtl 4 \(2P T — 2F).

At iteration £ = 0 we have
2t=20— YoV fs, (ato) =20 — YoV fs, (xo).

where 3 = 1%\,

Therefore, we get
I8 = 2*|* = [|2° — 27| = 290(V fs, (2%), 2 — 2%} + 7|V f5, (") |

Lem.3 dcL ’YO(fSo (1,0) - f;'o)

< 1% = @) = 290(Vsy (2°), 2% — a*) +

14 2cL
2c2L 2cl —1
0 f&. 23
+1+chaX{2cL+1’ }fsﬂ (23)
Letyo = p + 7o where p = 7 75675.7- Then we have
Yo="—p
Legl.2 c
= T (0 +cL)(1+2cL)

_ Cl +3cL+22L% -1
7 (I+cL)(1+2cL)

I 3+ 3cL
(1+cL)(142cL)
- 3c2L
C1+42cL’
Using the above we continue from (23)
2t =22 “E" [0 = 27 — 29007 (0°) = Fi(*)) + 1y gm0 (00) — £3,)

n 2¢2L . 2cL —1 ol f
1+ e ™\ 2eL g1 [ 150

<2 = 2% = 2p(fs,(2°) = fso(a)) = 290(fs (2°) = £5,) + 20 (fs0 (") = £5,)

2
=112 17 = 20 0) ~ Fin () 2 (0= 9= g ) ()~ £3)
1+ 2cL 0 0
2
Bolf (o) — J5) + oy s { o 10} fi,- 4)
Here we have
2cL 1
TP e O T T2 0P
1 c
T 1+ 2L (U eL)(L + 2cL)
Lem.2 1 c c
= T42Li+el (14 ¢L)(1 + 2¢L)
= 07
Yo < f’f%, and fs,(z") — f§, > 0. Hence, we get
ot = 2 < 120 = 21 = 2p(fn (1) — fio(2) + o (f (") — f5)
- 0 0 1+ 2¢cL™° So
2¢2L 2cL —1 N
1+cL max{chH’O} Iso-
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Rearranging terms and taking expectation we get

6c2L
20E [(a°) = S@)] SE[le" =" IP] = 12 = "> + g 7 0
2¢2L 2cL -1 9
. 25
+1JrchX{2cL+1’O}UPOS (@)

Next, for k& > 0 we can use the relation z* = x* + \(z* — 2%~1). We expand ||z*+! — z*||?

12 =P = ot = | - 29 (V s (a%), 2 — 27) RV s, ()
R et - P - 2V s (a8, 0¥ — 2%) - 29 A (V fs, (aF), 2 —aM T
+ 92V fs (24117
< b = 2| = 29 (fs (5F) = fs(2) — 20 (fs, (27) = f, (2F7)
+ %l V fs (M)
<2t = 2P = 2% (fs, (2°) = fo (27) = 2%A(fs, (&%) — fs, (z771)

4eL k 262 L 2cL —1
_ _ fx it ol
1+26L7k(fsk(33 )= f§,)+ 1T ol maX{%LJrl, }fs,c

Let v, = p + 7k, where p, 7, > 0, and p is a constant step-size independent of Sy which will be
defined later. Therefore, we have

szJrl B x*”Z < ||1:k - ‘T*H2 o 2P(fSk(517k) _ fSk (I*)) — 2§k(fsk(;z;k) — fSk(z*))
= 27 he(fs, (2%) = £5,) + 2mA(fs, (2" ) = £5,)

4dcL & N 2¢%L 2cL —1 N
m’?k(fsk(x ) — fs,)+ lJrchaX{2cL+1’0} I35,

= la* = 2*|* = 20(f5, (2%) = fs,. (")) = 29 (fs. (%) = £5,) + 29(fs,. (27) = £5,)
= 2% A(fs, (2) = £5,) + 2mA(fs, (2" 71) = £5,)

4cL & . 2¢%L 2cL -1 N
+ m%(fsk(x ) — fs.)+ 11 el maX{MH’O} I35,

L
= et = P = 27 )~ S =2 (Bt - g ) () - £3)

+ 2% (fs, (2%) = £5,) + 2% A (fs,, (") = £5,)

2¢°L 2cL — 1
— — 0 f5 . 26
1+6Lmax{2cL+1> }fsk (26)
We need to find p such that
54 2cL S
T RA T e R =
Since 7 = v — p, then we have
cL
- A —— >
Ve — P+ Yk 1+26L’7k_0

= 1+>\—£ >
Tk 1+2¢L) ="

The inequality above is satisfied if it is satisfied for the lower bound on 7 (which is ¢/1+cL), i.e.

¢ L )
1+cL \1+2cL =P
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We can take p = m since A > 0.
Ve = —p
<c-— ¢
- (1+cL)(1+42cL)

_ 143cL+220% -1

T+ eL)(1 + 2¢L)

o2 3+ 3cL

=" YA+ cl)(1 +2¢cL)
3¢2L

T 142l

Using the above, we get from (26)

297 — a2 < J|a* — 2%|* = 2p(fs, (a%) = s, (27)) + 2eA(fs, (" 71) = [, (27))
6L

+ 2eM(fs(0) = 50 + Toger s @) = £5,)

N 2¢%L 2cL — 1 ol p2
Ttel "\ 2eL 11 [ 75

Taking expectations we get

E[[I* —2*|?] < E[lla® - 2*|*] = 20E [f(2*) — f(2")] + 2eAE [f(2"71) - f(2")]

6¢2L 2¢2L 2¢L — 1
20N+ ——— | o2 002 . (27
+ (C +1—|—2CL>Ulnt+1+CLmaX{20L+17 }UP% @7)

Rearranging terms we get
20E [f(a") = f(2")] = 2AE [f(a"") = f(2")] SE[[la® —2*|]"] —E[|]**" —2*|?]

’L
+ (20)\ + 60) ol

1+ 2cL
262 L 2cL —1
0yo2 .. (28
1+chaX{2cL+1’ }UPOS (28)

Combining Equation (25) and Equation (28) for iterations {1,..., K — 1} we get

K—-1 K—-1
20E [f(2°) — f(z*)] +2p D E[f(@*) = f(z%)] = 2eA Y E[f(="") = f(2")]
t=1 t=1

K-1 T—2
=2p > E[f(a*) = f(=")] = 2eA Y E[f(z*) - f(z")]
k=0 k=0
K—-1
< (2p—2c)) Y E[f(z*) - f(a")]
k=0

14207t T T o MO gep 110 [ Tes

6¢2L 2¢2L 2cl — 1
2cA K102, + (K —1) —— T 0t o2,
+ (C +1+20L>( o + (K —1) 1+chaX{2cL+1’ }UP%

6c2L 2¢2L 2¢cL — 1
< ||zo—x*||2+ c 2 C x{ c 0}02

6¢2L 2¢2L 2¢L —1
< 120 — z*||? 2e\ Kol +K —— =~ 0y02 .. 29
<l - (2ent oy ) Kobt K e {3 Lok 09

We need to ensure that p — cA > 0 which is satisfied for A such that
p c
- = > cA
2 - 21 +cl)1+2cL) ¢

&1 > 2\(1+cL)(1 + 2¢L).
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Note that we also assume that A < cL. Therefore, from (29) we get

LN ki) - s < 22 7
pors ~2(p—cNK c/\) 1+2 in
N 1 202L 2cL 52
max
2(p—cA\)1+cL 1 2cL Tpos
|20 — z*|? 8c?L 52
20p—c\K ' 2(p—c))
1 2¢2L 2cL — 1
- 0po2 .. 30
+ Q(pc/\)1+chax{2¢:L+1’ }UPOS (30)
Since p — cA > § and setting 7" be uniformly at random chosen from {z°, ... 2% ~1} we get
O —a2*|? 8L 1 2¢°L 2cL —1
E —k\ _ * < ||Z € H 2 - 2 . 31
[f(x) f("Lz )]7 pK + p 1nt+p1+chaX 20L+17 JPOS ( )
Plugging the value of p = (1+<:L)(++20L) inside we get
—k a1 < 122 — 2|
E[f(@") - f(a")] € = (1+ cL)(1 4 2L) + 8cL(1 + cL)(1 + 2cL)od,
+ 2cLmax {2¢L — 1,0} UPOS (32)

Choosing ¢ = O(1/vK) we get

|20 —2*||2 o2

E[f@") - f(z*)] <0 ( NI + \/ﬂ + fpﬁ max {2cL — 1,0}) . (33)

Therefore, if K > O(c~2) then E [ f(z*) — f(2*)] < O(e). O
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E HoOWw TO DERIVE DIAGONAL NGN-BASED STEP-SIZE?

Here we provide derivations of how combine NGN and diagonal step-size following Section 3.3 for
completeness.

We consider the following model

. 1
pk = arg min |:f§;k,c(iﬂk +p) = (r(z®) + Vr(z®) Tp)? + 2—||p||22k , (34)
pER? c
where r(z) = +/ f(x). We compute the gradient of RHS of (34) w.r.t. p and equal it to zero:

fozk,c(f’“ £9) =2 (r(4) + Vr(a) Tp) Vr(eh) + S Sp
- (QVT(xk)VT(zk)T + 1Ek> p+2r(a")Vr(zh).
c
Therefore, we have

p= (VR T+ ) )

Using Shermann-Morrison formula (A +uv )™t = A~1 H«ﬁ% with A = 1/c3;, we derive
228V (xF)Vr(2F) TSt
k -1 _ k k k k
= )y 2 \%
P (C § 1+ 2cVr(zk) T2 Vr(zh) ) r@)vre)
2V k TE—IV k
= —2¢r(zh) <1 _ 2@ - rat) )2;1Vr(xk)
1+ 2cVr(zh) X, Vr(zF)
2cr(zF)

=— =1V (2h).
1+ 2cVr(zk) B, ' Vr(xk) e V@)

Now we plug-in r(z*) = /f(«*) and Vr(2*) = 2\/va( k) and obtain

k_ 2¢y/ f(xF) —1
D T 2oy Vi) TS, 'V f (ah) 2~/ Vi)

C -1
= Vf(x ).
c kN2 k
1+ zf(zk-)”Vf(l' )| -1

E.1 DESIGN COMPARISON OF NGN-MDv1 AND NGN-MDv2

The derivations in equation 3 are used to provide an intuition of how one can add a diagonal step-
size into NGN by choosing the regularization matrix . By choosing 3, = Dj, we recover the
update direction of NGN-MDv1. In this case, we have only one global NGN step-size in front of Dy,.
The design of NGN-MDv2 follows a more straightforward intuition. In particular, it can be seen as a
direct extension of NGN to diagonal case by replacing the squared gradient norm ||V fs, (z¥)||? by
the squared partial derivative (V; fs, (z*))? for each parameter j € [d].

The main difference in comparison with Adam is the order in which the preconditioning and mo-
mentum is applied. In both NGN-MDv1 and NGN-MDv2 we average the preconditioned updates
E,ZIV fs, (z%), i.e. we first apply preconditioning and momentum later. In contrast, in Adam the
stochastic gradients are averaged to construct new momentum term, and then the momentum is
preconditioned. In other words, the momentum is applied first and then it is followed by precondi-
tioning. We believe this change might be one of the reasons behind the step-size hyper-parameter
resilience as well.

In practice, we found out that the tuned performance of NGN-MDv1 is slightly better than that of
NGN-MDv2. Moreover, NGN-MDv1 demonstrates higher resilience to the choice of the step-size
hyper-parameter than NGN-MDv2.
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E.2 COMPUTATION COST OF NGN-MD

Implementing any version of NGN-MD in practice might be slightly more computationally expen-
sive. However, we highlight that computing a step of NGN-MD does not involve matrix-vector
operations since the preconditioner is a diagonal matrix, and the matrix notation is used only for
the convenience of presentation. The additional computation cost that we have in NGN-MDv1 is the
computation of ||V fs, (%) ||]23_1. This can be done by one pass over the gradient and summing the
k

terms ﬁ(v i fs, (x%))? for j € [d]. This operation does not require additional matrix multiplica-
tion and can be computed while updating Dy,. The rest of the NGN-MDv1 implementation does not
add any significant costly operations in comparison with Adam.

F HoOw TO ADD WEIGHT DECAY TO NGN-MDv1?

Regularization techniques serve a fundamental purpose in minimizing generalization error. Orthog-
onally to their role for generalization, modern deep learning tasks often benefit from the use of
weight decay (Xiao, 2024). Despite its widespread application, the role of weight decay is poorly
understood. Andriushchenko et al. (2023) suggested that it might provide implicit regularization by
stabilizing the loss in over-parameterized neural networks and helping to balance the bias-variance
trade-off that leads to lower training loss in under-parameterized networks. However, even in the
case of SGD, there is still uncertainty regarding how the weight decay mechanism should be incor-
porated, as various implementations may exist (Zhang et al., 2018).

We propose two ways of adding weight decay to NGN-MDv1. The first variant follows the approach
of Loshchilov & Hutter (2019), adding decoupled weight decay A:

2FH = aF — Nea® — (1 - ﬁl)EIZlstk (z%) 4 By (aF — 2P 1. (35)

In this update rule, the weight is added separately from the update direction zglv fs,. (z%). We call
the resulting algorithm (35) Dec-NGN-MDv1, that stands for decoupled NGN-MDv1.

F.1 COMBINING NGN-MDv1 AND WEIGHT DECAY REGULARIZATION

We now discuss how to combine NGN-MDv1 and weight decay, following the idea that weight decay
should perform weight regularization.

We consider the following model
1 A
Fooa@® +p) = (r(@") + Vr@)Tp)* + —lpl%, + 52" + pl, -
By taking the gradient of fx, » w.r.t. p we get

0

2r(*) + Vr(e) D)) + - Bep+ ABk(o* +p)
= <2Vr(xk)Vr(xk)T + %Ek + )\Ek> p 4 2r(z®)Vr(zh) + AZ k.
Therefore, we get
pb=— <2Vr(xk)Vr(xk)T + %2;6 + )\Ek>1 (2r(2®)Vr(zF) 4 AZpab).

Using Sherman-Morrison formula (A +uv )™ = A=! — % with A = (A+1/¢) Xy and
u=wv = 2Vr(z*) we get that
1 —1
(QVr(xk)Vr(xk)T + Ezk + )\Ek>
2c? S V(@R Vr(ak) TE !

¢ o O
L+ Ak 1+ 1i§\CVT(xk)E,;1Vr(mk)
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Algorithm 4 NGN-MDv1W
0

1: Input: 2° € R, step-size parameter ¢ > 0, momentum parameters (31, f2 € [0,1), weight
decay parameter \ > 0, stabilization parameter € > 0
fork=0,1,...,K —1do

Sample batch Sy, C [n] and compute fs, and V fs, (z%)

Compute v* = Bov* ! + (1 — B2)(V fs, (2%) © V fs, (%))

Compute Dy, = diag(el + /v¥/(1 — %))

Compute

AR S

c k
(1+Xe) {1 2fs vfsk( ) z :|+
1+ WWJ’SNC -

7: Update 21 = ook — (1 - B)mD, 'V s, (%) + Bi (2% — 2F 1)
8: end for
[]+ denotes max{0, -}.

Ve =

Therefore, we have

2 »; ! k BT -1
eyt Vr(z®)Vr(z®)' X
k ¢ L T k A . .
==\ 7wk 2 \Y + A2
b 1+ X F 1+ 1+)\CV7“(1:k) ,;1V7“($k') (2r(2"™)Vr(z") )

726T(Ik) (1 1_~2_C)\LV7‘( )T2—1V7‘(xk) >2kV7’(Ik)

1+ Xe 1+ 1_i2_c)mVT(xk) 2 Vr(ak)

e, f;;cz IVr(2*)Vr(zh) T ab

TTlaet 14 25 Vr(ah) S Vr(2k)

2cr(x k) 1
L+ Ae 14 25 Vr(zh)D 2V (zk)
Ae fj;pz IVr(z*)Vr(zh) Tk

T Tt 1 + 1i°ACVr(xk) 2 Vr(ak)

=, Vr(z")

Using the connection Vr(z*) = 5 WV f(x%) and r(2*) = \/f(2*) we get

k:_2c f(@") 1 -1 1 YV f (2"
P T+ Ae 1+ gamsimg V) TSV @R) T8 23/ FF) )

Ak Tty Sk V)V f (k) Tt
14+ Xe 1-‘,—va( )TEIZIVf(xk)

C/(1+)‘C) k cA k
o c S Vf(a") — T
L+ sremame |V (@015 1+ Ac
A %Vf(fk)—rxk
15 — 5V A(ab).

c 2
1+Acl+ anﬂka =1

To summarize, the update of NGN-Dv1W is the following
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ZF L = gk 4k

(6]

1 cA va(xk)Txk

T+ E*IV .Z‘k
1+ Ac 1+Acl+m‘|Vf(zk)||22;1 r V()

¢/(14+Ac)
_ c 2
L+ arammea 1V )5
c cA
1, e (1 e VI )

= zk — >V (h). (36)
L™ 1+ g V@) 15

2;1Vf(sck')

To prevent the step-size next to E;lv f(x*) from being negative, the final update has the form

—_c |1— in(a:k)Txk
1 1+Ac 2f(xk
k1 _ U [ . ) - J*’Elef(mk), (37
1+ Ac 1+W“Vﬂx )Hzil

where []4 = max{-,0}. Now we can add momentum on top and obtain the following update of
NGN-MDv1W

c_[1_ _ex Vf(xk)Txk}
1 1+Ac |: 2f(xk)
k+1 _ k +5-1 k ko k-1
" = " — - X UVS(a®) 4+ B — 2. (38)

This combination of NGN-MDv1 and weight decay is summarized in Algorithm 4. We highlight
that now the weight decay is incorporated inside the adaptive step-size as well as regularizing the
coefficient next to z*.

F.2 EMPIRICAL VALIDATION OF THE PROPOSED COMBINATIONS

Having two possible ways of adding weight decay to NGN-MDv1, we test them on pretraining a
70M transformer on language modeling. The validation perplexity at the end of training is reported
in Figure 6. We note that when weight decay is turned off, both NGN-MDv1W and Dec-NGN-MDv1
reduce to NGN-MDv1.

First, we observe that when weight decay is properly tuned, all algorithms improve over the base-
line case with no weight decay, which is consistent with the observation of Xiao (2024) and An-
driushchenko et al. (2023) on AdamW. We also note that Dec-NGN-MDv1 and NGN-MDv1W require
a smaller weight decay value compared to the other algorithms. Finally, the stability and perfor-
mance of NGNMDv1 are preserved by both variations, allowing training with larger learning rates,
and significantly improving over AdamW and Momo-Adam.

We do not observe a substantial difference between the two proposed modifications of NGN-MDv1
for this task. We remark however that these two versions serve substantially different purposes,
and pretraining language models might not be the most representative task to evaluate the effect of
adding regularization.

G ADDITIONAL EXPERIMENTS AND TRAINING DETAILS

G.1 TRAINING DETAILS

The detailed experiment setup with hyper-parameters and training details is presented in Table 2.
We provide links to the exact model architectures used in our experiments (the links are clickable)
as well as links to the tables and figures for each workload. We demonstrate the results averaged
across 3 different random seeds for small and middle-range size experiments. We use standard
values of momentum parameters (51, 82) = (0.9,0.999) if the opposite is not specified. The step-
size hyper-parameter is tuned across powers of 10 (for some workloads we add additional values
of the step-size hyper-parameter shown in the step-size resilience plots). We use PyTorch (Paszke
et al., 2017) implementation of Adam. The implementation of MomSPS, Momo, Momo-Adam are
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Figure 6: Adding weight decay when pretraining a 70M Transformer++. When properly tuned,
a value of weight decay > 0 enhances the performance of all algorithms. NGN-MDv1 retains his
characteristic stability, and achieves smaller perplexity in all scenarios.

provided in the corresponding papers. Finally, when employing SGD-M, we set dampening equal to
0.9.

For vision transformers experiments, we follow the setup of Schaipp et al. (2024), and use Pytorch
Image Models codebase (Wightman, 2019). We trainavit_tiny_patchl6_224 for 200 epochs
on Imagenetlk, using a cosine learning rate schedule with a linear warmup of 5 epochs. Differently
than Schaipp et al. (2024), we train in bf 1oat 16, instead of £1o0at16, and do not employ weight
decay regularization.

For pre-training Transformers on Causal Language Modeling, we build upon the nanoGPT (Karpa-
thy, 2022) implementation, augmenting it with Rotational Positional Embedding (Su et al., 2023),
RMSNorm (Zhang & Sennrich, 2019), and SwiGLU (Shazeer, 2020). We call this enhanced ver-
sion Transformer++. Models are trained with a batch size of 256, context length of 2048 tokens,
vocabolary size of 50280 and make use of GPT-Neox tokenizer (Black et al., 2022). We adopt an
enhanced training recipe, made popular by large language models such as LLaMa (Touvron et al.,
2023). These modifications include: training in bf loat 1 6; employing a linear learning rate warm-
up for 10% of the training steps, followed by cosine annealing to 10~°; omitting biases from linear
layers; using (81, f2) = (0.9,0.95) for all algorithms; clipping gradient norms above 1; no weight
tying between embedding and last linear layer. All models are trained on SlimPajama-627B (Sobol-
eva et al., 2023), a cleaned and deduplicated version of RedPajama We report validation perplexity
on a separate subset of Slim-Pajama consisting of 10M tokens. The total compute is estimated fol-
lowing Kaplan et al. (2020), where the estimated number of floating-point operations (FLOPs) is 6
x Number of Parameters x Number of Tokens.

Experiments of small and middle size are performed on 1xRTX 4090. We perform ImageNet32 ex-
periments on 2xA100-40GB, and ImageNet1k experiments on 4xA100-SXM4-40GB. For pretrain-
ing Transformers on Language Modeling, we employ 8xH100-HBM3-80GB GPUs. With multiple
devices in use, we employ Distributed Data Parallel to parallelize the training process.

G.2 COMPARISON ALGORITHMS THAT SUPPORT MOMENTUM

In the main paper, we provided the test performance only. Now we additionally illustrate the per-
formance of algorithms w.r.t. training loss convergence. Figure 7 demonstrates that NGN-M is the
most robust algorithm for the choice of the step-size hyper-parameter from this perspective as well.
In Figure 7, we additionally demonstrate the performance of the algorithms on (VGG16 (Simonyan
& Zisserman, 2014), CIFAR10) and (MLP, MNIST) workloads where NGN-M matches the perfor-
mance of the state-of-the-art algorithms in this setting and archives higher resilience to the step-size
hyper-parameter choice. The best performance results are reported in Table 3 and showcase that
NGN-M always matches the performance of other optimizers or improves it.

G.3 COMPARISON OF ALGORITHMS THAT SUPPORT MOMENTUM AND DIAGONAL
STEP-SIZE

Next, we illustrate the performance of the algorithms that support both momentum and diagonal

step-size. According to the results in Figures 8 and 9, NGN-MDv1 achieves the best resilience to the
step-size hyper-parameter choice among all considered algorithms. Again, NGN-MDv1 is the most
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Table 2: Summary of experiment setup with all the details on hyper-parameters used in each case.

tahils Effective
Performance Stability Qe o, Epochs / Batch
Model Dataset Results Results Stepsize Iterations Size Comments
Results
Resnet20 CIFAR10 Tab. 3,4, 5 Fig. 2,7,8,11 Fig. 14, 15,22 50 128
Resnet1 10 CIFAR100 Tab. 3,4 Fig. 2,7,8,12 100 128
VGG16 CIFAR10 Tab. 3,4 Fig. 7,8 50 128
MLP MNIST Tab. 3,4 Fig. 7,9 10 128 2 hidden layers
ViT CIFAR10 Tab. 3, 4 Fig. 2,7,8,13 Fig. 5, 14,15,23 200 512
LSTM PTB Tab. 4,5 Fig. 9 150 20 3 layers
LSTM ‘Wikitext-2 Tab. 4,5 Fig. 24 150 20 3 layers
e Rotten . . # heads 8
Transformer Tomatoes Tab. 4,5 Tab. 24 2000 16 #layers 24
e Tiny . . # heads 8
Transformer Shakespeare Tab. 4,5 Fig. 9,24 2000 16 #layers 24
Resnet18 ImageNet32 Tab. 3,4, Fig. 10 45 128 e e e

learning rate decay every
Resnet18 ImageNetlk Tab. 3,4 Fig. 2, 10 90 256 30 epochs by 0.1
no weight decay

cosine learning rate
schedule with linear warm-up
for 5 epochs
no weight decay, bfloat16
dim=512, # heads 8
# layers 6, context length 2048
70M Transformer++  SlimPajama-627B Tab. 4 Fig. 4,6 2400 256 (81, B2) = (0.9,0.95), bfloat 16
clipping norm 1, linear warm-up
for 10% of iterations

dim=768, # heads 12
# layers 12, context length 2048
160M Transformer++  SlimPajama-627B Tab. 4 Fig. 4 4800 256 (B1,82) = (0.9,0.95), bfloat 16
clipping norm 1, linear warm-up
for 10% of iterations
dim=1024, # heads 16
# layers 24, context length 2048
420M Transformer++  SlimPajama-627B Tab. 4 Fig. 4,21 13500 256 (B1,82) = (0.9,0.95), bfloat 16
clipping norm 1, linear warm-up
for 10% of iterations

ViT-Tiny ImageNetlk Tab. 4 Fig. 3 200 512

Table 3: The best validation score (with one standard deviation across 3 runs; accuracy for computer
vision tasks; perplexity for NLP tasks) for the best learning rate choice for each method that supports
momentum.

Model Dataset NGN SGDM  NGN-M___ MomSPS __ Momo _ ALR-SMAG
Resnet20  CIFARIO  88.301020 8542:070 88761005 87201035 888061011 88.88:0.10
Resnet110  CIFARIO0 64761926 57.161205 04985020 63.371071 04811035 6473118

VGGI6 CIFARIO  9021:040 89.671043 90421006 87262021 90431017 90.49:0.55

MLP MNIST  98.041007 97632040 97.97100s 97732000 97.971001 97.64r0.00

ViT CIFARIO 83341021 83.741011 84951020 83772027 85471027  85.541030
Resnetl8  ImageNet32  48.63 48.56 48.29 N/A 43.68 N/A
Resnetl8  ImageNetlk  67.00 66.73 67.12 N/A 67.09 N/A
Transformer g MY 927a0ns  873i01s  T6Taez  NA 880kon N/A
Transformer  qoowel  90l.gz 8754001 7120003 NA  865u00s  NA
LSTM Wikitext-2  75.332015 82071016 75.5li022  NA  76.09i040  N/A

stable algorithm to the choice of step-size hyper-parameter w.r.t. training loss convergence. Its best
performance is competitive to that of other algorithms but the step-size hyper-parameter range that
gives such performance is wider.

Moreover, we support our claims about stability on additional workloads such as (VGG16, CI-
FAR10) (in Figure 7), (MLP, MNIST), (LSTM (Hochreiter & Schmidhuber, 1997), PTB (Mikolov
et al., 2010)), and (Transformer (Karpathy, 2022), Tiny Shakespeare (Karpathy, 2015)) workloads.
We observe that NGN-MDv1 attains higher robustness to the choice of the step-size hyper-parameter.
Finally, the performance results on (LSTM, Wikitext-2 (Merity et al., 2016)) and (Transformer, Rot-
ten Tomatoes (Pang & Lee, 2005)) are reported in Table 4. The results demonstrate competitive
performance of NGN-MDv1 against other benchmarks across all considered workloads.
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Table 4: The best validation score (with one standard deviation; accuracy for computer vision tasks;
perplexity for NLP tasks) for the best learning rate choice for each method that supports diagonal
step-sizes and momentum.

Model Dataset Adam Momo-Adam  NGN-MDvi  NGN-MDv2 Lion Adabelief Adabound

Resnet20 CIFAR10 86.96:1070 89414035  89.531011  87.80:016 88.094027 87471048  85.001056

Resnet110 CIFAR100 64.12:004 67101053 66101045 64332040 61.85:077 65321043 61.28:0.30
VGG16 CIFARI10 90.261025 90951025  90.641015  90.07:0.37 N/A N/A N/A
MLP MNIST 97441010 97961010 98101005 97.670.17 N/A N/A N/A

ViT CIFAR10 85.96.003 85.74i012  85.654010 86.561011 86.894019 85.051047 80.3240.47
Transformer T(Fn(l);tt?)gs 6.80+0.07 6.8140.05 6.90+0.05 6.83+£0.05 N/A N/A N/A

T

Transformer Shakel?geare 6.801006  6.80+0.05 6.89:1006  6.8210.05 N/A N/A N/A
LSTM PTB 70.95100s  71.09:+005  70.841020  71.3710a7 N/A N/A N/A
LSTM Wikitext-2 81491140 82231064 75241021 8199078 N/A N/A N/A
Resnet18 ImageNet32 48.11 48.09 48.06 47.55 N/A N/A N/A
Resnet18 ImageNet1k 67.17 67.06 67.15 67.32 N/A N/A N/A
ViT-Tiny ImageNetlk 71.051016  71.222036  71.34510.22 N/A N/A N/A N/A
Transfommer 4 SlimPajama-627B 35201006 34961011  3384p053  NA N/A N/A N/A
Tfa“{gg;}f”* SlimPajama-627B  24.2610.10  24.2940.10  23.4240.10 N/A N/A N/A N/A
Tf"‘“f%‘ff”* SlimPajama-627B  17.00 17.07 16.60 N/A N/A N/A N/A

G.4 ADDITIONAL IMAGENET EXPERIMENTS

Now we turn to the experiments involving training Resnetl18 on ImageNetlk and ImageNet32. In
Figure 10 we provide the train loss curves and results on (Resnetl8, ImageNet32) workload that
demonstrate that NGN-M and NDN-MDv1 attain better resilience to the step-size hyper-parameter
choice than competitors not only from the train loss point of view as well. The best performance
of algorithms is provided in Table 3 and 4. According to them, both NGN-M and NGN-M achieve
competitive performance against considered benchmarks.

G.5 ADDITIONAL COMPARISON AGAINST LION, ADABELIEF, ADABOUND

This section compares algorithms from Section 5.1 and Section 5.2. Moreover, we include the
comparison against Lion (Chen et al., 2024), Adabound (Luo et al., 2019), and Adabelief (Zhuang
et al., 2020). The results are presented in Table 4.

We observe that NGN-MDv1 and NGN-MDv2 both achieve competitive performance across various
Deep Learning workloads. In Figures 11 to 13, we observe that Lion, Adabound and Adabelief
algorithms do not match always the performance of NGN-MDv1 and Adam: Adabelief has worse
performance on (Resnet20, CIFAR10) workload; Adabound has worse performance on (Resnet20,
CIFAR10), (Resnet110, CIFAR100), and (ViT, CIFAR10) workloads; Lion has worse performance
on (Resnet110, CIFAR100) workload. Moreover, their resilience to the step-size hyper-parameter
choice is lower than that of NGN-MDv1. To summarize, NGN-M and NGN-MDv1 are the most robust
algorithms to the choice of step-size hyper-parameter.

G.6 COMPARISON OF ALGORITHMS WITH DIAGONAL STEP-SIZE

Now we compare algorithms with diagonal step-size such as NGN-D, Adagrad Duchi et al. (2011),
and RMSprop Kingma & Ba (2015). Since NGN-D requires to find constants {c; }?:1 where d is the
size of the model. Finding sufficiently good constants c¢; might be a challenging task since d is a
large number. Therefore, we use RMSprop preconditioner Dy, to set them as ¢; = ¢/(Dy)(;). We
leave the exploration of how to set constants c; properly for future research.

For each method, we tune its learning rate hyper-parameter over the powers of 10: {1074, ...,10%}
and present the best performance averaged across 3 random seeds in Table 5. We observe that
NGN-D performs similarly to RMSprop. NGN-D has slightly worse performance on (LSTM, PTB)
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Figure 7: Stability performance of algorithms supporting momentum varying step-size hyper-
arameter (c for NGN and NGN-M, ay for Momo, and step-size for SGDM). We observe that NGN-M
achieves the training loss close to the best possible for a wider range of the step-size hyper-parameter.

Table 5: The best validation score (with one standard deviation; accuracy for image classification;
perplexity for language modeling) for the best learning rate choice for each method that supports
diagonal step-sizes.

Model Dataset Adagrad RMSprop NGN-D
Resnet20 CIFARI10 85.90+0.30 86.711064 86.984+0.15

Transformer Rotten Tomatoes 7.77+0.02 6.8710.05 6.9210.03

Transformer Til’ly Sheaksper 7.77:{:0'05 7.00:‘:0,13 6.90:‘:0‘05
LSTM PTB 99.241 5135 69.004017 71.5410.11
LSTM Wikitext-2 113.191436 79484045 75.4410.12

dataset but significantly better on (LSTM, Wikitext-2) workload. Besides, Adagrad always has the
worst performance. Moreover, these algorithms do not have high resilience to the choice of hyper-
parameter. Therefore, we omit their comparison from this perspective.

G.7 EFFECTIVE STEP-SIZE OF NGN-M, Momo, NGN-MDv1, AND Momo-Adam

Next, we compare the effective step-size applied throughout the training with NGN-M, Momo, NGN-
MDv1, and Momo-Adam in Figures 14 and 15. First, both NGN-M and Momo perform a warm-up
in the beginning: the effective step-size increases at the beginning of the training. Then we observe
the main difference between the two algorithms above: effective step-size of Momo for sufficiently
large step-size hyper-parameter is not adaptive within some part of the training, it always hits the
upper bound. Consequently, during that part of the training Momo reduces to SGDM. In contrast, the
effective step-size of NGN-M is always adaptive: it gradually decreases after a short warm-up. This
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Adam). We observe that NGN-MDv1 achieves the training loss close to the best possible for a wider
range of the step-size hyper-parameter.
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Figure 9: Stability performance of algorithms supporting momentum and diagonal step-size varying
step-size hyper-parameter (c for NGN-MDv1 and NGN-MDv2, g for Momo-Adam, and step-size for
Adam). We observe that NGN-MDv1 achieves the training loss close to the best possible for a wider
range of the step-size hyper-parameter.

trend is similar to the state-of-the-art learning rate schedulers used in practice. Similar observations
can be made in comparison of NGN-MDv1 and Momo-Adam.

G.8 SPECTRUM EVOLUTION DURING THE TRAINING WITH NGN-M AND SGDM

We include the results that demonstrate the spectrum evolution of the training and test losses in the
training of Resnet20. From Figure 19 and Figure 20, we see that
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1. Both NGN-M and SGDM increase the sharpness throughout the training for small step-size
hyper-parameter values (¢ € {107%,1073}. The sharpness throughout the training has
similar values for NGN-M and SGDM.
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Figure 13: Stability performance of various optimizers for ViT on CIFAR10.

. Both NGN-M and SGDM increase the sharpness in the beginning of the training, and de-

crease to the end of the training for middle-range values of ¢ € {1072,10~!}. The sharp-
ness throughout the training has similar values for NGN-M and SGDM.

. Both NGN-M and SGDM decrease the sharpness for ¢ = 10°. However, the sharpness

throughout the training with NGN-M is higher than that with SGDM.

. NGN-M converges with ¢ = 10! step-size hyper-parameter while SGDM fails. Moreover,

the sharpness throughout the training with NGN-M with ¢ = 10 is smaller than that with
smaller values of ¢ € {1074, ..., 10°}. This result suggests that for large enough values of
¢ NGN-M tends to converge to flatter minima with increasing the step-size hyper-parameter.
Being in flat minima allows the use of large effective step-sizes as the function value does
not increase much there.

These observations are also supported from the loss landscape perspective along top two eigenvec-
tors; see Figures 16 and 17.

The observed phenomenon is strongly related to training at the Edge of Stability (EoS), as explored
in Cohen et al. (2021) and other studies. However, we emphasize that Cohen et al. (2021) focuses
on non-adaptive methods, both with and without momentum. The only work we are aware of that
examines EoS behavior in adaptive methods is Cohen et al. (2022). According to Cohen et al. (2022),
Adam operates at an adaptive EoS (determined by the eigenvalues of the preconditioned Hessian),
even as standard sharpness continues to increase throughout training. Our findings indicate that
NGN-M operates at the Edge of Stability (EoS), despite employing adaptive step sizes.

37



Under review as a conference paper at ICLR 2025

0.0001 — 0.001 0.01 — 0.1 1.0 — 10.0 100.0 —— 1000.0
10° 10* 10* 10°
g ’uwwmmww K S T Y } n
g 10! 3 10! - 2 10! w——" 2 10! A
g . g g 2 lE
gi10! 10! ﬁ10*1 ﬁm*‘ ¥
£ 2/ 2 2
g g 3 g
E10° £10°° & 107 £10°?
0 5 10 15 2 0 100 200 300 400 500 0 5 10 15 2 0 100 200 300 400 500
Iterations, x10* Iterations Iterations, x10* Iterations
Momo for Resnet20 for CIFAR 10 NGN-M for Resnet20 for CIFAR 10
0.1 — 0.316 1.0 — 3.16 10.0 — 31.6
10% 10 10* 10
g g g g
2 10 2 10t 2 10 ‘2 10!
2 2 2 ]
2 2 %]
e 100 ':.,‘ i ¢ 100 ¥ v 100 ‘§ wy o f
B Wi | = =l - . g b
@ 10 I @10 10 D10
= & b= &
w w w w
s s - -
10755 5 10 15 2 7% 100 200 a0 400 so0 MO 5 10 15 20 076 10 200 800 400 500
Iterations, x10* Iterations Iterations, x10* Iterations
Momo for ViT for CIFAR 10 NGN-M for ViT for CIFAR 10

Figure 14: The step-size of Momo and NGN-M during the training. We demonstrate the step-sizes
Tk for Momo and v for NGN-M varying step-size parameters oy for Momo and c for NGN-M.

0.0001 — 0.001 0.01 — 0.1 1.0 — 10.0 100.0 — 1000.0

5 10 15 20 0 400 800 1200 1600 2 0 5 10 15 2 0 400 800 1200 1600 2000
Iterations, x10* Iterations Iterations, x10* Iterations

Momo-Adam for Resnet20 for CIFAR 10 NGN-MDv1 for Resnet20 for CIFAR 10

0.0001 —— 0.000316 0.001 — 0.00316 0.01 — 0.0316

2,

10° 10 10

<

_—

Effective Stepsize
o
s
i

[
15}
1

=3

s

‘

Effective Stepsize
S -
LS

Effective Stepsize

N

Effective Stepsize
s

S

0

1=}
|
-
=)
d
1=
|
-
=)
d

8 8 & &

@ 7 @ 7

& & & &

o 2 o 2

Qm* Qw* 5 b §10" L 210*3 m~‘~-~w~mwwmw~~\
& g £ mm— £

2 107" ) g 10t 2 107" e | @ 10"

w w w el

1077 Bl T 07 100 2o S0 abo a0 1077 B0 T 1075 160 2o 50 ad0abo
terations, x10 terations terations, x10° terations
Momo-Adam for ViT for CIFAR 10 NGN-MDv1 for ViT for CIFAR 10
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step-sizes 7 for Momo-Adam and v, for NGN-MDv1 varying step-size parameters oy for Momo and
c for NGN-MDv1.

G.9 COMPARISON OF ADAPTIVE STEP-SIZES OF Adam, Momo-Adam, AND NGN-MDv1

Next, we conduct experiments to compare the adaptive step-size of Adam, Momo-Adam, and
NGN-MDv1. Note that ResNet20 model consists of 3 base blocks, and each block has 3
convolution layers. In Figure 22 we plot the average adaptive step-size of the layers j €
{layer1.0.conv1, layer2.0.convl, layer3.0.convl} of ResNet20 that corresponds to the first convo-
lution layer within each base block. Similarly, in Figure 23 we plot the average adaptive step-size of
the layers j € {layer0.0.fn.to_gkv, layer3.0.fn.to_gkv, layer5.0.fn.to_qkv} that corresponds to the
attention layers of the first, fourth, and sixth base blocks.
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Since the adaptivity of Adam is only in the second-order momentum applied as a normalization, in
our experiment we compare the following quantities

B Tk
————— for Adam, ———— for Momo-Adam,
(Dk) ) (D))

where 7 is the step-size hyper-parameter of Adam.

Yk
Dr)()

for NGN-MDv1, (39)

Let us first describe the results for ResNet20 in Figure 22. We observe that NGN-MDv1 tends to set
smaller effective step-size compared to two other algorithms. This is especially visible for the large
step-size hyper-parameter values where the adaptive step-size of NGN-MDv1 is by several orders in
magnitude smaller than that of Adam and Momo-Adam. In contrast, the coordinate-wise adaptive
step-size of Momo-Adam is mostly follow that of Adam. Considering that the stability performance
of NGN-MDv1 is much higher for this task, this happens mainly due to the fact that the adaptation
mechanism of NGN-MDv1 step-size is more conservative than that of Momo-Adam.
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Figure 19: The evolution of 20 largest train eigenvalues averaged across 3 runs during the training
with SGDM of Resnet20 on CIFAR10.

Now we switch to the results on ViT model in Figure 23. Here both Momo-Adam and NGN-MDv1
tend to utilize smaller effective coordinate-wise step-size, by several orders in magnitude smaller
than that of Adam. However, the adaptation mechanism of NGN-MDv1 is still more conservative
than that of Momo-Adam, especially for large step-size hyper-parameters. We also highlight that in
this experiment the best performance of NGN-MDv1 is achieved with ¢ = 1073, When we vary the
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Figure 20: The evolution of 20 largest train eigenvalues averaged across 3 runs during the training
with NGN-M of Resnet20 on CIFAR10.

10%
>
=
x
K
=)
5
a Optimizer
£, Adam
g 10 Momo-Adam
NGN-MDv1
Peak LR
— 0.003
--- 0.01
107 10% 10°

Tokens

Figure 21: Training dynamics of a 420M Transformer+++ trained on SlimPajama. NGN-MDv1
achieves lowest perplexity, and, unlike Adam and Momo-Adam, it remains stable at a larger learning
rate of 0.01.

step-size hyper-parameter c, the effective coordinate-wise step-size does not change dramatically,
especially for layers.0.0.fin.to_gkv layer.

G.10 EXTENDED COMPARISON OF MOMENTUM-BASED ALGORITHMS ON NLP TASKS

We switch to comparison of NGN-M, Momo, NGN, and SGDM on NLP tasks. In particular, we
consider the training of Transformer (based on NanoGPT) on the Tiny Shakespeare and Rotten
Tomatoes datasets and LSTM on the Wikitext-2 dataset from Appendix G.3. We report the results
in Figure 24 while the best performance is shown in Table 3. First, note that all algorithms do
not match the best performance of those that incorporate diagonal step-size and momentum (see
Table 4). Such results are expected since the training of NLP models has significantly different
coordinate-wise conditioning. Nonetheless, NGN-M algorithm achieves better resilience to the step-
size hyper-parameter choice, especially in the training of Transformer models. Therefore, NGN-M
across various model architectures and task domains.
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Figure 22: The adaptive stepsize of Adam (first column), Momo-Adam (second column), and NGN-
MDv1 (third column) algorithms in training ResNet20 model on CIFAR10 dataset. We plot the
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0 e 0

the first convolution layer within each of 3 base blocks of ResNet20 architecture varying the step-
size hyper-parameter of the algorithms (¢ for NGN-M and NGN, «( for Momo, and learning rate
parameter for Adam).
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