Median Selection with Noisy and Structural

Information
Chenglin Fan* Mingyu Kang*
Seoul National University Seoul National University
Seoul 08826, South Korea Seoul 08826, South Korea
fanchenglin@snu.ac.kr mgmh26@snu.ac.kr
Abstract

We study the problem of computing the exact median by leveraging side information
to minimize costly, exact comparisons. We analyze this problem in two key
settings: (1) using predictions from unreliable “weak” oracles, and (2) exploiting
known structural information in the form of a partial order. In the classical setting,
we introduce a modified LazySelect algorithm that combines weak comparisons
with occasional strong comparisons through majority voting. We show that this
hybrid strategy has near-linear running time and can achieve high-probability
correctness using only sublinear strong comparisons, even when the weak oracle is
only slightly better than random guessing. Our theoretical results hold under the
persistent comparison model, where resampling will not amplify the probability of
correctness. In the partially ordered setting, we generalize the notion of median to
directed acyclic graphs (DAGs) and show that the complexity of median selection
depends heavily on the DAG’s width. We complement our analysis with extensive
experiments on synthetic data.

1 Introduction

Median selection is a fundamental problem in algorithm design, with wide-ranging applications in
machine learning, data analysis, and decision-making. Given a set of n elements with an unknown
total order, the goal is to identify the median—the element of rank |n/2|. Finding the median of a
set is a classical problem in computer science and statistics, with applications ranging from robust
statistics to machine learning and decision-making. The traditional model assumes that comparisons
are perfect and equally costly, but in many modern settings—such as crowdsourcing [Karger et al.,
2011]], preference elicitation [Lu and Boutilier, 2011], or federated analytics [Kairouz et al.| 2021]]—
comparisons can be noisy, expensive, or even unreliable.

Our work addresses these challenges through a unified framework in which side information is
leveraged to reduce reliance on expensive, definitive comparisons. We consider two forms of side
information: predictions from a cheap but noisy “weak” oracle, and structural knowledge in the
form of a pre-existing partial order. The latter can be viewed as the outcomes of trusted, historical
comparisons, framing both settings as instances of a common problem: how to efficiently compute
the median when partial or imperfect comparison information is already available. This setting
is motivated by recent work in learning-augmented algorithms |Lykouris and Vassilvitskiil 2021},
Purohit et al.| [2018]], which aim to bridge the gap between traditional worst-case algorithms and
data-driven approaches.

A key insight is that in many practical scenarios, the elements to be compared may already have
some latent structure. For example, in partially ordered sets or when the input items are embedded
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in a known hierarchy, some comparisons may be inferred or ruled out. Exploiting such structural
properties has proven useful in sorting and selection [Daskalakis et al., 201 1.

We formalize this intuition and present two main algorithmic results: (1) when weak comparisons
are available with some bias toward the correct order, we show how to combine them with a small
number of strong comparisons to recover the median; (2) when the input set has a known partial
order (e.g., a DAG), we show how to use the structure to reduce the number of strong comparisons
to sublinear, while ensuring correctness. Our results are accompanied by theoretical bounds and
suggest a new paradigm for combining structural priors and learning predictions in classic decision
problems.

1.1 Related Works
1.1.1 State-of-the-Art Algorithms for Finding the Median

There exist two main classes of median selection algorithms: randomized algorithms and determin-
istic algorithms.

Randomized Algorithms

* QuickSelect: A randomized variant of QuickSort [Hoare, [1961]], QuickSelect randomly
selects a pivot and partitions the array, recursively narrowing down to the median. Its
expected time complexity is O(n), but in the worst case, it can be O(n?) with unlucky
pivots.

» LazySelect: Known as Rivest and Floyd’s Select algorithm [Floyd and Rivest, [1975]],
LazySelect samples r elements, selects two pivots from the sorted sample, and partitions
the array into three regions. It sorts the middle region and returns the median. It runs in
expected linear time with high probability, achieving O(n) with probability 1 — O(n~ /).

Deterministic Algorithms

* Sorting-Based Approach: A simple deterministic method involves sorting the array (e.g.,
MergeSort, HeapSort) [Cormen et al.,[2022]] and selecting the middle element. Its worst-case
complexity is O(n log n), making it inefficient for large datasets.

* Median of Medians [Blum et al.| [1973]]: To improve QuickSelect’s worst-case perfor-
mance, this algorithm deterministically selects a pivot in O(n) time, ensuring a worst-case
complexity of O(n).

1.1.2 Learning-Augmented Algorithms

Recent advancements in machine learning have inspired learning-augmented algorithms, which
leverage additional probabilistic information to enhance traditional algorithms. Learning-augmented
algorithms do not rely solely on standard comparisons but instead incorporate predictions that guide
the selection process. This paradigm is particularly useful when comparisons have different costs or
reliability levels, as in the case of strong and weak comparison oracles.

Learning-augmented algorithms have been successfully applied in various domains, including:

* Algorithms with Predictions. While much of the prior research focuses on online settings
such as caching [Lykouris and Vassilvitskii, 2021, [Rohatgi, 2020, Bansal et al., [2022],
rent-or-buy problems [Purohit et al.| [2018| |/Angelopoulos et al.,2024]], and scheduling [|Azar
et al.| 2021} Lindermayr and Megow, [2022]], recent advancements have extended these
techniques to offline problems. Notable examples include matching [Dinitz et al.| [2021]],
clustering [Ergun et al.,2021], and sorting [Bai and Coester, |2023 |Lu et al.,[2021]]. Inspired
by [Kraska et al.|[2018]], several studies also examine data structures [Lin et al.,[2022]] and
robust use of multiple predictors [Anand et al.|[2022} |/Antoniadis et al.,|[2023||. Recent works
continue to broaden the field’s reach: binary search with distributional predictions [Dinitz
et al.l [2024]], competitive warm-start strategies for algorithms with predictions [Blum
and Srinivas} 2025]], dynamic graph algorithms with predictions [Brand et al.| [2024]], and
learning-augmented priority queues [Benomar and Coester, |2024] highlight the versatility
of predictions in diverse algorithmic domains.



* Sorting with Prediction. |Lu et al.| [2021] studied generalized sorting with forbidden
comparisons and prediction errors similar to our weak comparisons, achieving bounds
of O(nlogn + w) and O(nw), though the latter degrades to O(n?) with one error per
item—ours remains O(n). [Erlebach et al.|[2023] explored sorting and hypergraph orienta-
tion under uncertainty with predictions, aiming to minimize the number of queries. Bai and
Coester] [2023|] proposed learning-augmented sorting algorithms using predicted positions
and fast-but-noisy comparisons, achieving optimal O (}_, log ;) exact comparisons ( 7;
denote the prediction error of the rank of i-th element), which degrades smoothly from O(n)
to O(nlogn) as prediction error increases.

1.1.3 Sorting with Structural and Noisy Information

Many real-world applications require sorting in the presence of uncertainty or pre-existing structure.
In the noisy comparison model, comparison outcomes may be unreliable. The independent noisy
model assumes each comparison is flipped independently with probability p € (0, 1), where p is
the error probability. Recent work by |Gu and Xu| [2023]] established optimal bounds for sorting n
elements under this model. In the recurrent noisy setting, proposed by Braverman and Mossel|[2007]],
repeated queries between the same pair return consistent outcomes. (Geissmann et al.|[2018]] gave
an optimal algorithm in this setting with O(n logn) time, O(log n) maximum dislocation, and O(n)
total dislocation with high probability. These approaches generally focus on approximate sorting,
and to the best of our knowledge, no prior work considers combining both clean (reliable) and dirty
(unreliable) comparisons in exact sorting.

In parallel, adaptive sorting methods aim to exploit partial structure in the input to reduce computa-
tional cost. Examples include TimSort [Peters, [2002]] and Powersort [Munro and Wild, |2018]|]. These
algorithms take advantage of presortedness, typically measured via global metrics like the number
of inversions or runs. |[Estivill-Castro and Wood|[1992] provide a comprehensive overview. While
related in spirit, traditional adaptive sorting methods do not utilize explicit predictions or distinguish
between comparison quality. Furthermore, their performance bounds are often based on aggregate
error measures rather than element-wise guarantees.

1.2 Our Results

In this paper, we revisit median selection through two modern lenses that capture realistic constraints
in learning and decision-making systems:

Median Selection with Strong and Weak Oracles. We formalize this setting using two com-
parison oracles: a strong (accurate but expensive) oracle and a weak (cheap but noisy) oracle. Our
modified LAZYSELECT algorithm strategically trades a higher total number of oracle calls for a
drastic reduction in costly strong queries. While the original LAZYSELECT requires O(n) strong
comparisons in expectation, our method reduces this to O(n3/ 4) strong comparisons, at the cost of
O(nlogn) weak ones. This trade-off is highly advantageous in settings where strong queries are
orders of magnitude more expensive.

Theorem 1 (Main Result 1). Let A be an array of n elements and assume the weak comparison
oracle errors independently with probability p < 1/2. Then, with high probability, the modified
LazySelect algorithm returns the median of A using (1) O(nlogn) running time, (2) O(nlogn)
weak comparisons, (3) O(n3/ 4) strong comparisons, (4) and succeeds with probability at least
1 —O0(n~Y4).

Structure-Aware Median Selection in Partially Ordered Sets. In structured domains, partial
orderings among elements are often known a priori, represented as a directed acyclic graph (DAG).
Such structure arises naturally in scheduling, causal inference, and preference modeling. We study
median selection in this setting and design an efficient algorithm that exploits the DAG structure to
minimize the number of necessary comparisons. Our approach prunes redundant queries and guides
the search using order-theoretic insights.

Theorem 2 (Main Result 2). Let G = (V, E) be a DAG over n elements with width w, and let the
median element be selected using Algorithm[3] Then the expected number of total comparison cost:

0 ((1ogn—|—w10g (%)) logn) .



In particular:

o Ifw = O(1), the total number of comparisons is sublinear in n, specifically O(log? n). In
the special case where the DAG is a single chain w = 1), the recursion terminates after one
step, and the median is found in O(logn) comparisons.

o The comparison cost is o(n) whenever w log(n/w) = o(n/logn), outperforming classical
©(n) methods for a wide range of sparse DAGs.

Our results provide new algorithmic techniques for median selection in realistic, structured, and
learning-augmented environments. By leveraging side information—whether in the form of approx-
imate predictions or partial orders—we demonstrate that substantial improvements over classical
baselines are possible. Our work contributes to the growing body of research at the intersection of
algorithms, learning theory, and practical decision systems.

2 Preliminary

2.1 Median Selection with Strong and Weak Oracles

We are given a set S = z1, x9, . .., x, of n distinct elements, and the task is to identify the median
element—i.e., the element that ranks |n/2]-th in the total order induced by their true values.

To perform comparisons, we have access to two types of oracles:

* Strong Comparison Oracle O;(a, b): Given any two elements a, b € S, this oracle returns
the correct result of the comparison—whether a < b or a > b—with certainty. However, it
is expensive and should be used sparingly.

* Weak Comparison Oracle with Persistent Errors O, (a,b): Given any two elements

a,b € S, this oracle returns a possibly noisy answer whether a < b or a > b: it returns
the correct comparison outcome with probability 1 — p > 1/2, and the incorrect one
with probability p. Once the value of O,,(a, b) is fixed, it is used consistently throughout
the execution (i.e., the error is persistent, resampling will not amplify the probability of
correctness under this model).

Goal. The objective is to identify the true median of a set of n elements using a combination of
strong and weak comparison oracles, such that:

1. Correctness Guarantee: The algorithm returns the exact median element z* € S (i.e., the
|n/2|-th smallest element in the true total order) with high probability, typically at least
1 — 4, for some small § > 0.

2. Efficient Use of Oracles:

* The expected number of queries to the strong oracle is sublinear in n—e.g., o(n) or
O(n3/*, /n)—to reduce reliance on costly but accurate comparisons.

* The number of queries to the weak oracle is also minimized, ideally remaining near-
linear or better, while ensuring sufficient confidence to guide the use of strong oracle
queries.

« The total running time should be O(n).

3. Robustness to Noise: The algorithm must tolerate uncertainty in the weak oracle (which
returns correct outcomes with probability 1 — p > 1/2) and strategically integrate both
oracles to ensure reliable decision-making.

2.2 Median Selection with Partial Order Prediction

Given a set of n elements with an associated partial order represented as a directed acyclic graph
(DAG) G = (V, E), the objective is to identify the median element—that is, an element 2* € V
such that at most |n/2| elements precede 2* and at most |n/2| elements succeed * in the true (but
initially unknown) total order.



Formally, assuming the true total order < is consistent with the DAG G (up to potential noise), we
seek an element x* such that:

|{v€V:v-<x*}|§ng and \{veV:v>x*}|§{gJ.

The DAG G provides incomplete pairwise precedence information, which may be derived from
prior knowledge, historical comparisons, or predictive models. Our algorithm may query pairwise
comparisons directly (e.g., via a comparison oracle) to resolve uncertainty. The goal is to exploit the
DAG structure to (1) minimize the number of explicit comparisons required to find the median, and
(2) avoid redundant comparisons by leveraging the transitive closure within the DAG.

The efficiency of our structure-aware algorithm depends on the width of the DAG, which is formally
defined as the size of the largest antichain (a subset of vertices where no two are comparable under
the partial order).

3 Median Selection with Strong and Weak Oracle

This section introduces LazySelect with Majority-Vote Weak Oracle, a randomized algorithm for
computing the median of an array using a combination of weak and strong comparison oracles.

3.1 Algorithm

We present a robust adaptation of the LazySelect algorithm that operates with a weak comparison
oracle, where each pairwise comparison returns an incorrect result with probability p < % To
mitigate the effect of this noise, we compare each input element against a set of reference elements
drawn from the sampled range boundaries and apply a 2/3-majority rule over the aggregate outcomes.
This ensures that the overall algorithm remains robust while preserving its asymptotic performance.
The algorithm is detailed in Algorithm|[I}

High-Level Idea: The algorithm aims to efficiently compute the median of an array using unreliable
(weak) comparisons, which may return incorrect results with some probability. To overcome this, it
first selects and sorts a small random sample from the input to estimate a central range [d, u] likely
to contain the true median. Each input element is then compared against a small set of reference
elements near the boundaries of this range. Based on the majority of these weak comparisons,
elements are classified as likely smaller, larger, or ambiguous. Only ambiguous elements are resolved
using a reliable (strong) oracle. If this classification isolates a small set that must contain the median,
the algorithm sorts this set and directly extracts the median. Otherwise, it reports failure with low
probability.

The following steps detail how this idea is implemented in practice.
Algorithm Description: The algorithm proceeds as follows:
1. Letr = n®/4, k = \/n. Sample r elements uniformly at random from the input array A to
form a subset S, and sort S.
2. Define lower and upper bounds as d = S[§ — k] and u = S[5 + k].

3. Let D be the largest clogn elements in {x € S | z < d}, and U be the smallest clogn
elements in {x € S | z > u}.

4. For each a € A, compare a to each element of D U U using weak comparisons and record
the number of times the result is < (denoted count.) and > (denoted counts.).

5. If count. > % - (count. + counts.), assign a € L. If counts, > % - (count. + count. ),
assign a € R. Otherwise, use a strong oracle to classify a into L, M, or R.

6. If classification succeeds with |L| < n/2 < |L| + | M|, sort M and return the (n/2 — |L| +
1)th element of M as the median.

7. If the classification fails, report an error.



Algorithm 1 LazySelect with Majority-Vote Weak Oracle

Input: array A of size n
Output: Median element of A
1 r+n34 k Vn
2 Sample 7 elements from A to form .S, and sort S > strong oracle
3d< S[5 — k], u< S[5+ k|
4 D <+ largest clogn elements < d, U < smallest clog n elements > u
5 Initialize L, R, and M as empty
6 for eacha € A do

7 count., counts, < 0

8 foreachd € D, v € U do

9 Compare a to d’ and v’ and update count, counts, > weak oracle
10 total <— count. + counts.

11 if count. > 2 - total then L < L U {a}

12 elseif count, > 2 - total then R < RU {a}

13 else Compare a with d and u to decide whether to place a into L, M, or R. ©> strong oracle
14 if classification successful then

15 Sort M and return M [5 — |L| + 1]

16 else

17 return error

3.2 Analysis

This lemma formalizes the idea that the “middle” set M remains small. Intuitively, since our pivots d
and u are chosen from a large random sample, the number of elements from the full array that truly
fall between them is small. Furthermore, our majority-vote scheme makes misclassification into M a
rare event, ensuring that the total size of M stays bounded.

Lemma 3 (Size of the Middle Region). With probability 1 — O(n='/*), the number of elements in
the middle set M is O(n®/*).

Here, we quantify the robustness of the majority vote. By performing O(log n) weak comparisons, we
leverage concentration bounds (such as Hoeffding’s inequality). Since the oracle is better than random,
the probability that the majority vote is incorrect decays exponentially, making misclassification
polynomially unlikely in n.

Lemma 4 (Misclassification Probability). For an element truly in L (respectively R), the probability
of misclassification into M is O(n™"7) for some constant v = ©(1), provided p < 1/2.

This complexity bound follows directly from the previous lemmas. The costly strong oracle is invoked
only for elements that fall into the middle set M. Since Lemma 5 guarantees that | M| = O(n3/4)
with high probability, the cost of sorting this set remains sublinear.

Lemma 5 (Strong Comparison Complexity). With probability 1 — O(n~'%), the algorithm uses
O(n®/*) strong oracle queries.

The proofs of Lemmas [3] [} and[5]are deferred to the Appendix.
We now summarize the full performance and correctness guarantees of the algorithm:

Theorem 6. Let A be an array of n elements, and suppose the weak comparison oracle returns
an incorrect result independently with probability p < % Then, with high probability, the modified
LazySelect algorithm returns the median of A with the following guarantees: O(nlogn) total running

time, O(nlogn) weak comparisons, O(ng/ 4) strong comparisons, and success probability at least
1 —0O(n~4).

3.3 Generalization to the k-th Largest Element

Algorithm (1| extends naturally to finding the k-th largest (or smallest) element by adjusting pivot
selection and the success condition while preserving the core idea of using a random sample to narrow



the search. Given a sample .S of size r, pivots are chosen to bracket the expected rank of the k-th

element, defined as
k k
d:SHr—ckH, quHT—l—ckH,
n n

where ¢i ( we choose ¢, = 1/n as before) is a cushion parameter ensuring, with high probability, that
the true k-th element lies in [d, u]. The success condition becomes |L| < k < |L|+|M]|, where L and
M are elements below d and between d, u respectively; when satisfied, M is sorted and M [k — |L|]
returned. These modifications preserve sublinear strong comparisons and high success probability,
enabling efficient retrieval of any k-th order statistic.

Remark. Achieving high-probability median selection using only O(n) weak queries (with correct-
ness probability p = % + ¢) and o(n) strong queries is fundamentally challenging. This follows
from two key barriers. First, the weak oracle limitation: prior work Braverman and Mossel| [|2007)]
shows that O(n) weak queries misclassify each element with constant probability, producing ©(n)
uncorrected errors. Second, the strong oracle sparsity: with only o(n) strong queries, at most o(n) of
these errors can be corrected. As a result, ©(n) — o(n) = O(n) errors remain, leading to median
misidentification with probability 1 — o(1). This highlights a fundamental trade-off between query
quality and quantity in median selection.

4 Median Selection with Structural Information

In this section, we develop a median selection algorithm that exploits known partial order information
represented by a directed acyclic graph (DAG). The key insight is that when a partial order is
available, many pairwise comparisons used in classical algorithms can be avoided. Our proposed
algorithm leverages structure in the DAG to reduce the number of comparisons while still guaranteeing
correctness. We present formal analysis establishing the correctness and efficiency of our method, and
show how partitioning and refinement operations can be conducted efficiently using graph traversal
and chain decomposition techniques.

4.1 Motivation and Overview

Let A = {a1,...,a,} be aset of n elements, and let G = (V, E) be a DAG over the elements in A,
where (a;,a;) € E implies a; < a;j. The DAG encodes partial information about the relative order
of the elements. Our objective is to find the true median of A, defined as an element z* € A such
that at most | 5 | elements precede 2* and at most | | elements succeed z™* in the total order, using
as few comparisons as possible.

The central idea is to use the DAG structure to predict the position of elements relative to a chosen
pivot without performing explicit comparisons. We decompose the DAG into disjoint chains (by
Dilworth’s theorem), and refine partitions via binary search within each chain.

4.2 Algorithm Description

The algorithm performs median selection in a partially ordered set represented as a DAG by recur-
sively partitioning the graph around a pivot. The PartitionWithDAG procedure uses BFS and chain
decomposition (via Dilworth’s Theorem) to determine which elements are less than or greater than
the pivot. The MedianSelectionUsingDAG algorithm then recursively searches in the left or right
subset depending on the size of the partition until it finds the median. The general procedure for
partitioning using a DAG structure is outlined in Algorithm[2] while the randomized median selection
using a DAG is presented in Algorithm 3] and the deterministic median selection using a DAG is
detailed in Algorithm[4]in the Appendix.



Algorithm 2 Partition with DAG Structure

Input: DAG G = (V, E), pivot element g € V
Output: Sets Land R, where L={z €V |z <q},R={z €V |z > q¢}
1 Initialize L < 0, R < 0

Perform BFS from ¢ in the reverse direction to find all x with apathax — --- — ¢; add to L
Perform BFS from ¢ in the forward direction to find all x withapathq — --- — x;add to R
Decompose G into chains C', ..., C,, using Dilworth’s Theorem
for each chain C; do

if ¢ € C; then

Use binary search in C} to classify remaining elements relative to ¢
else
9 Use binary search in C}; to determine if any elements are comparable to ¢

10 Add elements smaller/larger than g to L/R accordingly

11 return L, R

[cBEN e WLV, I RO I )

Algorithm 3 Randomized Median Selection Algorithm Using DAG

Input: DAG G = (V, E), where V is a set of n elements
Output: Median element of V'

1 if n =1 then
2 return the single element

Select a pivot ¢ € V' (randomly or deterministically)
L, R + PARTITIONWITHDAG(G, q)
if |[L| = |n/2] then
return q
else if |[L| > [n/2] then
G’ + induced subgraph of G on L
9 return MEDIANSELECTIONUSINGDAG(G")
10 else
11 G’ + induced subgraph of G on R
12 k'« |n/2| —|L| -1
13 return MEDIANSELECTIONUSINGDAG(G’) with adjusted rank &’

00NNk~ W

4.3 Theoretical Framework

We now formalize the key properties and theoretical foundations of the algorithm.

While seemingly definitional, this lemma is crucial as it confirms that a simple graph traversal (BFS)
correctly identifies a subset of relationships via transitivity without requiring any new comparisons.

Lemma 7 (Correctness of BFS Classification). Let G = (V, E) be a DAG over a set of elements A,
and let q € A be a pivot element. Define:

Ly = {x € A | there exists a path from x to q}, Ry = {x € A| there exists a path from q to z}
Then for all v € Ly, we have x < q, and for all x € Ry, we have x - q.

This classic theorem serves as the cornerstone of our algorithm. It allows us to decompose any
complex partial order into a small number (w) of simple, totally ordered chains.

Lemma 8 (Chain Decomposition via Dilworth’s Theorem Dilworth| [1987])). Let G = (V, E) be
a DAG with width w. Then, the vertex set V' can be partitioned into at most w disjoint chains
C1,Cy, ..., Cy, where each C; is a totally ordered subset of V.

Lemma 9 (Correctness of DAG-based Partition). Given a pivot q, and chain decomposition
{C1,...,Cy}, let each chain C; be ordered, and let i, be the index of q in its chain C;. Then
all elements preceding q in C; are less than q, and all elements following q are greater than q,
assuming consistency of partial order.



4.4 Complexity Analysis

Let n be the number of elements and w the width of the DAG. The graph traversal, including
BFS and inverse BFS, takes O(n) time. Chain decomposition, using known algorithms |Céceres
[2023]], requires O(n log w) time. Binary search of w chains has a total number of comparison of
O(wlog(n/w)) (The reason is given in the proof of Theorem[L0). Therefore, the overall number of
comparisons is significantly less than O(n) when w < n, which is typical in structured or low-width
datasets.

Theorem 10 (Comparison Complexity with Structural Information). Let G = (V, E) be a DAG
over n elements with width w, and let the median element be selected using Algorithm[3} Then the
expected number of comparisons required is O (log n + wlog ( )) per recursive step, resulting in

total comparison cost O ((log n + w log (%)) log n) . N

Moreover, the algorithm adapts naturally to structured domains such as tournament graphs, hierar-
chical workflows, or ranking-based posets, where the width w is typically small.

The proofs of Lemmas [7][8] 0] and Theorem[I0]are deferred to the Appendix.

This hybrid approach offers an efficient and principled strategy for median selection in the presence
of both noisy comparisons and structured side information. By combining chain decomposition,
transitive pruning, and robust refinement, the algorithm achieves correctness while minimizing
explicit comparisons—especially in settings with inherent partial order structure.

5 Experiments

We empirically evaluate our algorithms in two settings: (1) the classical total order case, where a weak
comparison oracle is available, and (2) the partially ordered case, where the input is a synthetic DAG
and only standard comparisons are used. In the first setting, our goal is to compute the exact median
while minimizing costly strong comparison calls. In the second, we aim to reduce the total number of
comparisons by leveraging the partial order structure. All experiments use synthetic data: we vary
the weak oracle accuracy in the total-order case and control the DAG width in the partial-order case.

5.1 LazySelect with Majority Vote

We begin by evaluating our modified LazySelect algorithm on arrays of size n = 10° and n = 105,
each a random permutation of {0,...,n — 1}. We report the exact median success rate and the
normalized number of strong oracle calls per element across weak oracle accuracies 1 — p €
{0.51,0.75,0.9, 1.0} and weak comparison budgets ¢ - d, where d = logn and ¢ € {1,2,4,8,16}.
Each configuration is repeated 100 times, and we report average results.
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Figure 1: Success rate and the number of strong oracle calls normalized by the array size n, with
respect to the weak comparison budget ¢ - d. Each color represents a different weak oracle accuracy.

e over 94% accuracy when n = 106, Figure shows that in the noisiest case (1 — p = 0.51), only
when ¢ > 8 does the success rate exceed 95%, yet the number of strong comparisons remains nearly
identical to the average from 100 runs of standard LazySelect—indicating that, under very noisy
conditions, additional weak votes provide negligible benefit. For 1 — p = 0.75, the success rate
exceeds 97% at ¢ = 4 and reaches 100% by c = 8. Finally, for high-quality oracles (1 — p > 0.9),
only 2logn weak comparisons suffice to achieve over 94% accuracy. In all cases except when
1 — p = 0.51, the number of strong oracle calls is lower than that of standard LazySelect. Similar
trends are observed for both n = 10® and n = 10°.



5.2 Directed Acyclic Graph Setting

We next evaluate the impact of structural information by comparing both the randomized (Algorithm 3]
and deterministic (Algorithm 4)) median selection algorithms, with and without access to DAG
structure, on synthetic partial orders over n = 10* elements. DAGs are generated by randomly
adding edges while preserving acyclicity, and we control the width w (size of the largest antichain)
by varying edge density in steps of 500. Results are averaged over 10 trials per width.
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Figure 2: Number of comparisons normalized by the array size n, with respect to DAG width w.
Left: random pivot; Right: median-of-medians pivot. The solid line indicates the performance of the
classical median-of-medians algorithm (which ignores the DAG structure), serving as our baseline.
Shaded areas show one standard deviation over 1,000 runs for the baseline.

Figure 2] shows that for large widths (w = 10,000), both pivot strategies incur approximately 5-6
comparisons (normalized by n). As w decreases to around 2, 000, the randomized and deterministic
strategies require approximately 3.0 and 4.5 comparisons, respectively. When w ~ 500, these
values drop to about 1.7 and 2.9. At w = 1, both strategies require nearly zero comparisons. The
deterministic strategy yields a smoother curve, while the randomized one exhibits more variance but
follows a similar downward trend.

Limitations of Synthetic Data. Our experiments are conducted on synthetic datasets to enable
controlled evaluations where parameters such as noise levels and DAG width can be systematically
varied, allowing us to validate our theoretical findings. Evaluating our algorithms on empirical
datasets remains an important direction for future work.

Conclusion

In this paper, we presented a learning-augmented approach to the classical problem of median
selection under two distinct yet practically motivated settings. In the first, we explored how to
effectively combine weak and strong comparison oracles to identify the median while minimizing the
number of expensive strong comparisons. Our algorithm achieves sublinear strong query complexity
in expectation, making it well-suited for settings where comparison costs vary significantly. In the
second setting, we leveraged partial order information encoded in a DAG to reduce the overall number
of comparisons needed for median selection.

To validate our theoretical contributions, we conducted a series of experiments evaluating both the
oracle-based and DAG-based algorithms. The results consistently show that our proposed methods
outperform standard baselines in terms of comparison efficiency and accuracy.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our abstract and introduction summarize the main contributions and their
scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We mentioned that our results hold on with high probability in the paper.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

13



Justification: All theoretical results are stated with full assumptions and complete proofs,
provided in the main body of paper and Appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides all necessary details to reproduce the results, including
parameter settings and evaluation procedures.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: Provided in the supplemental material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: All relevant settings and parameters are specified in the experimental section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The LazySelect experiments are repeated 100 times per setting, and the
DAG-based experiments are repeated 10 times. We report average results in both cases.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We stated the computer resources.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We follow the code of ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This work is mainly theoretical and focuses on algorithmic analysis; it does
not involve applications with direct societal impact.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We present a theory work.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: All data and code used in this work are developed by the authors; no external
assets were used.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not introduce new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This work does not involve human subjects or crowdsourcing in any form.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This work does not involve human subjects and does not require IRB approval.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: This research does not involve LLMs in any core method, experiment, or
result.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Algorithm Deferred from Main Text

Algorithm 4 Deterministic Median Selection Using DAG (Median of Medians)
Input: DAG G = (V, E), where V is a set of n elements
Output: Median element of V'
1 if n = 1 then
return the single element
Divide V into groups of at most 5 elements each

2
3
4 for each group do

5 Compute the median of the group using DAG comparisons
6

7

8

Let M be the set of medians from all groups
Construct DAG G, induced on M
m < MEDIANSELECTIONUSINGDAG(G ) > Recursive call
9 L, R < PARTITIONWITHDAG(G, m)
10 if |L| = [n/2] then
11 return m
12 elseif [L| > [n/2] then
13 G’ + induced subgraph of G on L
14 return MEDIANSELECTIONUSINGDAG(G")
15 else
16 G’ + induced subgraph of G on R
17 E + |[n/2| —|L|—1
18 return MEDIANSELECTIONUSINGDAG(G’) with adjusted rank &’

B Proof Deferred from Main Text

B.1 Proof for Lemma[3
Proof. 1. Original Middle Region M, iginal:

* The algorithm samples 7 = n3/*

selects pivots d and w such that:

elements uniformly from A, sorts them to form .S, and
r T
dzs[i—k}, uzs[§+k}, where k = /7.

* The interval [d, u] in S contains 2k = 2,/n elements. By the Chernoff bound, the number of

elements in A between d and u concentrates around O(n?/4) with probability 1 — O(n~1/4)
(see Mitzenmacher and Upftal|[2017]).

o Thus, | Mosigina| = O(n3/*) with probability 1 — O(n=1/4).
2. Misclassification into M :

* Let Mp;s denote elements misclassified into M due to weak comparison errors.

* For an element a € L (truly < d), the probability of misclassification is the probability that
fewer than % - 2clog n weak comparisons return <.

« Let X be the number of correct < comparisons. Each comparison succeeds with probability
1 —p, so:
E[X] =2clogn - (1 — p).

» Using Hoeffding’s inequality for X < % log n:

2 (2clogn - (1 —p) — %logn)*
P(Xgléclogn) < exp ( (cogn (1=p) =35 ogn) )

2clogn
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* Simplifying the exponent for p < 1/2:
P(misclassification) < exp(—Q(logn)) = O(n™"),
where 7 = O(1).
3. Bounding | My;s|:

* The expected number of misclassified elements is:
E[[Muis]] <n-O(n™7) = O(n' 7).
* By Markov’s inequality:

|MmiSH

]E - et —
P (e 2 194) < E oty -

provided v > 1/4.
4. Total Size of M :

* Combining both components:
|M| = |Moﬁginal| + | Mis| = O(n3/4) + O(”3/4) = O(n3/4),
with probability 1 — O(n~1/4).

B.2 Proof for Lemma [

Proof. Let X be the number of correct weak comparisons for an element a € L. Each weak
comparison succeeds independently with probability 1 — p, so the expected number of correct
outcomes is

E[X] = 2clogn - (1 —p).
For misclassification into the middle region M, the number of correct votes must fall below the %
threshold, i.e., X < % log n. Applying Hoeffding’s inequality for bounded independent variables:

P <X < Z;)Clogn> <exp(—Qogn)) =0(n7"),

for some constant «y > 0 that depends on p and c.

Summing over all n elements, the expected number of misclassified elements is
]EHMmis” =n-0O(n™7)= O(nl_’y)'

Applying Markov’s inequality, we have
P (|Mas| > O(n*/4)) = O(n™1/4),

for a suitably chosen constant y > 1/4. Hence, with high probability, the number of misclassified
elements in M is bounded by O(n?/4). O

B.3 Proof for Lemmal[3

Proof. By Lemma only O(n?/*) elements fall into the uncertain middle region M, each requiring a
constant number of strong comparisons. The number of exact comparison in sorting is O(n3/ 4logn)
Hence, the total number of strong comparisons is O(n>/*) with high probability. O

B.4 Proof for Lemmal7l

Proof. By definition of reachability in a DAG, if there is a path x — - - - — g, then transitivity of the
partial order implies < ¢. Similarly, if ¢ = --- — =z, then g < z. O
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B.5 Proof for Lemmal§|

Proof. This is a direct application of Dilworth’s Theorem, which states that the minimum number
of chains needed to cover a partially ordered set equals the size of its largest antichain. Since the
DAG has width w, the size of its largest antichain is w, so the vertex set can be decomposed into w
chains. O

B.6 Proof for Lemmal9]

Proof. Within each chain C;, the elements are totally ordered. Hence, binary search can be used to
find the relative position of ¢, and the local order within each chain ensures the correctness of the
partition around q. This partitioning respects the partial order and contributes to the global ordering
of A. O

C Proof of Theorem

To determine the relationship between the pivot ¢ and each element v € V' \ {q}, we exploit the
structure of the DAG. By Dilworth’s Theorem, a DAG of width w can be partitioned into w chains
C1,Cs, ..., Cy, where each chain is totally ordered.

Let n; denote the number of elements in chain C;, so that Z;“Zl n; = n. Since elements within a
chain are totally ordered, we can determine the relationship between ¢ and any element v € C; using
binary search within that chain, which takes O(logn;) comparisons.

Therefore, the total number of comparisons needed to partition all elements with respect to ¢ is:

w

ZO(logm).

i=1

Applying Jensen’s inequality (or noting that the logarithm is concave), we get the bound:

Zlogni < wlog (;;nz> = wlog (g) .

i=1
Thus, the partitioning step takes
O(wlog(n/w))
comparisons in total.

Including an additional O(log n) factor for selecting the pivot and bookkeeping, the total expected
number of comparisons per recursive step becomes:

0 (logn + wlog (E)) .
w
D Experiments Setup
Experiments were conducted on a MacBook Air (M1, 2020) with 8 GB RAM. All code was compiled
under the C++17 standard with the -03 optimization flag. Since our algorithm relies on lightweight
comparison operations rather than heavy machine learning training, performance is not significantly

affected by hardware. All source code used for these experiments is provided in the supplementary
material as a ZIP archive.
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