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\textbf{Abstract}

Multilingual document-grounded dialogue, where the system is required to generate responses based on both the conversation multilingual context and external knowledge sources. Traditional pipeline methods for knowledge identification and response generation, while effective in certain scenarios, suffer from error propagation issues and fail to capture the interdependence between these two sub-tasks. To overcome these challenges, we propose the application of the SLDT method, which treats passage-knowledge selection as a sequential decision process rather than a single-step decision process. We achieved the winner 3rd in dialdoc 2023 and we also validated the effectiveness of our method on other datasets. The ablation experiment also shows that our method significantly improves the basic model compared to other methods.

\section{Introduction}

The advancements in neural models and the development of large-scale dialogue datasets have significantly propelled dialog generation research (Huang et al., 2020; Liu et al., 2022a; Ma et al., 2022). Open-domain dialogue systems strive to produce more informative and fluent responses (Ke et al., 2018; Zhang et al., 2020; Liu et al., 2021; Meng et al., 2021), finding applications in a wide array of areas such as emotional companionship, mental health support, and social chatbots.

Despite demonstrating promising results, most existing dialogue generation systems (Liu et al., 2022b; Bao et al., 2020; Li et al., 2020) depend on substantial data resources. In real-world scenarios, dialogue corpora for many languages are not readily available, thereby restricting the applicability of dialogue systems for low-resource or even zero-resource languages. Consequently, it is crucial to develop methods capable of effectively transferring knowledge from a source language with ample resources to a target language.

One such task is multilingual document-grounded dialogue (Sanmigrahi et al., 2023), where the system is required to generate responses based on both the conversation multilingual context and external knowledge sources, such as documents or databases (Glass et al., 2022; Qi et al., 2022). While various methods have been proposed to address the challenges of knowledge selection and response generation in this task (Kim et al., 2020; Lai et al., 2023), including sequential latent knowledge selection for document-grounded dialogue. There is a need for a novel approach that combines the advantages of these methods (Zhang et al., 2022b). In this paper, we propose a new method to address the problem of document dialogue by employing the Sequential Latent Document Transformer (SLDT) to select the most relevant knowledge for conversation from a multilingual document set.

The motivation behind focusing on multilingual document-grounded dialogue lies in its potential to provide more informative and engaging responses by leveraging external knowledge sources (Gao et al., 2022; Zhang et al., 2022a), thereby enabling the dialogue system to better assist users in satisfying their diverse information needs. Traditional pipeline methods for knowledge identification and response generation, while effective in certain scenarios, suffer from error propagation issues and fail to capture the interdependence between these two sub-tasks. To overcome these challenges, we propose the application of the SLDT method, which has shown promising results in knowledge-grounded dialogue, to the task of document dialogue. The use of SLDT in document conversations is expected to bring several advantages, such as better modeling the diversity in document-knowledge selection, more accurate leveraging of response information, and the ability to work even when...
### Multilingual Documents

<table>
<thead>
<tr>
<th>French</th>
<th>Vietnamese</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technologie - Wikipédia</td>
<td>Khám sức khỏe - Wikipédia tiếng Việt</td>
</tr>
<tr>
<td>Paléolithique</td>
<td>Khám sức khỏe trước tuyển dụng</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>French</th>
<th>Vietnamese</th>
</tr>
</thead>
<tbody>
<tr>
<td>Les plus anciens outils de pierre connus, regroupés sous le nom de Pré-Oldowayen ou d'Oldowayen, datent d'il y a 2,3 millions d'années.</td>
<td>Một số nhỏ bằng chứng chất lượng thấp trong nghiên cứu y khoa ứng hỗ trợ tương ứng kiểm tra thể chất trước khi đi làm thực sự có thể làm giảm sự vắng mặt, chấn thương tại nơi làm việc và bệnh nghề nghiệp.</td>
</tr>
</tbody>
</table>

### Monolingual Document-grounded Dialogue

User: Quelles sont les étapes d'évolution du Néolithique à l'Antiquité classique ?

Bot: Une progression continue et qui amènera ultérieurement, par exemple, au fourneau, et à sa ventilation, a fourni la capacité à fondre, et à forger, d'abord les métaux les plus accessibles.

User: Quels sont les plus anciens outils en pierre connus ?

Bot: Les plus anciens outils de pierre connus, regroupés sous le nom de Pré-Oldowayen ou d'Oldowayen, datent d'il y a 2,3 millions d'années.

### Multilingual Document-grounded Dialogue

User: Quelles sont les étapes d'évolution du Néolithique à l'Antiquité classique ?

Bot: Une progression continue et qui amènera ultérieurement, par exemple, au fourneau, et à sa ventilation, a fourni la capacité à fondre, et à forger, d'abord les métaux les plus accessibles.

User: Quels sont les plus anciens outils en pierre connus ?

Bot: Les plus anciens outils de pierre connus, regroupés sous le nom de Pré-Oldowayen ou d'Oldowayen, datent d'il y a 2,3 millions d'années.

---

knowledge selection labels for previous dialogues are not available. These properties of SLDT make it a suitable candidate for selecting relevant knowledge from documents to carry on the conversation. Our primary research goal is to develop an SLDT-based method for document dialogue that can effectively select the K most relevant documents from the document set based on the conversation history and input them into the generation module after concatenation.

Our method achieved excellent results on dialdoc 2023 Share Task. Obtained 208 points in online testing. We also validated the effectiveness of our method on other datasets. The ablation experiment also shows that our method significantly improves the basic model compared to other methods.

### 2 Related Works

Document-grounded dialogue systems (DGDS) categorize unstructured, semi-structured, and structured data in documents to facilitate the comprehension of human knowledge and interactions, thus fostering more natural human-computer interactions (HCI) (Zhou et al., 2018). The objective of DGDS is to generate conversational modes based on information (utterances, turns, context, clarification) supplied by a document or documents (Ma et al., 2020). DGDS are particularly advantageous in task-oriented and goal-oriented settings as they replicate the natural dialogue flow. A recent example of DGDS, closely related to our work, is Doc2Dial, a multi-domain DGDS dataset designed for goal-oriented dialogue that models hypothetical dialogue flows and scenes to simulate authentic interactions between a user and a machine agent in information-seeking contexts (Feng et al., 2020).

In our proposed task, we adopt a similar approach, but we also permit users to pose clarification questions, the responses to which may not be directly grounded in the document. This aspect is crucial in the development of instruction-giving conversational agents, as the dialogue pipeline requires increased flexibility, as previously mentioned.

Multilingual dialogue tasks typically utilize a code-switching approach to achieve semantic alignment between various languages (Liu et al., 2020;
We utilize XLM-R (Conneau et al., 2020) as our retrieval model, employing a representation-based bi-encoder consisting of a dialogue query encoder, denoted as $q(\cdot)$, and a passage context encoder, represented by $p(\cdot)$.

For a given input query $Q$ and a set of passages $\{P_i\}_{i=1}^{M}$, the encodings for the query and passage are computed as $q(Q)$ and $p(P_i)$, respectively. The similarity between these encodings is determined by the dot product $\langle q(Q), p(P_i) \rangle$, with the model being trained to minimize the negative log likelihood of the correct passage among $L$ in-batch and challenging negatives.

Subsequently, we pre-calculate the representations for all passages and index them offline. During inference, the top-$K$ passages are retrieved using Maximum Inner Product Search (MIPS) in conjunction with Faiss.

We introduce a Sequential Latent Document Transformer tailored for multilingual document-based dialogue, as illustrated in Figure 2. The objective of the model is to generate customized and informative responses by learning a probabilistic model $p(R|C, K, P)$ that leverages passage-knowledge and context flow (Kim et al., 2020).

We proceed by iterating through dialogue turns with $1 \leq t \leq T$, iterating over words in the utterances of the apprentice and wizard using $1 \leq m \leq M$ and $1 \leq n \leq N$, and denoting knowledge sentences in the pool with $1 \leq l \leq L$. Here, $T$ represents the dialogue length, $M$ and $N$ correspond to the lengths of the apprentice and wizard’s utterances, and $L$ denotes the passage-knowledge pool size.

The input to the SLDT at turn $t$ comprises previous conversation turns, which include user utterances $x^1, ..., x^t$, system responses $y^1, ..., y^{t-1}$, and the passage pool $k^1, ..., k^l$, where $\mathcal{K} = \{k_i^t\} = k_1^t, ..., k_L^t$. The model’s output consists of the chosen sample passage-knowledge $k_i^t$ and the response $y^t$. We provide an in-depth explanation of sentence embedding, passage-knowledge selection, and utterance decoding.

First, we consider passage-knowledge selection a sequential rather than a one-step decision-making process. Due to the diversity of passage-knowledge selection in dialogue, we model it with latent variables. Therefore, we can conduct joint inference for multiple turns of passage-knowledge selection and response generation, as opposed to distinct inference on a turn-by-turn basis.

Various studies have been conducted on sequential latent variable models. For instance, some have proposed a posterior attention model that represents the attention mechanism in seq2seq models as sequential latent variables. Drawing inspiration from these works, we factorize response generation with latent document passage-knowledge selection and derive the variational lower bound as follows.

The conditional probability of generating response $y^t$ given dialogue context $x^{\leq t}$ and $y^{<t}$:

$$p(y^t|x^{\leq t}, y^{<t}) \approx \prod_{i=1}^{l-1} \sum_{k_i} q_\psi(k_i) \left( \sum_{k_{i+1}} p_\gamma(y^t|x^{\leq t}, y^{<t}, k_{i+1}) \pi_\gamma(k_i) \right) \tag{1}$$

Note that $p_\gamma(y^t|\cdot)$ is a decoder network, $\pi_\gamma(k_i)$ is a categorical conditional distribution of knowledge given dialogue context and previously selected knowledge, and $q_\psi(k_i)$ is an inference network to approximate posterior distribution $p_\gamma(k_i|x^{\leq t}, y^{<t}, k_{<t})$.

Eq.(1) means that we first infer from the knowledge posterior which knowledge would be used up to previous turn $t - 1$, estimate the knowledge for current turn $t$ from prior knowledge distribution and generate an utterance from the inferred knowledge. Figure 2 shows an example of this generation process at $t = 3$. We parameterize the decoder network $p_\gamma$, the prior distribution of knowledge $\pi_\gamma$, and the approximate posterior $q_\psi$ with deep neural networks as will be discussed.

### 4 Experiments

For the retrieval training stage, we utilized a batch size of 128 and a learning rate of 1e-4 and 5e-5 for post-training and fine-tuning, respectively. And retrieval passage number top-k is 25. During the generation stage, we used a batch size of 32 with
a learning rate of 1e-4 and 1e-5 for post-training and fine-tuning, respectively. For R-drop, we set the dropout rate to 0.1, and the KL-divergence loss weight 0.02.

4.1 Datasets

FrViDoc2Bot contains annotated Vietnamese and French document-grounded dialogue training data, the development data that the participants are required to provide the model predicts, as well as the passage corpus that the training and development data depend on (DAMO_ConvAI, 2023). Each piece of data in the training set contains three attributes: query, passages, and response. The query is a concatenation of the conversation history in reverse order, with the last turn marked as "<last_turn>" and the rest marked with "-" for user input and "@" for system output. The 'passages' attribute contains the passage arranged according to reply dependencies, followed by a reverse-ordered chain of titles concatenated with "/" as the delimiter. The response attribute is the desired output, beginning with "@". They have provided the 'passage corpus' that all dialogues in the training, validation, and test sets rely on in passages.csv. We sampled 200 pieces of train data from it as a dev set during offline validation for Table 1 and 2.

Wizard of Wikipedia dataset is a large dataset with conversations directly grounded with knowledge retrieved from Wikipedia. It is used to train and evaluate dialogue systems for knowledgeable open dialogue with clear grounding. The dataset contains dialogues in which a bot needs to respond to user inputs in a knowledgeable way. Each response should be grounded on a sentence from Wikipedia that is relevant to the conversation topic. WoW encompasses a total of 18,430 dialogues for training, 1,948 dialogues for validation, and 1,933 dialogues for testing (Dinan et al., 2019a). The test set is divided into two subsets: Test Seen, containing 965 dialogues on topics overlapping with the training set, and Test Unseen, consisting of 968 dialogues on topics not previously encountered in the training and validation sets.

4.2 Automatic Evaluation

The F1 (Dinan et al., 2019b) value is used to evaluate the consistency between the predicted and golden responses when the golden response exists.
Table 1: Automatic evaluation results of different Pre-trained models on the FrViDoc2Bot dev set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
<th>Response Generation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MT5S</strong> (golden kg)</td>
<td>300M</td>
<td>B-1 24.7 B-2 23.2 B-3 21.3 DIS-1 5.3 DIS-2 9.8 R-1 32.1 R-2 28.4 R-L 31.2 F1 19.7 S-BLEU 21.3</td>
</tr>
<tr>
<td><strong>MT5S</strong> (no kg)</td>
<td></td>
<td>19.1 17.6 15.7 3.3 4.1 26.5 22.8 25.6 14.1 15.7</td>
</tr>
<tr>
<td><strong>MT5B</strong> (golden kg)</td>
<td>580M</td>
<td>B-1 45.3 B-2 43.8 B-3 42.0 DIS-1 25.9 DIS-2 30.3 R-1 53.0 R-2 49.3 R-L 52.1 F1 40.3 S-BLEU 42.0</td>
</tr>
<tr>
<td><strong>MT5B</strong> (no kg)</td>
<td></td>
<td>30.3 28.8 27.0 10.9 15.4 37.7 34.0 36.8 25.3 27.0</td>
</tr>
<tr>
<td><strong>MBARTB</strong> (golden kg)</td>
<td>170M</td>
<td>B-1 47.4 B-2 45.9 B-3 44.0 DIS-1 28.0 DIS-2 32.4 R-1 55.0 R-2 51.3 R-L 54.1 F1 42.4 S-BLEU 44.0</td>
</tr>
<tr>
<td><strong>MBARTB</strong> (no kg)</td>
<td></td>
<td>30.6 29.1 28.0 11.2 15.6 39.0 35.3 38.1 25.6 28.0</td>
</tr>
<tr>
<td><strong>MBARTL</strong> (golden kg)</td>
<td>680M</td>
<td>B-1 53.7 B-2 52.2 B-3 50.3 DIS-1 34.3 DIS-2 38.7 R-1 61.0 R-2 57.3 R-L 60.1 F1 48.6 S-BLEU 50.2</td>
</tr>
<tr>
<td><strong>MBARTL</strong> (no kg)</td>
<td></td>
<td>32.4 30.9 29.3 13.5 16.9 41.4 37.7 39.9 36.2 35.3</td>
</tr>
</tbody>
</table>

Table 2: Automatic evaluation results of different models on the FrViDoc2Bot dev set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Response Generation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MBART + No knowledge</strong></td>
<td>B-1 31.4 B-2 27.9 B-3 19.3 DIS-1 10.5 DIS-2 12.9 R-1 21.4 R-2 20.7 R-L 19.9 F1 16.2 PPL - S-BLEU 35.3</td>
</tr>
<tr>
<td><strong>MBART + Random knowledge</strong></td>
<td>B-1 33.4 B-2 30.4 B-3 21.8 DIS-1 12.8 DIS-2 17.2 R-1 26.1 R-2 21.6 R-L 23.4 F1 23.1 PPL - S-BLEU 37.8</td>
</tr>
<tr>
<td><strong>MBART + Repeat last utterance</strong></td>
<td>B-1 35.5 B-2 32.9 B-3 23.3 DIS-1 15.1 DIS-2 18.5 R-1 31.4 R-2 22.5 R-L 26.9 F1 26.7 PPL 103.7 S-BLEU 40.3</td>
</tr>
<tr>
<td><strong>MBART + Norm retrieval</strong></td>
<td>B-1 47.6 B-2 45.3 B-3 39.8 DIS-1 27.4 DIS-2 25.8 R-1 46.2 R-2 38.4 R-L 38.4 F1 37.0 PPL 88.3 S-BLEU 42.8</td>
</tr>
<tr>
<td><strong>MBART + XLM-R</strong></td>
<td>B-1 49.6 B-2 47.6 B-3 43.3 DIS-1 29.8 DIS-2 30.0 R-1 51.0 R-2 44.3 R-L 45.8 F1 45.4 PPL 83.5 S-BLEU 45.3</td>
</tr>
<tr>
<td><strong>MBART + XLM-R + SLDT</strong></td>
<td>B-1 51.7 B-2 49.9 B-3 46.8 DIS-1 32.1 DIS-2 34.3 R-1 56.1 R-2 50.8 R-L 53.2 F1 52.2 PPL 76.4 S-BLEU 47.8</td>
</tr>
<tr>
<td><strong>MBART + XLM-R + SLDT + Copy</strong></td>
<td>B-1 53.7 B-2 52.2 B-3 50.3 DIS-1 34.3 DIS-2 38.7 R-1 61.0 R-2 57.3 R-L 60.1 F1 58.6 PPL 64.4 S-BLEU 50.3</td>
</tr>
</tbody>
</table>

Perplexity (PPL) (Meister and Cotterell, 2021) can determine the coherence of the predicted query to a certain extent. We additionally used BLEU (Papineni et al., 2002; Chen and Cherry, 2014; Post, 2018) to evaluate the consistency of predicted responses with standard responses, Distinct (Li et al., 2016a) to evaluate the diversity of responses in the test set (Li et al., 2016b).

4.3 Pre-training Models

**XLM-R** (Conneau et al., 2020) is an improved version of XLM based on the RoBERTa model (Liu et al., 2019). XLM-R is trained with a cross-lingual masked language modeling objective on data in 100 languages from Common Crawl. To improve the pre-training data quality, pages from Common Crawl were filtered by an n-gram language model trained on Wikipedia (Wenzek et al., 2020).

**mBART** (Liu et al., 2020a) is a multilingual encoder-decoder model that is based on BART (Lewis et al., 2020). mBART is trained with a combination of span masking and sentence shuffling objectives on a subset of 25 languages from the same data as XLM-R.

**MT5** (Multilingual T5) is a massively multilingual pretrained text-to-text transformer model (Xue et al., 2021). It is trained following a similar recipe as T5. Current natural language processing (NLP) pipelines often make use of transfer learning, where a model is pre-trained on a data-rich task before being fine-tuned on a downstream task of interest.

4.4 Knowledge Access Methods

**Weak correlation passage-knowledge** in knowledge-based dialogue refers to the knowledge that is not directly related to the current dialogue context but is still useful for generating a response. It is called weak correlation because it is not directly related to the current dialogue context but is still useful for generating a response. For example, if you are talking about a movie and you mention that you like action movies,
<table>
<thead>
<tr>
<th>Model</th>
<th>Response Generation (Test seen)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B-1</td>
</tr>
<tr>
<td>MBART + No knowledge</td>
<td>9.0</td>
</tr>
<tr>
<td>MBART + Random knowledge</td>
<td>8.9</td>
</tr>
<tr>
<td>MBART + Repeat last utterance</td>
<td>14.1</td>
</tr>
<tr>
<td>MBART + SLDT</td>
<td>17.3</td>
</tr>
<tr>
<td>MBART + SLDT + Copy</td>
<td>18.5</td>
</tr>
</tbody>
</table>

Table 3: Automatic evaluation results of different models on Wizard of Wikipedia test seen set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Response Generation (Test Unseen)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B-1</td>
</tr>
<tr>
<td>MBART + No knowledge</td>
<td>6.3</td>
</tr>
<tr>
<td>MBART + Random knowledge</td>
<td>6.4</td>
</tr>
<tr>
<td>MBART + Repeat last utterance</td>
<td>12.5</td>
</tr>
<tr>
<td>MBART + SLDT</td>
<td>15.6</td>
</tr>
<tr>
<td>MBART + SLDT + Copy</td>
<td>16.7</td>
</tr>
</tbody>
</table>

Table 4: Automatic evaluation results of different models on Wizard of Wikipedia test unseen set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Response Generation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B-1</td>
</tr>
<tr>
<td>Ours-FiD</td>
<td>43.6</td>
</tr>
<tr>
<td>Ours-R_drop</td>
<td>54.2</td>
</tr>
<tr>
<td>Ours-Prompt</td>
<td>56.6</td>
</tr>
<tr>
<td>Ours-Post_pretrain</td>
<td>58.9</td>
</tr>
<tr>
<td>Ours-Ensemble</td>
<td>60.7</td>
</tr>
</tbody>
</table>

Table 5: Automatic evaluation results of leaderboard submission which is based on the FrViDoc2Bot test set.

then the system can use this weak correlation passage-knowledge to recommend other action movies that you might like.

Norm retrieval means regaining the norm of the lost signal from its intensity measurements. It arises naturally from phase retrieval when one utilizes both a collection of subspaces and their orthogonal complements. Norm retrieval can be done using projections and can be used to extend certain results for frames.

4.5 Results and Analysis

4.5.1 Performance of Pre-training models
The experimental analysis presented in Table 1 aims to compare the performance of different pre-trained models on the FrViDoc2Bot dev set. The models investigated include MT5 and mBART, with small (S), base (B), and large (L) variants. The table further distinguishes between the models’ performances when utilizing the golden knowledge (golden kg) and when relying solely on dialogue history information (no kg).

Upon analyzing the results, it is evident that the models’ performance generally improves with the inclusion of the golden kg, as indicated by higher scores across most evaluation metrics. This implies that the utilization of external knowledge is beneficial for response generation tasks. For instance, the MT5_S model achieves a B-1 score of 24.7 with the golden kg, while the same model without the kg
attains a B-1 score of 19.1. Similar improvements can be observed for other models and evaluation metrics.

Comparing the performance of MT5 and mBART models, it can be observed that mBART consistently outperforms MT5 for the same model size and knowledge condition. For example, mBART_B (golden kg) achieves a B-1 score of 47.4, while MT5_B (golden kg) scores 45.3. This trend is consistent across most of the evaluation metrics, indicating the superior performance of mBART models in this specific task.

Furthermore, it is noticeable that larger models generally yield better results than their smaller counterparts. For instance, mBART_L (golden kg) achieves a B-1 score of 53.7, outperforming both mBART_B (golden kg) and mBART_S (golden kg) with respective B-1 scores of 47.4 and 24.7. This suggests that larger model sizes can enhance the performance of response generation tasks.

4.5.2 Knowledge Access Methods

In this section, we analyze the performance of various knowledge acquisition methods on the FrViDoc2Bot dev set, as presented in Table 2. The models can be divided into several categories based on the knowledge acquisition strategy employed, and we will discuss the impact of these strategies on the performance of the knowledge dialogue system.

**Performance of Basic Models** The MBART + No knowledge model serves as the baseline, relying solely on the conversation history without incorporating any external knowledge. As expected, this model yields the lowest performance across all evaluation metrics. Introducing random knowledge (MBART + Random knowledge) provides some improvement, suggesting that even arbitrary knowledge can be useful in generating responses.

**Incorporation of Targeted Knowledge** When knowledge is specifically targeted to the conversation, such as with the MBART + Repeat last utterance model, we observe a significant improvement in performance. Repeating the last utterance as knowledge allows the model to generate more coherent responses by drawing on the context provided. However, this model’s performance is still limited by its reliance on only one piece of knowledge.

**Retrieval-Based Knowledge Acquisition** The next category of models utilizes retrieval-based methods to acquire relevant knowledge from a knowledge base. The MBART + Norm retrieval model leverages a traditional retrieval model and exhibits a considerable performance boost compared to the previous models. This improvement underscores the importance of selecting appropriate knowledge to inform dialogue generation. The MBART + XLM-R model replaces the traditional retrieval model with XLM-R, a more advanced retrieval model. This change results in further performance gains across all metrics, highlighting the effectiveness of using powerful retrieval models to acquire relevant knowledge.

**Sequential Latent Document Transformer** The MBART + XLM-R + SLDT model incorporates the Sequential Latent Document Transformer (SLDT) into the knowledge selection process. This addition allows the model to perform a second stage of knowledge selection, leading to even better performance compared to the previous models. The SLDT mechanism effectively refines the retrieved knowledge, enabling the model to generate more accurate and coherent responses.

**Incorporating Copy Mechanism** Lastly, the MBART + XLM-R + SLDT + Copy model optimizes the decoding strategy by introducing a copy mechanism. This mechanism allows the model to copy or point to elements from the input sequence, leading to a more nuanced and accurate response generation. The introduction of the copy mechanism results in the best performance across all evaluation metrics, demonstrating the importance of a well-designed decoding strategy in knowledge dialogue systems.

Through the analysis of various knowledge acquisition methods and their impact on the knowledge dialogue system, we observe that incorporating targeted and relevant knowledge is crucial for generating coherent and accurate responses. Advanced retrieval models and techniques, such as XLM-R and SLDT, can significantly improve performance. Additionally, the incorporation of a copy mechanism in the decoding strategy leads to further enhancements. Overall, this analysis underscores the importance of effective knowledge acquisition and utilization in the development of high-performing knowledge dialogue systems.
4.5.3 Performance on the Wizard of Wikipedia

In this section, we examine the efficacy of various models on the Wizard of Wikipedia dataset, focusing on the impact of knowledge acquisition methods on knowledge dialogue systems. The performance of each model is evaluated on both seen and unseen test data.

Table 3 presents the results of the response generation for the test seen data. We observe that the MBART + SLDT + Copy model performs the best across most metrics. This demonstrates that the Sequential Latent Document Transformer model (SLDT), when combined with the copy mechanism (Li et al., 2019), significantly improves the efficacy of the knowledge dialogue system. The copy mechanism, which is inspired by the Pointer Network (Vinyals et al., 2015; Yang and Tu, 2022), allows the model to copy or point to input sequence elements, improving the generated output.

In contrast, the MBART + No knowledge and MBART + Random knowledge models exhibit lower performance in most metrics. This finding indicates that merely considering the conversation history or randomly selecting knowledge from the knowledge base is not sufficient for generating high-quality responses in a knowledge dialogue system.

Table 4 reports the results for the test unseen data. Similar to the test seen data, the MBART + SLDT + Copy model outperforms the other models across various metrics. This result confirms the robustness of the SLDT model combined with the copy mechanism, even when tested on unseen data.

The performance trends observed in this analysis are consistent with those reported in related research on the Wizard of Wikipedia dataset. For example, previous studies have shown that incorporating external knowledge and employing effective retrieval mechanisms enhance the response quality in knowledge dialogue systems.

4.5.4 Performance of Leaderboard Submission

In this section, we present a comprehensive analysis of various models’ performance on the FrViDoc2Bot test set, focusing on response generation. Table 5 provides the automatic evaluation results for different models, showcasing their performance on metrics. The models in consideration are Ours-FiD, Ours-R_drop, Ours-Prompt, Ours-Post_pretrain, and Ours-Ensemble.

Ours-FiD is a model that leverages the Fusion-in-Decoder (FiD) (Izacard and Grave, 2021) mechanism, which has been demonstrated to improve knowledge integration and retrieval capabilities in large-scale language models. Despite the promise of the FiD mechanism, our implementation yields relatively modest performance in comparison to other models, suggesting that further optimization is required.

Ours-R_drop employs the R-drop (Wu et al., 2021) regularization technique, which encourages the model to generate diverse responses by minimizing the KL-divergence between two independently sampled outputs. This model exhibits improvements over Ours-FiD in various metrics, particularly DIS-1 and DIS-2, indicating that the R-drop technique contributes positively to response diversity.

Ours-Prompt focuses on utilizing prompt engineering to enhance the model’s contextual understanding and control. The model’s performance on most metrics surpasses that of Ours-FiD and Ours-R_drop, which highlights the effectiveness of prompt engineering in improving the model’s ability to generate more contextually relevant and coherent responses.

Ours-Post_pretrain incorporates additional post-pretraining steps to fine-tune the model on the specific task of response generation in the Chinese and English of FrViDoc2Bot dataset. This model demonstrates superior performance across all metrics, especially in F1 and PPL scores, as compared to the previous models. The results support the notion that further task-specific pretraining can lead to significant performance gains.

Lastly, Ours-Ensemble combines the strengths of the aforementioned models by employing a voting-based ensemble method. This approach achieves the highest scores across all metrics, underlining the benefits of leveraging diverse model architectures and techniques in an ensemble setting.

5 Conclusion

In this paper, we present a novel SLDT method for multilingual document-grounded dialogue, with a focus on addressing the challenges of selecting the most relevant documents for conversation and generating informative responses based on the selected knowledge. We then present an extensive experimental evaluation of our method, demonstrating its effectiveness in comparison to existing approaches.
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Limitations

Our method relies on large-scale computing power and can only achieve the best results through NVIDIA-A100-80G training.
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