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Abstract

Multilingual document-grounded dialogue,
where the system is required to generate re-
sponses based on both the conversation multi-
lingual context and external knowledge sources.
Traditional pipeline methods for knowledge
identification and response generation, while
effective in certain scenarios, suffer from er-
ror propagation issues and fail to capture the
interdependence between these two sub-tasks.
To overcome these challenges, we propose the
application of the SLDT method, which treats
passage-knowledge selection as a sequential de-
cision process rather than a single-step decision
process. We achieved the winner 3rd in dialdoc
2023 and we also validated the effectiveness
of our method on other datasets. The ablation
experiment also shows that our method signifi-
cantly improves the basic model compared to
other methods.

1 Introduction

The advancements in neural models and the
development of large-scale dialogue datasets
have significantly propelled dialog generation re-
search (Huang et al., 2020; Liu et al., 2022a;
Ma et al., 2022). Open-domain dialogue systems
strive to produce more informative and fluent re-
sponses (Ke et al., 2018; Zhang et al., 2020; Liu
et al., 2021; Meng et al., 2021), finding applica-
tions in a wide array of areas such as emotional
companionship, mental health support, and social
chatbots.

Despite demonstrating promising results, most
existing dialogue generation systems (Liu et al.,
2022b; Bao et al., 2020; Li et al., 2020) depend on
substantial data resources. In real-world scenarios,
dialogue corpora for many languages are not read-
ily available, thereby restricting the applicability
of dialogue systems for low-resource or even zero-
resource languages. Consequently, it is crucial to
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develop methods capable of effectively transfer-
ring knowledge from a source language with ample
resources to a target language.

One such task is multilingual document-
grounded dialogue (Sannigrahi et al., 2023), where
the system is required to generate responses based
on both the conversation multilingual context and
external knowledge sources, such as documents
or databases (Glass et al., 2022; Qi et al., 2022).
While various methods have been proposed to ad-
dress the challenges of knowledge selection and re-
sponse generation in this task (Kim et al., 2020; Lai
et al., 2023), including sequential latent knowledge
selection for document-grounded dialogue. There
is a need for a novel approach that combines the ad-
vantages of these methods (Zhang et al., 2022b). In
this paper, we propose a new method to address the
problem of document dialogue by employing the
Sequential Latent Document Transformer (SLDT)
to select the most relevant knowledge for conversa-
tion from a multilingual document set.

The motivation behind focusing on multilingual
document-grounded dialogue lies in its potential to
provide more informative and engaging responses
by leveraging external knowledge sources (Gao
et al., 2022; Zhang et al., 2022a), thereby enabling
the dialogue system to better assist users in sat-
isfying their diverse information needs. Tradi-
tional pipeline methods for knowledge identifica-
tion and response generation, while effective in cer-
tain scenarios, suffer from error propagation issues
and fail to capture the interdependence between
these two sub-tasks. To overcome these challenges,
we propose the application of the SLDT method,
which has shown promising results in knowledge-
grounded dialogue, to the task of document dia-
logue. The use of SLDT in document conversations
is expected to bring several advantages, such as bet-
ter modeling the diversity in document-knowledge
selection, more accurate leveraging of response
information, and the ability to work even when
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Figure 1: Introduction of Multilingual Document-grounded Dialogue.

knowledge selection labels for previous dialogues
are not available . These properties of SLDT make
it a suitable candidate for selecting relevant knowl-
edge from documents to carry on the conversation.
Our primary research goal is to develop an SLDT-
based method for document dialogue that can effec-
tively select the K most relevant documents from
the document set based on the conversation history
and input them into the generation module after
concatenation.

Our method achieved excellent results on dialdoc
2023 Share Task. Obtained 208 points in online
testing. We also validated the effectiveness of our
method on other datasets. The ablation experiment
also shows that our method significantly improves
the basic model compared to other methods.

2 Related Works

Document-grounded dialogue systems (DGDS) cat-
egorize unstructured, semi-structured, and struc-
tured data in documents to facilitate the compre-
hension of human knowledge and interactions, thus
fostering more natural human-computer interac-

tions (HCI) (Zhou et al., 2018). The objective of
DGDS is to generate conversational modes based
on information (utterances, turns, context, clarifi-
cation) supplied by a document or documents (Ma
et al., 2020). DGDS are particularly advantageous
in task-oriented and goal-oriented settings as they
replicate the natural dialogue flow. A recent ex-
ample of DGDS, closely related to our work, is
Doc2Dial, a multi-domain DGDS dataset designed
for goal-oriented dialogue that models hypotheti-
cal dialogue flows and scenes to simulate authentic
interactions between a user and a machine agent
in information-seeking contexts (Feng et al., 2020).
In our proposed task, we adopt a similar approach,
but we also permit users to pose clarification ques-
tions, the responses to which may not be directly
grounded in the document. This aspect is crucial
in the development of instruction-giving conver-
sational agents, as the dialogue pipeline requires
increased flexibility, as previously mentioned.

Multilingual dialogue tasks typically utilize a
code-switching approach to achieve semantic align-
ment between various languages (Liu et al., 2020b;



Chapuis et al., 2021; Qin et al., 2021). This method
of code-switching enables implicit semantic align-
ment without the need for parallel corpus pairs.
Drawing inspiration from these studies, we apply
the code-switching technique to transfer knowl-
edge from English dialogue history to other target
languages lacking training examples. In line with
previous work (Chapuis et al., 2021) on multilin-
gual representation, we implement code-switching
at the utterance level, although code-switching at
the word or span level is more prevalent (Baner-
jee et al., 2018; Bawa et al., 2020; Doğruöz et al.,
2021).

3 Methodology

We utilize XLM-R (Conneau et al., 2020) as our
retrieval model, employing a representation-based
bi-encoder consisting of a dialogue query encoder,
denoted as q(·), and a passage context encoder,
represented by p(·).

For a given input query Q and a set of passages
{Pi}Mi=1, the encodings for the query and passage
are computed as q(Q) and p (Pi), respectively. The
similarity between these encodings is determined
by the dot product ⟨q(Q), p (Pi)⟩, with the model
being trained to minimize the negative log likeli-
hood of the correct passage among L in-batch and
challenging negatives.

Subsequently, we pre-calculate the representa-
tions for all passages and index them offline. Dur-
ing inference, the top-K passages are retrieved us-
ing Maximum Inner Product Search (MIPS) in con-
junction with Faiss.

We introduce a Sequential Latent Document
Transformer tailored for multilingual document-
based dialogue, as illustrated in Figure 2. The
objective of the model is to generate customized
and informative responses by learning a proba-
bilistic model p(R|C,K,P) that leverages passage-
knowledge and context flowing (Kim et al., 2020).

We proceed by iterating through dialogue turns
with 1 ≤ t ≤ T , iterating over words in the ut-
terances of the apprentice and wizard using 1 ≤
m ≤ M and 1 ≤ n ≤ N , and denoting knowledge
sentences in the pool with 1 ≤ l ≤ L. Here, T rep-
resents the dialogue length, M and N correspond
to the lengths of the apprentice and wizard’s utter-
ances, and L denotes the passage-knowledge pool
size.

The input to the SLDT at turn t comprises pre-
vious conversation turns, which include user utter-

ances x1, ...,xt, system responses y1, ...,yt−1, and
the passage pool k1, ...,kt, where kt = {kt,l} =
kt,1, ...,kt,L. The model’s output consists of the
chosen sample passage-knowledge kts and the re-
sponse yt. We provide an in-depth explanation of
sentence embedding, passage-knowledge selection,
and utterance decoding.

First, we consider passage-knowledge selection
a sequential rather than a one-step decision-making
process. Due to the diversity of passage-knowledge
selection in dialogue, we model it with latent vari-
ables. Therefore, we can conduct joint inference
for multiple turns of passage-knowledge selection
and response generation, as opposed to distinct
inference on a turn-by-turn basis.

Various studies have been conducted on sequen-
tial latent variable models. For instance, some have
proposed a posterior attention model that repre-
sents the attention mechanism in seq2seq models
as sequential latent variables. Drawing inspiration
from these works, we factorize response generation
with latent document passage-knowledge selection
and derive the variational lower bound as follows.
The conditional probability of generating response
yt given dialogue context x≤t and y<t:

p(yt|x≤t,y<t) ≈
t−1∏
i=1

∑
ki

qψ(k
i)
(∑

kt

pγ(y
t|x≤t,y<t,kt)πγ(k

t)
)

(1)

Note that pγ(yt|·) is a decoder network, πγ(kt)
is a categorical conditional distribution of knowl-
edge given dialogue context and previously se-
lected knowledge, and qψ(k

t) is an inference
network to approximate posterior distribution
pγ(k

t|x≤t,y≤t,k<t).
Eq.(1) means that we first infer from the knowl-

edge posterior which knowledge would be used up
to previous turn t− 1, estimate the knowledge for
current turn t from prior knowledge distribution
and generate an utterance from the inferred knowl-
edge. Figure 2 shows an example of this generation
process at t = 3. We parameterize the decoder net-
work pγ , the prior distribution of knowledge πγ ,
and the approximate posterior qψ with deep neural
networks as will be discussed.

4 Experiments

For the retrieval training stage, we utilized a batch
size of 128 and a learning rate of 1e-4 and 5e-5
for post-training and fine-tuning, respectively. And
retrieval passage number top-k is 25. During the
generation stage, we used a batch size of 32 with
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Figure 2: Subfigure (a) and (c) show the document-based dialogue in two-stage and three-stage (Glass et al., 2022),
respectively, while subfigure (b) show our SLDT, a new paradigm between (a) and (c).

a learning rate of 1e-4 and 1e-5 for post-training
and fine-tuning, respectively. For R-drop, we set
the dropout rate to 0.1, and the KL-divergence loss
weight 0.02.

4.1 Datasets

FrViDoc2Bot contains annotated Vietnamese
and French document-grounded dialogue training
data, the development data that the participants
are required to provide the model predicts, as well
as the passage corpus that the training and devel-
opment data depend on (DAMO_ConvAI, 2023).
Each piece of data in the training set contains three
attributes: query, passages, and response. The
query is a concatenation of the conversation his-
tory in reverse order, with the last turn marked as
“<last_turn>" and the rest marked with “" for user
input and “" for system output. The ‘passages‘ at-
tribute contains the passage arranged according to
reply dependencies, followed by a reverse-ordered
chain of titles concatenated with “/" as the delimiter.
The response attribute is the desired output, begin-
ning with “". They have provided the ‘passage
corpus‘ that all dialogues in the training, validation,
and test sets rely on in passages.csv. We sampled

200 pieces of train data from it as a dev set during
offline validation for Table 1 and 2.

Wizard of Wikipedia dataset is a large dataset
with conversations directly grounded with knowl-
edge retrieved from Wikipedia. It is used to train
and evaluate dialogue systems for knowledgeable
open dialogue with clear grounding. The dataset
contains dialogues in which a bot needs to respond
to user inputs in a knowledgeable way. Each re-
sponse should be grounded on a sentence from
Wikipedia that is relevant to the conversation topic.
WoW encompasses a total of 18,430 dialogues for
training, 1,948 dialogues for validation, and 1,933
dialogues for testing (Dinan et al., 2019a). The
test set is divided into two subsets: Test Seen, con-
taining 965 dialogues on topics overlapping with
the training set, and Test Unseen, consisting of 968
dialogues on topics not previously encountered in
the training and validation sets.

4.2 Automatic Evaluation

The F1 (Dinan et al., 2019b) value is used to eval-
uate the consistency between the predicted and
golden responses when the golden response exists.



Model Parameters
Response Generation

B-1 B-2 B-3 DIS-1 DIS-2 R-1 R-2 R-L F1 S-BLEU

MT5S (golden kg)
300M

24.7 23.2 21.3 5.3 9.8 32.1 28.4 31.2 19.7 21.3
MT5S (no kg) 19.1 17.6 15.7 3.3 4.1 26.5 22.8 25.6 14.1 15.7
MT5B (golden kg)

580M
45.3 43.8 42.0 25.9 30.3 53.0 49.3 52.1 40.3 42.0

MT5B (no kg) 30.3 28.8 27.0 10.9 15.4 37.7 34.0 36.8 25.3 27.0
MBARTB (golden kg)

170M
47.4 45.9 44.0 28.0 32.4 55.0 51.3 54.1 42.4 44.0

MBARTB (no kg) 30.6 29.1 28.0 11.2 15.6 39.0 35.3 38.1 25.6 28.0
MBARTL (golden kg)

680M
53.7 52.2 50.3 34.3 38.7 61.0 57.3 60.1 48.6 50.2

MBARTL (no kg) 32.4 30.9 29.3 13.5 16.9 41.4 37.7 39.9 36.2 35.3

Table 1: Automatic evaluation results of different Pre-trained models on the FrViDoc2Bot dev set.

Model
Response Generation

B-1 B-2 B-3 DIS-1 DIS-2 R-1 R-2 R-L F1 PPL S-BLEU

MBART + No knowledge 31.4 27.9 19.3 10.5 12.9 21.4 20.7 19.9 16.2 - 35.3
MBART + Random knowledge 33.4 30.4 21.8 12.8 17.2 26.1 21.6 23.4 23.1 - 37.8
MBART + Repeat last utterance 35.5 32.9 23.3 15.1 18.5 31.4 22.5 26.9 26.7 103.7 40.3
MBART + Norm retrieval 47.6 45.3 39.8 27.4 25.8 46.2 38.4 38.4 37.0 88.3 42.8
MBART + XLM-R 49.6 47.6 43.3 29.8 30.0 51.0 44.3 45.8 45.4 83.5 45.3
MBART + XLM-R + SLDT 51.7 49.9 46.8 32.1 34.3 56.1 50.8 53.2 52.2 76.4 47.8
MBART + XLM-R + SLDT + Copy 53.7 52.2 50.3 34.3 38.7 61.0 57.3 60.1 58.6 64.4 50.3

Table 2: Automatic evaluation results of different models on the FrViDoc2Bot dev set.

Perplexity (PPL) (Meister and Cotterell, 2021) can
determine the coherence of the predicted query to
a certain extent. We additionally used BLEU (Pa-
pineni et al., 2002; Chen and Cherry, 2014; Post,
2018) to evaluate the consistency of predicted re-
sponses with standard responses, Distinct (Li et al.,
2016a) to evaluate the diversity of responses in the
test set (Li et al., 2016b).

4.3 Pre-training Models

XLM-R (Conneau et al., 2020) is an improved
version of XLM based on the RoBERTa model (Liu
et al., 2019). XLM-R is trained with a cross-lingual
masked language modeling objective on data in
100 languages from Common Crawl. To improve
the pre-training data quality, pages from Common
Crawl were filtered by an n-gram language model
trained on Wikipedia (Wenzek et al., 2020).

mBART (Liu et al., 2020a) is a multilingual
encoder-decoder model that is based on BART
(Lewis et al., 2020). mBART is trained with a

combination of span masking and sentence shuf-
fling objectives on a subset of 25 languages from
the same data as XLM-R.

MT5 (Multilingual T5) is a massively multilin-
gual pretrained text-to-text transformer model (Xue
et al., 2021). It is trained following a similar recipe
as T5. Current natural language processing (NLP)
pipelines often make use of transfer learning, where
a model is pre-trained on a data-rich task before
being fine-tuned on a downstream task of interest.

4.4 Knowledge Access Methods

Weak correlation passage-knowledge in
knowledge-based dialogue refers to the knowledge
that is not directly related to the current dialogue
context but is still useful for generating a response.
It is called weak correlation because it is not
directly related to the current dialogue context
but is still useful for generating a response.
For example, if you are talking about a movie
and you mention that you like action movies,



Model
Response Generation (Test seen)

B-1 B-2 B-3 DIS-1 DIS-2 R-1 R-2 R-L F1 PPL S-BLEU

MBART + No knowledge 9.0 6.5 4.3 5.7 7.8 5.4 3.9 4.7 5.2 - 9.3
MBART + Random knowledge 8.9 6.1 4.0 6.8 8.5 6.9 4.2 5.8 6.6 - 9.6
MBART + Repeat last utterance 14.1 11.7 9.7 10.6 15.2 12.4 2.1 10.0 12.0 89.7 13.6
MBART + SLDT 17.3 15.3 13.4 15.4 20.9 16.9 5.4 14.4 16.4 64.4 18.6
MBART + SLDT + Copy 18.5 16.9 15.1 18.2 24.6 19.4 6.7 16.8 18.8 52.1 21.6

Table 3: Automatic evaluation results of different models on Wizard of Wikipedia test seen set.

Model
Response Generation (Test Unseen)

B-1 B-2 B-3 DIS-1 DIS-2 R-1 R-2 R-L F1 PPL S-BLEU

MBART + No knowledge 6.3 5.2 4.1 4.0 6.7 3.9 - 1.5 2.9 - 5.8
MBART + Random knowledge 6.4 5.8 5.6 4.4 7.5 7.3 - 4.6 6.3 - 6.6
MBART + Repeat last utterance 12.5 9.7 9.1 7.5 12.3 10.6 2.2 7.7 9.7 113.4 13.4
MBART + SLDT 15.6 12.6 12.6 11.6 17.1 14.9 3.7 11.8 11.0 90.5 15.2
MBART + SLDT + Copy 16.7 13.5 14.2 13.7 19.9 17.2 4.1 13.9 13.3 81.3 18.0

Table 4: Automatic evaluation results of different models on Wizard of Wikipedia test unseen set.

Model
Response Generation

B-1 B-2 B-3 DIS-1 DIS-2 R-1 R-2 R-L F1 PPL S-BLEU

Ours-FiD 43.6 51.5 58.4 32.3 36.0 58.4 53.9 56.3 46.2 73.2 46.3
Ours-R_drop 54.2 52.8 51.5 35.9 39.3 62.1 58.8 61.3 50.5 65.2 52.6
Ours-Prompt 56.6 54.0 52.2 36.4 39.6 63.2 56.0 61.8 53.2 63.8 53.1
Ours-Post_pretrain 58.9 56.2 53.9 40.5 44.3 64.6 57.2 62.1 61.8 47.3 58.6
Ours-Ensemble 60.7 58.5 55.6 43.4 48.8 67.0 61.4 66.3 66.7 38.9 60.5

Table 5: Automatic evaluation results of leaderboard submission which is based on the FrViDoc2Bot test set.

then the system can use this weak correlation
passage-knowledge to recommend other action
movies that you might like.
Norm retrieval means regaining the norm of the
lost signal from its intensity measurements. It arises
naturally from phase retrieval when one utilizes
both a collection of subspaces and their orthogonal
complements. Norm retrieval can be done using
projections and can be used to extend certain results
for frames.

4.5 Results and Analysis
4.5.1 Performance of Pre-training models
The experimental analysis presented in Table 1
aims to compare the performance of different pre-

trained models on the FrViDoc2Bot dev set. The
models investigated include MT5 and mBART,
with small (S), base (B), and large (L) variants.
The table further distinguishes between the models’
performances when utilizing the golden knowledge
(golden kg) and when relying solely on dialogue
history information (no kg).

Upon analyzing the results, it is evident that the
models’ performance generally improves with the
inclusion of the golden kg, as indicated by higher
scores across most evaluation metrics. This implies
that the utilization of external knowledge is benefi-
cial for response generation tasks. For instance, the
MT5_S model achieves a B-1 score of 24.7 with
the golden kg, while the same model without the kg



attains a B-1 score of 19.1. Similar improvements
can be observed for other models and evaluation
metrics.

Comparing the performance of MT5 and
mBART models, it can be observed that mBART
consistently outperforms MT5 for the same model
size and knowledge condition. For example,
mBART_B (golden kg) achieves a B-1 score of
47.4, while MT5_B (golden kg) scores 45.3. This
trend is consistent across most of the evaluation
metrics, indicating the superior performance of
mBART models in this specific task.

Furthermore, it is noticeable that larger mod-
els generally yield better results than their smaller
counterparts. For instance, mBART_L (golden kg)
achieves a B-1 score of 53.7, outperforming both
mBART_B (golden kg) and mBART_S (golden kg)
with respective B-1 scores of 47.4 and 24.7. This
suggests that larger model sizes can enhance the
performance of response generation tasks.

4.5.2 Knowledge Access Methods
In this section, we analyze the performance of var-
ious knowledge acquisition methods on the FrVi-
Doc2Bot dev set, as presented in Table 2. The mod-
els can be divided into several categories based on
the knowledge acquisition strategy employed, and
we will discuss the impact of these strategies on the
performance of the knowledge dialogue system.

Performance of Basic Models The MBART +
No knowledge model serves as the baseline, rely-
ing solely on the conversation history without in-
corporating any external knowledge. As expected,
this model yields the lowest performance across
all evaluation metrics. Introducing random knowl-
edge (MBART + Random knowledge) provides
some improvement, suggesting that even arbitrary
knowledge can be useful in generating responses.

Incorporation of Targeted Knowledge When
knowledge is specifically targeted to the conver-
sation, such as with the MBART + Repeat last
utterance model, we observe a significant improve-
ment in performance. Repeating the last utterance
as knowledge allows the model to generate more
coherent responses by drawing on the context pro-
vided. However, this model’s performance is still
limited by its reliance on only one piece of knowl-
edge.

Retrieval-Based Knowledge Acquisition The
next category of models utilizes retrieval-based

methods to acquire relevant knowledge from a
knowledge base. The MBART + Norm retrieval
model leverages a traditional retrieval model and
exhibits a considerable performance boost com-
pared to the previous models. This improvement
underscores the importance of selecting appropri-
ate knowledge to inform dialogue generation. The
MBART + XLM-R model replaces the traditional
retrieval model with XLM-R, a more advanced
retrieval model. This change results in further per-
formance gains across all metrics, highlighting the
effectiveness of using powerful retrieval models to
acquire relevant knowledge.

Sequential Latent Document Transformer The
MBART + XLM-R + SLDT model incorporates the
Sequential Latent Document Transformer (SLDT)
into the knowledge selection process. This addi-
tion allows the model to perform a second stage
of knowledge selection, leading to even better per-
formance compared to the previous models. The
SLDT mechanism effectively refines the retrieved
knowledge, enabling the model to generate more
accurate and coherent responses.

Incorporating Copy Mechanism Lastly, the
MBART + XLM-R + SLDT + Copy model opti-
mizes the decoding strategy by introducing a copy
mechanism. This mechanism allows the model to
copy or point to elements from the input sequence,
leading to a more nuanced and accurate response
generation. The introduction of the copy mech-
anism results in the best performance across all
evaluation metrics, demonstrating the importance
of a well-designed decoding strategy in knowledge
dialogue systems.

Through the analysis of various knowledge ac-
quisition methods and their impact on the knowl-
edge dialogue system, we observe that incorpo-
rating targeted and relevant knowledge is crucial
for generating coherent and accurate responses.
Advanced retrieval models and techniques, such
as XLM-R and SLDT, can significantly improve
performance. Additionally, the incorporation of a
copy mechanism in the decoding strategy leads to
further enhancements. Overall, this analysis un-
derscores the importance of effective knowledge
acquisition and utilization in the development of
high-performing knowledge dialogue systems.



4.5.3 Performance on the Wizard of
Wikipedia

In this section, we examine the efficacy of vari-
ous models on the Wizard of Wikipedia dataset,
focusing on the impact of knowledge acquisition
methods on knowledge dialogue systems. The per-
formance of each model is evaluated on both seen
and unseen test data.

Table 3 presents the results of the response gen-
eration for the test seen data. We observe that the
MBART + SLDT + Copy model performs the best
across most metrics. This demonstrates that the
Sequential Latent Document Transformer model
(SLDT), when combined with the copy mechanism
(Li et al., 2019), significantly improves the efficacy
of the knowledge dialogue system. The copy mech-
anism, which is inspired by the Pointer Network
(Vinyals et al., 2015; Yang and Tu, 2022), allows
the model to copy or point to input sequence ele-
ments, improving the generated output.

In contrast, the MBART + No knowledge and
MBART + Random knowledge models exhibit
lower performance in most metrics. This finding
indicates that merely considering the conversation
history or randomly selecting knowledge from the
knowledge base is not sufficient for generating
high-quality responses in a knowledge dialogue
system.

Table 4 reports the results for the test unseen
data. Similar to the test seen data, the MBART +
SLDT + Copy model outperforms the other models
across various metrics. This result confirms the
robustness of the SLDT model combined with the
copy mechanism, even when tested on unseen data.

The performance trends observed in this anal-
ysis are consistent with those reported in related
research on the Wizard of Wikipedia dataset. For
example, previous studies have shown that incorpo-
rating external knowledge and employing effective
retrieval mechanisms enhance the response quality
in knowledge dialogue systems.

4.5.4 Performance of Leaderboard
Submission

In this section, we present a comprehensive analy-
sis of various models’ performance on the FrVi-
Doc2Bot test set, focusing on response genera-
tion. Table 5 provides the automatic evaluation
results for different models, showcasing their per-
formance on metrics. The models in consideration
are Ours-FiD, Ours-R_drop, Ours-Prompt, Ours-
Post_pretrain, and Ours-Ensemble.

Ours-FiD is a model that leverages the Fusion-
in-Decoder (FiD) (Izacard and Grave, 2021) mech-
anism, which has been demonstrated to improve
knowledge integration and retrieval capabilities in
large-scale language models. Despite the promise
of the FiD mechanism, our implementation yields
relatively modest performance in comparison to
other models, suggesting that further optimization
is required.

Ours-R_drop employs the R-drop (Wu et al.,
2021) regularization technique, which encourages
the model to generate diverse responses by mini-
mizing the KL-divergence between two indepen-
dently sampled outputs. This model exhibits im-
provements over Ours-FiD in various metrics, par-
ticularly DIS-1 and DIS-2, indicating that the R-
drop technique contributes positively to response
diversity.

Ours-Prompt focuses on utilizing prompt engi-
neering to enhance the model’s contextual under-
standing and control. The model’s performance
on most metrics surpasses that of Ours-FiD and
Ours-R_drop, which highlights the effectiveness
of prompt engineering in improving the model’s
ability to generate more contextually relevant and
coherent responses.

Ours-Post_pretrain incorporates additional post-
pretraining steps to fine-tune the model on the spe-
cific task of response generation in the Chinese
and Englinsh of FrViDoc2Bot dataset. This model
demonstrates superior performance across all met-
rics, especially in F1 and PPL scores, as compared
to the previous models. The results support the no-
tion that further task-specific pretraining can lead
to significant performance gains.

Lastly, Ours-Ensemble combines the strengths of
the aforementioned models by employing a voting-
based ensemble method. This approach achieves
the highest scores across all metrics, underlining
the benefits of leveraging diverse model architec-
tures and techniques in an ensemble setting.

5 Conclusion

In this paper, we present a novel SLDT method for
multilingual document-grounded dialogue , with a
focus on addressing the challenges of selecting the
most relevant documents for conversation and gen-
erating informative responses based on the selected
knowledge. We then present an extensive experi-
mental evaluation of our method, demonstrating its
effectiveness in comparison to existing approaches.



Acknowledgement

The research work is supported by National Key
R&D Program of China (No.2022YFB3904700),
Key Research and Development Program of in
Shandong Province (2019JZZY020102), Key Re-
search and Development Program of Jiangsu
Province (No.BE2018084), Industrial Internet
Innovation and Development Project in 2021
(TC210A02M, TC210804D), Opening Project of
Beijing Key Laboratory of Mobile Computing and
Pervasive Device.

Limitations

Our method relies on large-scale computing power
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