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Abstract

Real-time personalization by and large relies on embedding-based models, which
enable fast optimization via nearest-neighbors, but fail to capture complex user
behavior. Transformer-based models successfully capture such behavior, but are
provably hard to optimize. We study simple transformers, i.e. those with a single
self-attention layer, and show they still capture rich user behavior despite their
simplicity. We then develop a sub-linear time algorithm with near-optimal perfor-
mance. On large-scale Spotify and Trivago datasets, simple transformers match the
accuracy of deeper models while enabling real-time recommendations, improving
objective values by over 20% against natural benchmarks.

1 Introduction

Personalization today is powered by ML models that leverage rich user data. Among recent advances,
transformers in particular have revolutionized the modeling of sequential data and are well-suited
for personalization, where users’ interactions with items are naturally sequential. Indeed, larger
firms (e.g., Alibaba [11l], Amazon [25l], Spotify [31l], Wayfair [29]) have already seen strong empirical
success with transformers in offline experiments. Yet there is little principled guidance on how they
should be applied. In general, real-time optimization under transformers is provably hard (in a manner
we make formal momentarily), creating a trade-off between modeling power and tractability. This
raises two questions:

1. Modeling Power: If we restrict to a simpler subclass of transformers, do we lose significant
ability to model user preferences? Proposition I|(Section [3.1)) shows that transformers with a single
attention layer can represent a wide range of preference models from economics, marketing, and
operations management relevant to personalization. Our experiments (Section[4.T]) show that simple
transformers captured user preferences almost as accurately as deeper transformer models. They
achieved 43% higher accuracy than the best non-attention baselines (logistic regression, random
forest, SVM) and were only 6.1% worse than general transformers. Thus, simple transformers deliver
much higher accuracy than classical models while nearly matching deeper transformers.

2. Fast Optimization: Can such a subclass still support sublinear-time algorithms for millisecond-
level recommendations? Theorem [I](Section [3.2) shows that simple transformers can be optimized
efficiently, and Proposition [2] proves this result is tight. Our experiments (Section[d.2)) show that our
algorithm completes simple-transformer-based recommendation tasks efficiently and accurately. It
operates in two phases—retrieval and ranking—which we benchmark against approximate nearest
neighbors (ANN) and beam search, respectively. Combining these methods yields four variants.
With the same candidate budget, our algorithm achieved objective values 20.56% higher than using
our retrieval with beam search, and 20.86% higher than using ANN with our ranking. Thus, it
outperforms natural benchmarks in both phases.

Thus, simple transformers strike a practical balance—capturing rich user behavior while enabling
efficient real-time personalization.

Literature Review: Transformer architectures, introduced by [46]], are now central to recommender
systems, with adoption by major platforms [[11} 25} |31} [29]] and research on diverse attention models
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(214129, 1511 1491 114 14} 8L 1531 155, (10, [16L 25, 143] 127]]. Their representational power is well established
(541 150L 120, 134, 140, 139, 16} [15} 24, 48], and we show that even a single attention layer can capture
sequential variety and complementarity/substitution effects. With simple transformers, the recom-
mendation task reduces to binary quadratic optimization—NP-hard in general [36] but with tractable
cases [36, 44, 35 [7]—and our contribution is to exploit the low non-negative rank of the softmax
matrix, building on related low-rank optimization results [[17} 130,133 12} [15} 2} 3]

2 Model

We begin with pure embedding models, widely used in personalization. These represent items and
users as vectors in a shared low-dimensional space. Let [n] = {1,...,n} denote the items and
V € R"*4 the item matrix, with row viT as the value vector of item 7. Each user is represented
by u € RY, typically learned from historical interactions. The utility of recommending item i to
user u is f(v; u), where f : R — R is a non-decreasing Lipschitz function, often interpreted as a

click/purchase probability. The real-time task is to select up to k items maximizing total reward:
max Zf(vju) st. S Cn], |S| <k

i€s
Since items contribute independegtly, the problem reduces to finding the top-£ items with largest
v, u, i.e., a nearest-neighbor search query. Approximate nearest neighbor (ANN) algorithms achieve
sublinear runtime in n, while guaranteeing near-optimality. For example, the ANN algorithm in [1]]
gives a (1 — €)-approximation of the optimization problem above with expected amortized runtime

O(n*=<(®) for some function c(-) where c(e) > 0.

We now introduce simple transformers, our primary model. Unlike pure embedding models, which
treat items independently, transformers capture dependencies among items through self-attention.
Given Q, K € R"*%a /€ R"*% and X € R™*", a self-attention layer is

SAq, kv (X) = softmax((XQ)(XK) )X VI]

For a subset S C [n], let Xs be the diagonal membership matrix with (Xg);; = 1if ¢ € S. Then
each ¢ € S produces a representation by averaging {v; : j € S}, where the weight on v, reflects how
strongly g; aligns with k;. Thus the model naturally captures complementarities, substitutions, and
other set effects absent in embeddings.

Definition 1 (Simple Transformer) For Q, K € R"*%a, V ¢ R"*% yser vector u € R%, and
non-decreasing Lipchitz activation functions f, the simple transformer is

-
To kv, fu(X) = [[(SAQxv(X){w),- -, f(SAq xv(X), u)]
As before, the recommendation task is to select up to k items maximizing total reward:

OPT := maxz f(SAQ7K7v(Xs)iTu) st. SCn], |S]| <k ()
€S

3 Theoretical Results

3.1 Modeling Preferences with Simple Transformers

Simple transformers are widely used in personalization [49, |11} 4} 8]], though deeper architectures are
also common. This raises the question: how well can simple transformers model user preferences?
We address this by showing that two standard parametric models can be exactly represented within
this framework. First, we consider a model of sequential variety effects. Marketing studies (e.g.,
[28L 191 37]) show that utility depends not only on intrinsic quality but also on novelty relative to past
items. Repeated exposure to similar items lowers utility, while diversity restores engagement. We
now give a mathematical formulation.

"For A € R™*%, the row-wise softmax, interpreted as attention weights, is defined by softmax(A); ; =
d
exp(Aij)/ 325y exp(A; ;).
2A simple transformer may also use multiple attention heads, where parallel self-attention layers with
different @), K,V are concatenated before point-wise transformations. Our results extend to this setting, but for
simplicity we focus on the single-head case.



Model 1 (Sequential Variety Effects) Let [n] := {1,...,n} denote the set of items. Each item i
has a base utility 7; > 0 and a similarity embedding z; € S?~!. Define pairwise similarity score
between item i and item j by s;; 1= x;'—xj € [—1, 1]. Fix a sequence length k > 1 and nonnegative
lag weights Ay, ..., Ax—1 > 0.

For a sequence S = (i1,...,1ix) of length k, the sequential-variety—adjusted utility of the item at

position t is
t—1
9(8,is) = 1, exp (ﬂZAZsWH> . t=1,...k
(=1

where 3 € R controls the strength and sign of the variety effect.

Second, we consider a model of complementarity and substitution. In economics, these effects
describe how the presence of one item influences the desirability of another. A common modeling
approach represents items as vectors in a feature space, with pairwise interactions captured via inner
products (see, e.g., 26} 15, 38]).

Model 2 (Complementarity and Substitution Effects) Ler [n] denote the set of items. Each item i
has a value vector v; € RY. The pairwise complementarity and substitution effects is parametrized
by a matrix H € R" " where H;; = 0 for every i € [n]. For a user @ € R? and a subset of items
S C [n], the interaction-adjusted utility of item i € S is defined as

g(8,i) =0, a+ZHw
jeSs

Since in both models an item’s reward depends on the presence of others, they cannot be captured by
pure embeddings. In contrast, we show that simple transformers can represent both.

Proposition 1 Model[l|and Model[2|can be represented by a simple transformer.

3.2 Fast Optimization with Simple Transformers

Our main result is an algorithm that approximately solves Problem (P) in sub-linear time in n and
polynomial time in k. Let W = softmax(QK " ). We first show that such guarantees are impossible
without rank assumptions on dj, and the non-negative rank of W, denoted rank (W)E]

Proposition 2 (a) If d, = Q(logn), Problem (P) subsumes finding the maximum clique in graphs

with Q(n) disjoint cliques. (b) Problem (P)) has no (1 — €)-approximation runs in time k°V*22&+(W)),
unless Gap-ETH holds [13]

Thus, sub-linear runtime requires dy, = o(logn), and polynomial dependence on k requires
rank (W) = O(1). Under these assumptions we obtain:

Theorem 1 Suppose dy, = o(logn) and rank (W)
Problem (E]) which, for any k € N and € > 0, achieves AL

runtime

O(1). There exists an algorithm for
> (1 —€) OPT, in expected amortized

C}II

O (ku(e)nH(e )

SN—

Sor functions .,y with (e, k) > 0

Finally, the result holds if W can be well approximated by a low non-negative rank matrix, not
necessarily if W itself has low rank.

Real-time recommendation pipelines typically consist of retrieval (selecting a small candidate set) and
ranking (choosing the final recommendations). Our algorithm follows this structure but introduces
new techniques in both phases.

*The non-negative rank of W € RZLG™ is the smallest r such that W = ABT for A,B € RLG".

*The Gap Exponential Time Hypothesis (Gap-ETH) asserts that, for some constant ¢ > 0, distinguishing
between satisfiable 3SAT formulas and those that are not even (1 — €)-satisfiable requires exponential time.



Phase One: Retrieval. We extend ANN-based retrieval to incorporate transformer structure. Items
are partitioned offline by query and key vectors so that those in the same partition behave similarly
under self-attention. Given a user u, we perform ANN search within each partition and take the union
of retrieved items as the candidate set.

Phase Two: Ranking. We build on beam search, which greedily explores a decision tree of item
sequences, but add a provable refinement. Instead of exploring all k levels, we explore only a limited
prefix and then apply LP rounding to optimize over the remaining items. This balances runtime
(shallower exploration) and accuracy (limited rounding error), yielding near-optimal rewards in
sub-linear time.

4 Experiments

4.1 Representation

We evaluate simple transformers on two large-scale datasets. Spotify Million Playlist Dataset [9]: one
million playlists created between 2010-2017, each containing track metadata. Trivago Session-Based
Hotel Recommendation Dataset [23]]: roughly 900K hotel-search sessions from 730K users across
340K hotels.

We compare simple transformers against models that ignore sequence effects (e.g., logistic regression,
random forests, SVM, nearest neighbor) and deeper transformers with multiple attention layers. The
prediction task is to estimate user responses (click/no click) given past interactions.

Random  Logistic Simple General
Forest  Regression Transformer Transformers
Spotify 0.518 0.520 0.702 0.726
Trivago  0.268 0.333 0.503 0.552

Table 1: Average accuracy of different machine-learning models on Spotify and Trivago.

Our results show that, simple transformers consistently outperform models without sequence structure
and approach the accuracy of deeper transformers. Thus, they are expressive enough to capture rich
user behaviors while remaining efficient for real-time personalization.

4.2 Optimization

On Spotify and Trivago, we benchmark against ANN search (ignoring sequence effects) and beam
search. For recommending five items, our method consistently improves user engagement. With
ranking fixed, our retrieval phase outperforms ANN search by 20.86% on average; with retrieval
fixed, our ranking phase outperforms Beam Search by 20.56%. Overall, the algorithm combines high
efficiency with strong empirical accuracy in both phases.

34 5.0

Phase One + Phase Two

Phase One + Beam Search

°

+— Nearest Neighbor + Phase Two 77| /..

+— Nearest Neighbor + Beam Search

Objective Value
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(a) Spotify (b) Trivago

Figure 1: The x-axis is the number of candidate solutions generated by each algorithm, and the y-axis
is the objective value of the current best solution. Each figure is averaged across 100 instances.
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A Proofs in Section 3.1]

Proof of Proposition[I}

Model [T} We construct a simple transformer with the following parameters:

* The input dimension is set to
N =nk+nkd + 1+ nk,
and is indexed as follows. Define index sets
I=A{(@t):i€n], telk]}, M={({m,a):je€n], melk], a€ld}

D ={®} (onedummy row), B={(i,t)>>° i c [n], t € [K]},
and order the N rows of @ and K as [Z; M; D; B].
Before proceeding, we give intuitions on how these index sets are used:
- T = {(i,t)}: These rows are the only rows with nonzero queries (). Each of them
represents the effects of the past items to the current item.

- M ={(j,m, a)}: These rows have non-zero keys K and scalar values V. They have
zero queries (). They encode the item 4, at position m and its similarity embedding
Lipy,an

- D = {®}: This is a dummy row that dominates the softmax denominator, so that the
softmax vector behaves like division by a constant.

- B = {(i,t)P**°}: These rows encode the base utility i; of each item .

* The embedding dimension is set to dq = k + d + 2. This is split into a position block of
length k, a component block of length d, a single dummy column (denoted A), and a single
base column (denoted ©).

* Let M > 0 be a sufficiently large constant and by € R a fixed constant. Later we will take
M large enough so that the simple transformer approximates ¢ (.5, i;) to arbitrary precision.

» For each position t € [k], define the row vector r, € R*¥ by

_ JlogAiom, m<t,
(Tt)m {M, m >t m € [k‘],
i.e.
rt:[logAt_l, log A\¢—2, --- logA;, —M, —M, ---, —M].
k—t+1

For each t € [k], let R; € R™** be the matrix with all rows equal to 7;:
r,

Tt

R, = |. (n rows).

Tt

Then the position block of the query matrix is the vertical stacking of these &k blocks:

"Ry
R
ons = .2 S R(nk)Xk.
L Rk

Next, define the n x d matrix G collecting the (component-wise) logarithms of the similarity
embeddings ; = (v 1,...,7;4) € STL:

(logz1) " logzy1 logzia --- logwyig

(logzo) T logza1 logzas -+ logxag

(log mn)—r log Tn,1 log Tn2 - log Tn,d



The component block of the query matrix is k identical copies of G stacked vertically:
G

G
Qcmp = . S R(nk) xd,
G
Let 1, € RPX 1 be the all-ones column, and 0, € RPX 1 be the all-zeross column. Define the
dummy and base query columns as

M3 1, (Do Lk
0, 0p,
Qa = L Qe = e RYXL
0 0
Onk Onk

Putting the query blocks together, we define @ to be

ons Qcmp QA QG)_

_ 0 0 0 0 N x (k+d+2)
Q=1 o o ol cFK :

0 0o 0 0]

The position block of the key matrix is defined as

1, 0 - 0
0 1, --- O

Kpos = | . _d . | e rmkdxk
0 0 - 1,4

i.e., a block-diagonal matrix with k diagonal blocks, each block the column 1,,4.
Let I; € R%* be the identity matrix. The component block of the key matrix is defined as

14

Iy
Thus, in the block associated with position m and item j, the d consecutive rows equal the
identity 7.
The dummy and base key columns are

Onk Onk
0n 0.,
Ka = | ™| Kg = | ™| ¢ RN*,
1 0
Onk 1nk

Putting the key blocks together, we define K to be

0 0 0 0

Kpos Kemp 0 0
0 0 Ka 0
0 0 0 Ko

K = c RV*(k+d+2)

Let v € Rdx1:

Z1,1
T
X
Vo= .2 = ml’d
: x21
T
xn .
LTn,d |




We define V' (one scalar per row) by placing zeros on Z and D, the item—component entries
on M, and the base utilities on B:

_ 0.1 ;
5€M3 v
0
_ 3 . . T Nx1
Vo= |eM (%logul,...,%logun) €R J
3 ~ ~ \ T
LM (%logul,...,%logun) |
where eM’ (3logn,..., 5log ﬁn)T is repeated k times. Set u = 1 so that V," u = V; for
each row 1.

» We set f;(x) = exp(Bz) forall i € [nk + nkd + 1 + nk].

* For a length-k sequence S = (i1, ...,1), let S’ C [nk + nkd + 1 + nk] = [Z; M; D, B]
such that S’ contains {(is,t) : t € [k]} C [Z] from the first set of rows, { (i, m,a) : m €
[k], a € [d]} C [M] from the second set of rows, the dummy row D, and {(i;, )2 : t €
[k]} C B from the set of base rows.

We show that the simple transformer above approximates g(S, i;) to arbitrary precision. The intuition
of our construction is given below:

* @ encodes lags (\) and similarity embeddings (log z;).

» K encodes positions () in the sequence.

* V encodes similarity embeddings (log x;) and base utilities (1;).

* The dummy row makes softmax act like a constant divider.

Fix a length-k sequence S = (i1,...,i;). We first compute X5 Q(Xgs K)T for each (i;,t) € S':

log A\t—p, + log z; m <t
T t—m 1¢,a 9
(context)  (Xs'Q(Xs'K) i), (i im,a) = Te(m) +108 iy 0 = {_M-i-logl'it,a» m>t,
(dummy) (X Q(XsK) )i.0 = M,

(base) (XsQ(Xs K) )i, ), (i ,tyonse = 0.

Hence the denominator of the softmax operation on row X5/ Q(Xg K) ' is

d d
Z = M A1+ S N+ 3 e My

m<ta=1 m>ta=1
Define the following (finite) constants

At = Z )\t—m,y SIES) = Z ZAt—mIit,a 5 St(Z) = Z ZeiMxit,a

m<t m<t a m>t a

Set M3 M3 () M3 o(>)
h=e " +e M ST +e 5
Then -
Zt = €Ju (1 + 6t>

Therefore the attention weights on row (i, t) are

exp(r¢(m) +108 24, 0)  M—m Tisa
Zt N GNIS(1+5t)

softmax(XS/Q(XS/K)T)(,;ht)7(im7m,a) = (m < t),

and 3
exp(0) e M

softmax(X s Q(Xs K) )i, ). (i, 4)base = = .

(XsQ(Xs'K) )iy ). (0 t) Z, 150,

10



Recall that

3 73 ~
‘/(im,m,a) = eM L ,as V@ = 07 ‘/(if,,t)basc = 61\/[ . B IOg Ug, -
So we have
d
SAQ k. V(X8 ) (i) = Z ZSOftmaX(XS’Q(XS’K)T)(Q,t),(im,m,a) Vi, mia)
m<ta=1

+ SOftmaX(XS’Q(XS/K)T)(it’t),(it’t)base ‘/(it}t)base

)\f ms 3 3 i1
M—miig,a JVI —M° M ~
<§ : 2 : TeME Tip,a T € e - B log @;,

m<ta=1

1
= <Z At— mzxu,al‘zm,a + 10g11u>
m<t ﬂ
1 _ 1 .
= 19, <;>‘€xlzit5 + Bloguit).

Fix any € > 0. Since St(g) <Ay < Ap_7 and St(Z) < de ™ we can set M large enough so that
e~ M (1 + Ak,l) + de~(MP+M) <,
which gives §; < e for every ¢. Finally, we have

TOK N Frrosfru( X5 ) 10ty = Siint) (SAQ, v (Xs) (i1,1))

= exp LS)\ z] x; +L10gd
1+ 0 =1 FreThe TS, "

. 3 t—1 .
A 1435
:uit‘*'i exp 110, E /\gl‘itl‘ihl .
Hence, as M — oo (so 6; — 0 uniformly in ¢), we have

(1 =€)g(S,it) < TQEV.f1rofru( X)) (i0t) S TQE V1o for (X 57) (iy,1)-

Therefore the simple transformer approximate g(.S, i) to arbitrary precision.

Model 2} We construct a simple transformer with three self-attention heads. The first head and the
second head represent the complementarity effects and the substitution effects, respectively. They
have input dimensions n + 1, output dimension 1, and embedding dimension n + 1. The third head
represents the base utility of each item. It has input dimensions 7, output dimension d, and embedding
dimension n. Note that this multi-head construction can be equivalently represented as a single-head
simple transformer by arranging the ), K, V, and u matrices for all three heads into block form.
However, for clarity, we present the proof by describing each head separately.

Let A, B € R}*" be two matrices with positive entries such that H;; = exp(A;;) — exp(B;;) for
every i,j € [n]. Let M be a sufficiently large constant. Later we will set M to be large enough so
that the simple transformer approximates g(.9, 7) to arbitrary precision.

Head 1. The first self-attention head has the following parameters:

o« QW KM ¢ R(n+1X(n+1) gre set such that

QW (KT =

11



« VO € RnH s set to V") = 1 for each i € [n] and V,Sr)l = 0. Setu(!) = 1 so that
(V(l))Tu(l) _ V(l)

* Set fi(l)(a:) = exp(M)z forevery i € [n? + 1].
* For asubset S C [n], we set S C [n + 1] where S = S U {n + 1}.

‘We have
exp(Aij) . .
, 1€8,j€S,
> jes exp(Aij) +exp(M) + (n — |S])
exp(M) ) ]
, 1€8, j=n+1,
> jes exp(Aij) +exp(M) + (n — |S])
1
softmaX(XsmQ(l)(Xs<1>K(1))T)ij = ZjESleXp(Aij) +exp(M) + (n —|S))
I _ 1
n +exp(M)’ i=n+1,j€&n,
exp(M) ) )
n +exp(M)’ i=nt+lg=n+l
1
—— i€ [\ S, j € o+1]
Therefore, for every i € S, we have
> jes exp(4q;)

SA Xgw){ult) = '
o, xkm vy (Xgw) > jes exp(Aij) + exp(M) + (n — [S])

For any given € > 0, we can take M to be sufficiently large such that

> jes exp(4ij) — 5
exp(M)

>_jes exp(Aij)

< SAgm gk v (Xsm)i u?) < exp(M)

Finally, we get

€
ZeXP(Aij) 3 < TQ(I),K(l)’V(l),ffl),“,} ,gl)}um(XS(l))i < ZeXp(Aij)-
JES JES

Head 2. The second self-attention head has exactly the same parameters, expect we replace A with
B and we flip the sign of f;:

e Q¥ K2 ¢ R(n+HX(n+1) gre set such that

Q(2) (K(2))T —

« V) ¢ R* 1 s set to Vi(Z) = 1 for each i € [n] and Véi)l = 0. Set u(?) = 1 so that
1 2

* Set fi@)(x) = —exp(M)z forevery i € [n? + 1].
* For a subset S C [n], we set S C [n + 1] where S?) = SU {n + 1}.

Then, similar to head 1, we get

€
- ZQXP(Bij) S Too ko ve (1@ 5 u@ (Xg)i < — ZGXP(Bij> +3
jes jes

12



Head 3. The third self-attention head has the following parameters:

e QB), KB) ¢ R™*" are set such that

o -M -~ -M

-M 0 - —-M
Q(3)(K(3))T =

M —M - 0

« V® e Rr*disset to V¥ = 4, for each i € [n].
e u® € R¥is set to ul® = a.

* Set fi(g)(x) = x for every i € [n].

* For a subset S C [n], we set S©) = G,

For every i € S, we have

(6) "+ (n — |S]) exp(=M)
1+ (n —[S]) exp(=M)

SAQ® ke v (Xsm)] u®) =

For any given € > 0, we can take M to be sufficiently large such that

~ N € ~ ~
(%‘)TU 3 < TQ<3),K<3>,V<3>,ff3>,..__f,§3>,u<3> (Xg@)i < (vi)Tw

Complete the Proof. Because exp(A;;) — exp(B;;) = H;; Combining the above three self-
attention heads, we have

3
AT A AT ~
; U+ E Hij —e< E TQ“),K(“,V(Z)J{Z) ____ 7O o (Xs(l))i <o, 4+ E Hij.
JjES =1 JjeS

Therefore the three attention heads approximate g(S, ) to arbitrary precision.

B Proof of Proposition 2]

Proof of Proposition [2|(a). We prove that for any constant M > 3, there exists a number ¢(M) > 0
for which the following holds. For any dj, such that exp(c(M) - diq) <n —land any k > M + 1,
Problem (P) subsumes the problem of finding a largest clique in a graph with

e n — 1 vertices,

* exp(c(M) - diq) disjoint cliques,

* and all cliques have size at least k — M and at most k£ — 1.

Fix any constant M/ > 1. We construct an instance of Problem (P) by applying the Johnson-
Lindenstrauss Lemma:

Lemma 1 (Johnson-Lindenstrauss Lemma) For any 0 < ¢ < 1 and any set S of m points in R",
there exists a universal constant ¢ > 0 and a linear function f : R" — R? with d = ce~2log(m)
such that

(= ollzill3 < If(@a)ll3 < (1 + €)llasll3
forall x; € S and
(1 =)y — ;)13 < 1f (i) = flxpll < 1+ el — 53
forallz;,x; € S.

Take N to be large enough such that exp(—N) < 1/2M. Take 0 < ¢ < 1 to be small enough such
that exp(—dN) > 1 — exp(—N). Then N and 6 can be chosen to be both only depend on M. We
obtain the following corollary:

13



Corollary 1 (Corollary of Lemmal[l}) There exists a number ¢(M) > 0 and a set S of exp(c(M) -
diq) unit vectors in R%a such that |u] u;| < & for every u;,u; € S and u; # u;.

Proof of Corollary Let ¢ > 0 be the universal constant in Lemma and let n = exp(c~1(6/4)% -
diq). Let ¢(M) = c¢=1(5/4)?, then n = exp(c(M) - diq). Because & > 0 only depends on M, we
have ¢(M) > 0 also only depends on M. Consider {e;}?" ; C R™ where e; € R™ is the unit vector
where the i-th entry equals to 1 and all other entries equal to 0. Then we have |le; — ;|3 = 2 for
every e; # e;. By Lemma there exists a linear function f : R” — R%a such that

(1-9) <= (1+7)

2 (1 - i) < fes) = fleplls <2 <1 * i)

for all e; and

for all e; # e;.

For every e; # e;, because

1 (ex) = £(eq)lI3 = I1F (ea)ll3 + 1 f ()3 — 2f(e:) T f(ey),

o Flea)Tfeg) = (If(ea)ll3 + 1F (el = [1f(e) = Fles)l13)/2
() () (- )
§
=3
and

Flea) " fleg) = (If el + 1 (en)ll3 — I1f(eq) — fle)l3)/2

(SR RO

o

-5
Let u; = f(e;)/||f(ei)||2 for all ¢ € [n], then each u; is a unit vector. Moreover, for every u; # u;,
s
T fle) " flej) 2 ( 2 )
u; Uj = < =0 ——] <4,
T eallzlfle)llz T 1 -4 4-9
where the last inequality follows since 0 < ¢ < 1. Similarly,
AT . _9
§uj = fle Jleg) 25=—5(2 )>—5.
1f(ell2llfles)llz — 1~ ¢ 4=

Therefore |u, u;| < § for every u; # u;. Take S = {u; }7"_; gives the desired set of unit vectors.

v

u

Corollary|1|states that there exists a set of unit vectors in R with size exponential in dj4, where
all unit vectors in the set are approximately orthonormal.

Fix any dj, such that exp(c(M) - diq) <n —1and any kK > M + 1. Let G be a graph with n — 1
vertices v1, . .., U,—1 and £ = exp(c(M) - di,) disjoint cliques, each of size at least k — M and at
most k — 1. Let I1,...,I; C [n — 1] be the index sets of vertices corresponding to these ¢ cliques.
That is, {v; }ic1,, forms a clique for each ¢ € [¢]. Without loss of generality we assume ¢’ € I for
every ¢ € [{].

By Corollary there exists £ unit vectors uy, ..., u, € R%a such that |uZTuj| < ¢ fori # j. Let
Ug4+1, - - -, Up—1 be unit vectors such that u; = uy fors € Ip. That is, for indices %, j such that v;
and v; are in the same clique, we have u; = u;. Let U € R("~1)*dka where the i-th row of U is u; .
Let A=UUT € R®=Dx("=1) then A has rank at most dj,.

14



Because A has rank at most dj,4, there exists @, K € R™*dkq guch that

QK' =

We create an explicit instance of P similar to the instance in the proof of Proposition 2] (a):

» W = softmax(QK ). For simplicity of exposition, we replace W with W, defined to be

1 fori =norj=n
Wi, = { exp(=Nlu u;]) fori,j #nand A;; # 1
exp(—N) fori,j # nand A;; =1,

As a sanity check, W is simply W’ with each row rescaled to sum to one.
d, =1, and wesetu =1,sothat Vu =V.

V € R"*!issetaccordingto V; = 1fori=1,...,n—1,and V,, = 2.
Fori=1,...,n—1, weset f;(-) to be:

24exp(— )kJrl
0 iH0S < oM
x72+exp(fN)k+%
fz(x) _ 1+exp(—N)k+% if 2+exp(— N)k+4 <r< 2+exp(—N)k
24exp(—N)k _ 24+exp(=N)k+ 1 1+exp(—N)k+% 1+exp(—=N)k
L+exp(=N)k  14exp(—N)k++
. 2+4exp(—N)k
1 if ¢ Z %.

2+exp(—N)k 2+exp(—N)k+3
T+exp(—N)k 1+exp(—N)k+73’
everyi=1,...,n— 1. Weset f,,(x) = 0 for every z.

Because we have f;(+) is continuous piece-wise linear for

Now notice that because f;(x) < 1foreveryi=1,...,n — 1, and f,(z) = 0, the optimal value of
this instance of Problem P is at most & — 1. It will suffice to show that the largest clique G has size
k' if and only if the optimal value is k’. We prove both directions separately.

If G has a clique of size &', then the optimal value is at least k’:  Suppose G has a clique of size
k’. Without loss of generality, let I; C [n — 1] correspond the vertex set of a clique of size k' in G.
Consider the solution 2*, where z7 = 1 for i € I; U {n}. Because |I; U {n}| < k, the solution z* is
feasible. We will show that the objective value of P at z* is k' (and thus the optimal value is at least
k).

Because W); = exp(—N) whenever i, j € I, we have
=, w, ® Vu) Tz w; © Vu) Tz
> =it <(r)> = D <(T)
i=1 w; T iel, w; T
S Lt en(-N) )
Since k' < k — 1. It follows that

2+ k' exp(—N) o 2 + kexp(—N)
1+ Kk exp(—N) = 1+ kexp(—N)’

iﬁfi <( GVU )

i=1

Therefore

24+ K exp(-N)\ o
Zfl(l—&-k:’exp(—]\f))|Il|k'

i€l
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If the largest clique in G has size %/, then the optimal value is at most ©’: By our assumption
we have k' > k — M. Suppose for the sake of contradiction that the optimal value is k* > k'. Let 2*
be an optimal solution to P. Notice if x, = 0, then since (w; ® Vu); = W}, forall j € [n — 1], we

have .
Z (“’QV“* ) foz

Therefore we must have =), = 1.

Let I C [n—1] be the index set where 2} = 1fori € I. Because f;(z) < 1foreveryi=1,...,n—1,
we have |I| > k*. Let d(7) be the degree of vertex i in the induced subgraph of G with vertex set

{v; }ier- Because G consists of disjoint cliques with size at most &/, we have d(i) < k' — 1 for every
i€ C.

Fix any ¢ € I such that
/ V T %
fi <(wz ®,TU) 55) >0,

or, equivalently,

(w, ®Vu)Tz* 24 exp(—N) + 1
w'Ta: 1+ exp(—N) + %
Because exp(—N|u; u;|) > exp(—dN) for every i, j # n and A;; # 1, we have
(wjoVu)Ta® 24 Yjera, 21 OP(=Nluf u)) + (d(i) +1) exp(-N)
w) 'z L+ 3 jer,a,,21 &¥P(=Nul u;]) + (d(i) + 1) exp(=N)
_ 2+ (1] — d(i) = Dexp(—3N) + (d(i) + 1) exp(—N)
S T (I=d() = 1) exp(—N) + (d(3) + D) exp(—N)
< 2+ (k* —d(i) — 1) exp(—dN) + (d(i) + 1) exp(—N)
~— 1+ (k*—d(i) — 1)exp(—0N) + (d(i) + 1) exp(—N)
_ 2+ exp(—0N)k* — (exp(—dN) — exp(—N))(d() + 1)
1+ exp(—0N)k* — (exp(—0N) — exp(—N))(d(7) + 1)
< 2+ exp(—dN)k* — (exp(—0N) — exp(—N))k’
= 1+exp(—0N)k* — (exp(—dN) — exp(—N))k'"’

where the second inequality follows since |I| > k*, and the last inequality follows since exp(—JN) —
exp(—N) > 0and d(i) < k' — 1. Therefore

2 4+ exp(—0N)k* — (exp(—IdN) — exp(—N))K - 2+ exp(—N)k + 1
1+ exp(=0N)k* — (exp(=0N) —exp(=N))k" = 1+exp(—N)k + 1

So we have 1
exp(—dN)k* — (exp(—dN) — exp(—N))k' < exp(—N)k + T

Rearrange the above inequality gives
exp(—0N)(k* — k') < exp(—N)(k — k') +

Because k* > k' + 1and k' > k — M, we get
1
exp(—0N) < exp(—N)M + 1
However, since exp(—N) < 1/2M and exp(—dN) > 1 — 1/2M, we have

1 ) 1
exp(—dN) >1— Vi > e exp(—N)M + T

A contradiction. Therefore k* < k'.
Proof of Proposition 2 (b).

Our proof is based on a reduction from Problem (P) to the well-known Multi-dimensional Knapsack
Problem (MDKP), defined as follows:
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Definition 2 (Multi-dimensional Knapsack Problem) The Multi-dimensional Knapsack Problem
(MDKP) with c items and d dimensions is defined as:

max  fupke(z) =p'x (MDKP)
st. oyl x<t; Vield,
xz € {0,1}.

Here, p € N¢, and for all i € [d], we have y; € 25 and t; € ZZOE]
We present the reduction in the following proposition:

Proposition 3 Consider Problem (P), written in the equivalent form P, reproduced below, which has
parameters n, k, and r, where r is the non-negative rank of W':

i OV
max  fp(r)(z lefz ( w; ©Vu)'x ) P)

’LUJU

s.t. J:E{O,l}", 1<e'z<k.

Now consider an instance of MDKP with parameters ¢ and d. Suppose there exists an algorithm
ALG for solving P with parametersn = k = ¢+ d + 1 and min{c,d} < ry < c+d+ 1, such that
for any sufficiently small € > 0, the algorithm satisfies

ALGp > (1 —€) OPTp

with runtime T. Then we can construct an algorithm ALG' for solving MDKP with parameters c
and d, such that for the same e, it satisﬁes

with runtime O(T).

Proof of Proposition 3]

Fix an MDKP instance. We create an instance of P as follows:

* n =k =d+ c+ 1. Here, out of the n total variables, the first d variables will correspond
to the d constraints of MDKP, the c variables after that will correspond to the ¢ variables of
MDKP, and the last variable will be a dummy variable that must be selected in any optimal
solution of P.

e Foreachi=1,...,d, set
0 forj=1,....d
Wij = { Yij—d forj=d+1,...,d+¢c
1 forj=d+c+1.

That is, in block notation,
w =[0--0]g" [1].

Then we have .

-
w; T = Zyijxdﬂ + Tdtet1-
=1
Moreover, since y; € Z<,, for each ¢ € [d], the non-negative rank of the sub-matrix of W
consisting of its first d rows is at most min{c, d}.

e Foreachti=d+1,...,d+c+ 1,setw; € Ri‘gc+1’s to be any non-zero vectors such that
W has the desired non-negative rank 7. This is possible since min{c,d} <r, < c+d+1.

e d,=1,and wesetu =1,sothat Vu=1V.

>We assume pmin > 0 without loss of generality. If p; = 0 for some 5 € [c], there always exists an optimal
solution with z; = 0. Hence, we can safely ignore the j-th entry of p, x, and each y;.
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o Ve RUeADX1 jssettobe V; =0fori=1,...,d,and V; = 1fori=d+1,...,d+c,
and Vgyeqp1 = 2.

e Foreachi=1,...,d, set
c ti+3
_ (ijl p; + 1) forx < )
T — t;+2 c
) — ti+1 ti+3 tit+2
xr P 2 N, . i i
fi(x) SRS ij—&-l forti+2<ac<tﬁrl
ti+1  ti+2  \IJ=!
ti+2
0 for x > R

Then f;(x) is continuous piecewise-linear.
e Foreachi =d+1,...,d+ ¢, set fi(x) = pi—a. Set farcr1(z) =0.

Because ppin > 0 and 0 € {0,1}¢ is a feasible solution to MDKP, we have OPTypkp = 0 if and

only if 0 € {0,1}¢ is the only feasible solution to MDKP. Moreover, if 0 € {0, 1}¢ is not the only
feasible solution to MDKP, then OPTvpkp > Pmin-

Our proof relies on the following lemma.

Lemma 2 Let x € {0,1}" be a feasible solution to P such that fp(x) > 0. Then we can construct a
feasible solution z € {0,1}¢ to MDKP such that fp(x) = fmpkp(2).

Conversely, let z € {0,1}° be a feasible solution to MDKP such that fupkp(z) > 0. Then we can
construct a feasible solution x € {0, 1}" to P such that fp(x) = fmpkp(2).

Lemma 2] gives a correspondence between solutions to P and solutions to MDKP. In particular, as a
corollary, Lemma [2]implies the relationship between the optimal objective values of P and MDKP.

Corollary 2 (Corollary of Lemma[2}) OPTp < 0 if and only if OPTmpkp = 0. Moreover, suppose
OPTmpkp > 0. Then OPTp = OPTmpke.

Proof of Corollary 2} Suppose OPTp > 0. Let z* be an optimal solution to P. By Lemma 2] there
exists a feasible solution z to MDKP such that fypkp(z) > 0 and

OPTp = fp(z*) = fmoke(2) < OPTwmpke.-

Conversely, suppose OPTypkp > 0. Let z* be an optimal solution to MDKP. By Lemma 2] there
exists a feasible solution « to MDKP such that

OPTwmpkp = fmpkp(2*) = fp(z) < OPTp.

We also get
fe(x) > fumoke(2*) > 0.

Before proving Lemma[2] we first show that it is sufficient to prove Lemma[2] Assume we have an
algorithm ALG for solving P such that, for any sufficiently small ¢ > 0, we have ALG satisfies

ALGp > (1 — €) OPTp.
Then our proposed algorithm ALG’ for solving MDKP works as follows:

« If ALGp < 0, ALG' outputs 0 € {0, 1}¢.

e If ALGp > 0, let 2 be the solution to P given by ALGp. Then ALG’ outputs the solution
z € {0,1}° to MDKP given by Lemma[2] That is, z € {0, 1} that satisfies

fe(z) = fupke(2)-
Performance Guarantee of ALG’:  Suppose OPTypkp = 0. Then by Corollary
ALGp < OPTp < 0.
Therefore ALG’ correctly outputs 0 € {0, 1}¢.
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On the other hand, suppose OPTmpkp > 0. Then by Corollary [2]
ALG;VIDKP = fMDKP(Z) = fp(.l‘) Z (1 - G)OPTP = (1 - G)OPTMDKP.

This proves the desired performance guarantee of ALG’. To finish the proof, we prove Lemma and
analyze the runtime of ALG’.

Proof of Lemma 2} Recall foreachi = 1,...,d, we set
0 forj=1,...,d
Wij = Yij—a Tforj=d+1,....,d+c
1 forj=d+c+1.

Also, (Vu); =0fori=1,...,d,and (Vu); = 1fori =d+1,...,d+ ¢, and (Vu)gicrr = 2.
Therefore fori = 1,...,d we have

(wi ®Vu) o 22:1 YijTd+j T 2Tdct1

w; @ D1 YigTdtj + Tdpet1
Recall foreachi =d+1,...,d + c we set f;(z) = p;—q, and we set fgic+1(x) = 0. Therefore we

have

felw) = Y wifi T

i=1 Wi

c+d+1 ((wz ® VU)TJ:)

(&
> i1 YigTd+j + Tdrert

d > =
i1 YijTd+j T 2Tdet1
= E ﬂfzfz< ¢ +E Td+iPi-
i=1 =1

First, let z € {0,1}" be a feasible solution to P(I) such that fp(x) > 0. Let z € {0,1}¢ where
zj = Tq4, for j € [c]. We claim that z is a feasible solution to MDKP and

fP(x) = fMDKP(Z)~

C
Because > ¢, zayipi < Y. pj+1, wemusthave z;; = 1 forevery i € [d]. Moreover, if 24411 = 0,
i=1
then

D51 YigTdsj + 2Ty e
fi c = fi(1) <0
> =1 YijTdtj T Tdter

for every i € [d]. Hence we must have z44.41 = 1. Because y; € ZSqand t; € Zx foralli € [d],
if 2521 YijZd+; > ti, we must have Z;Zl YijTd+j > t; + 1. Then

> 1 YijTdss + 2T at et t; +3 c
fi( SRR Sfi(Z >=— > pi+1
i=1

25:1 YijTd+j T Tdtet1 t; +2

Therefore we must have 3%, yijza1; < t; forall i € [d]. Hence }77_, yijz; < t; forall i € [d],

which shows z is a feasible solution to MDKP. Finally, because
D51 YigTasj + 2Ty er S lit?
25:1 YijTdtj + Taterr — Li+1

for all i € [d], we have

> o1 YigTasj + 2Ta et
fi C == 0
> j=1 YijTd+j + Tdtet1
for all ¢ € [d]. Therefore

d ZC c
=1 YijTd+j T 2Tdqct1
fe(x) = zifi J =+ Taiipi
) ; U\ e YT + et ; o
C
= Z ZiPi
=1

= fMDKP(Z)~
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Conversely, let z € {0,1}¢ be a feasible solution to MDKP such that fmpkp(z) > 0. Let x be a
solution to P where z; = 1fori =1,...,dandi =d+c+ l,and z44; = z; fori =1,...,c. We
claim that x is a feasible solution to MDKP and

fe(z) = fmpkp(2).
Because z is a feasible solution to MDKP, we have > 7_, y;;2; < t; for all i € [d]. Therefore
> j=1YijTa+j < ti foralli € [d]. Then
2521 YijTdtj + 2Tdqct1 - t, +2
Z;Zl YijTdtj + Tdyer1  ti+1

for all ¢ € [d]. Therefore we have

C
£ (Zj—l YijTd+j + 2$d+c+1> _ 0

(&3
> j=1 YijTdtj + Tdtet1

for all i € [d]. Hence

d S . ; c
=1 YijTd+j T 2Tdqct1
fo(z) = xif; ( S A - ) +)  zagipi
i=1 1=1

C
D=1 YigTd4j + Tdyet1
(&
=1

= fMDKP(Z)~

Given an MDKP instance, our construction of the corresponding P instance takes O(1) runtime.
Also, the procedure of the construction of a feasible solution z € {0, 1}¢ to MDKP given a feasible
solution to P described in Lemmatakes O(1) runtime: we simply set z € {0, 1}° where z; = 44,
for j € [c]. Therefore, if ALG has runtime 7', our ALG’ has runtime O(T).

By Proposition 3] any (1 — €)-approximation scheme for P can be directly translated into a (1 — €)-
approximation scheme for MDKP with comparable runtime. Therefore, many hardness results for
MDKP carry over directly to P. We cite such an result below:

Proposition 4 (Corollary of [13]) For general d, MDKP admits no (1 — €)-approximation scheme
with runtime

go(Vd)
assuming Gap Exponential Time Hypothesis holds.

This result, along with Proposition 3] gives our desired lower bound statement in Proposition [2](b).

C Proof of Theorem [1]

We first formally define the e-Approximate k-Nearest Neighbor Search Algorithm.

Definition 3 (-Approximate k-Nearest Neighbor Search Algorithm) An  e-Approximate k-
Nearest Neighbor search algorithm builds a data structure on any given set of points

{v1,...,vn} C RY and takes any query v € R any 1 < k < n, and any ¢ > 0 as
inputs. Let m : [n] — [n] be a permutation of the indices such that v:(l)u > e > v;(n)u.
Let (if,...,i5) = (n(1),...,n(k)). The oracle outputs k indices i1, ..., [n] such that

S
vi:u > vlu—eforeach j = 1,...,k with expected amortized runtime k-ANN(n, d, k, €).
J

Many e-ANN searches can be naturally modified to perform the e-approximate k-Nearest Neighbor
search, with a similar expected amortized runtime, that is, sub-linear in n.

For all i € [n] and € > 0, the function f; satisfies:
filw =) = (1 - g(e) fi(x) — h(e) forallz,
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where 0 < g(e) < 1 and h(e) > 0 are non-negative functions of e. This parametrization captures the
idea that a small additive error in the input x leads to a controlled multiplicative and additive error in
the output f;(z).

Recall that while our algorithm’s runtime is parametrized by the non-negative rank of W, achieving
sub-linear dependence on n and polynomial dependence on k requires that the non-negative rank of
W be small. Importantly, our main result does not require W itself to have low non-negative rank,
but only that W can be well approximated entry-wise by a low non-negative rank matrix.

Formally, suppose there exists a non-negative matrix W’ € RZ{"™ such that

W -
1-y< 2 <1+~ foralli,yj,
Wi,
with rank { (W) = T+E] Then our main result is parametrized by r and ~y. Just as in the case of the
parameter dj,, our guarantee is non-trivial when r = O(1).

We are now prepared to state our main result in full, which is that our algorithm achieves the following:

Theorem 2 Let k-ANN(n, d, k, ) be the expected amortized runtime of an e-Approximate k-Nearest
Neighbor search algorithm, which we assume is concave in n (e.g. sub-linear suffices).

Let 7 be the number of distinct functions among f1,. .., fn. Suppose there exists W' € Rf_x" such
that 1 —~ < Wi /W, < 1+~ for all i,j, and W' has non-negative rank . with an explicit
non-negative factorization. Assume g(x), h(x) = O(x).
Given any € > 0, our algorithm ALG achieves
ALG > (1 —€)(1 — ) - OPT — cevk
where c is a universal constant. Moreover, the expected amortized runtime of our algorithm is
O (72007 ]-ANN (2, dy by e) + €20 /4(1 4 5) (rh) /)
T

where  the  Big-Oh  depends only on 1K |2.00, (V) max; Winin,  and

maxX;e ] { fi (V) max) }-

C.1 Phase One (Retrieval)

In phase one, our algorithm aims to identify a small subset I C [n] of items such that the optimal
objective value of P does not decrease significantly when restricted to I. To achieve this, our algorithm
first partitions items offline based on their query vectors ¢;, key vectors k;, and reward functions f;.
Since both g; and £; lie in a space of dimension dy4, the number of partitions is much smaller than n.
Items in the same partition are designed to behave similarly under the self-attention layer. That is,
they produce similar outputs when interacting with other items. When a user u arrives, the algorithm
applies an e-approximate k-nearest neighbor search within each partition to select at most k items
whose value vectors have the highest approximate inner product similarity with u. Because items
within the same partition respond similarly under attention, user preferences within each partition are
primarily determined by similarity to the user vector. Thus, our algorithm retrieves a small subset 1
containing high-reward items tailored to the user.

Proposition 5 (Phase One) Suppose we have an e-Approximate k-Nearest Neighbor search algo-
rithm with expected amortized runtime k-ANN(n,d, k,€). Let 7 = ||J;_,{f:}| be the number of

distinct functions among fi, ..., fn. Given any € > 0, our algorithm returns an index set I C [n]
such that .y
_ . [140 max{||Q|l2,00, [ K [|2,001)% T
|I| - Tk 9
(V) max - €
and the optimal value to the following Problem P(I)
w; ©Vu
max  fp(r)(z szfz (wx)) (P())

st. x€ {0,1}”7 x¢:0f0r2¢l, 1<e'z<k

8Actually, we only require a particular sub-matrix to be of non-negative rank r. This sub-matrix is of
significantly smaller size, corresponding to the entries which survives a certain pruning procedure.
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satisfies

Moreover, suppose k-ANN(n, d, k, €) is concave in n. Then the expected amortized runtime of our
algorithm is

{140(max{||@||2,ooa |K|2A,oo})2<vu)mﬂ e
€

n €
- k-ANN ( =, d,, k, .
(T 35 max{]|Ql|2,c0, ||K||27oo}(VU)max)

A few remarks are in order:

* Suppose dry = o(logn) and [|Q||2,00, || K|2,00, (V%) max are all viewed as constants,

then for any given constant ¢ > 0, we have |I| = 7kn°1). Moreover, suppose
k-ANN (n,d,, k, €) is sub-linear in n when d,, k, € are fixed, then the expected amortized
runtime of our algorithm is also sub-linear in n.

* Many e-Approximate k-Nearest Neighbor search algorithms have k-ANN (n, d, k, €) sub-
linear and concave in n.

* In practice, the number of distinct functions 7 is typically very small — often just one.

Proof of Proposition [5|
Fix any € > 0. Let § > 0 be a parameter such that

1
<
— 140 max{[|Qll2,00, [ K [l2,00 }

0 and € > 340 max{[|Q|l2,00s | K|2,00 } (V) max + . (1)

First we partition the rows of () and K. Because we can cover a ball with radius || Q||2, in R%4 using
[4]|Q||2,00/5] % number of balls with radius §/2 (see e.g. [47, [14, 42]), we can create a partition
of the index set [n] such that the size of the partition is [4[|Q||2,00/5] %, and ||q; — gi|]2 < &
for every 7,7’ in the same partition. |Z| Similarly, we can create a partition of the index set [n]
such that the size of the partition is [4| K||2,00/5] %, and ||k; — k;/||2 < & for every j,j’ in the
same partition. Let Z = {I1,..., Iy} be the product partition of the above two partitions. Then
¢ = [4max{||Q||2.00, | K||2,00 }/61?%, and for every ¢’ € [(] and i, i’ € I/, we have ||g;—gi'[2 < &
and ||k; — ki/||2 < 6. Therefore, for any i,i" € I and j, 7' € Iy, we have

g (kj — kjr) + ki (g5 — i)
lq" (ky — k)| + |k (@i — i)

lgill2llk; — Ejello + &5 ll2llg: — gir[|2
26 max{[|Ql|2,00, [| K1l2,00 }-

Then, because 20 max{||Q|2,00, [ K||2,00} < 1, we have

g kj — qy k|

IN N IA

GXP(qi—rk’j) ’ T T

—_— — < lexp(lg; k;j —qirkj]) — 1

exp(q,) kjr) fexplla; &, s -1
< Jexp(26 max{(|Ql|2,00, [| K[[2,00}) — 1
S 46maX{”Q||2,oov HK 2,00}’

"We can create such a partition via the packing-covering duality in the following way (see e.g. Theorem 14.1,

Theorem 14.2, and Example 14.1 of [52])). First we create a maximal packing of the ball B(0, ||Q||2,00) C R4
using balls with radius §/4 greedily, where we greedily choose points x1, x2, ... such that the balls B(z;,d/4)

are disjoint. We stop when no more such points can be added in B(0, ||Q||2,00) C R%a. Then, by the packing-

covering duality, the balls B(x;,d/2) cover B(0, ||Q||2,00 ). This is because any uncovered point can be added
to the packing we created before, which contradicts the maximality of the packing.
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where the last inequality follows by exp(z) < 14 2z for 0 < z < 1. Therefore, because
45 max{||Q||2,00; || Kl2,00 } < 1/35, we have

exp(q; k;)/ dom—1 exp(q km)
exp(qyr kjr)/ > omi—1 exp(gy k)

wi’j/

< |+ 40 max{]|Q|l2,00: 1K 12,00 1) /(1 — 40 max{[| Q2,00 [ K [[2.00 })* — 1]
4 - 352

< g max{|Qllze, K20}

< 176 max{[|Qll2,00, [ K [2,00}
where the first inequality follows since 1—40 max{||Q||2,00, | K ||2,00 } < exp(g; k;)/ exp(g; k1) <
1 + 46 max{||Q||2,00, || K||2,00 }» and the second inequality follows since (1 + z)?/(1 — z)? <
1+ (4a%/(a — 1)?)x foreverya > 1and 0 < z < 1/a.
Now we construct our desired index set I. Let {S7,..., S5} be a partition of the index set [n] such

that f; = f; for every 7/ € [r] and i, j € S;,. We first construct an index set .J.» C S+ for each
7' € [r], and then combine them to obtain I.

Fix any 7/ € 7. For each index set Iy, we only choose k indices out of it to include in J,~, namely
the £ indices that are approximately the k highest indices in {(Vu)i}ics 1, ﬂ Specifically, for
each ¢’ € [{], we run the given §-Approximate k-Nearest Neighbor oracle with given set of points
Uies..nr, {Vit € R9v, and query u, numbers k and § as inputs. We let .J,+ be the collection of all

output indices for each ¢ € [¢]. Then because ¢ = [4 max{||Q|2,00, || K|2.00 } /0 ]?%, we have

7| = k[4max{]|Qll2.00, || K 2,00} /617,
and the expect amortized runtime of constructing each .J.+ is
[4max{]|Qll2,00, | Kllz2,00}/61%% - k-ANN(| S, du, k. 8).

Let I = Urs¢[7Jr . Then we have

|1 = rk[4max{[|Qllz,00, [ K [l2,00 }/81>%1,

and the expect amortized runtime of constructing I is

T

> [4max{|| Q2,00 1 Kllz,00}/817% - k-ANN(|S:], dy, k, 8)

T/=1

< [4max{[|Q|

n
2o 1K 2o /8120007 - 1ANN (2, b, 6)

The inequality follows since >_7,_, |S;/| = n and k-ANN(n, d, k, €) is concave in n.

Finally, we show that OPTp 7y > (1 — g(€))OPTp — kh(e) with our choice of §. Let i}, .. ., i}, be the
non-zero coordinates of an optimal solution x* to the original problem (for simplicity we assume x*
has k non-zero entries, and other cases can be handled similarly). Foreachm =1, ..., k, let4,, be the
index such that i,,, and 7;, are in the same S NIy and (Vu);,, > (Vu)s= —4. Then f; = fix . Let
x € {0,1}" such that z; . = 1, then x is feasible to P(I). We prove that the objective value of P(I) at
x is atleast (1 — g(¢))OPTp — kh(e). Indeed, because € > 346 max{||Q||2,00, | K ||2,00 } (V&) max + 6,
then for eachm =1, ..., k we have

8For simplicity we assume |S,/ N I,s| > k. Otherwise we simply choose all indices in S, N .
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fi <W> _ (Zfﬂ(wim)ij(vu)l])
’ ZT " 25:1 (wi,, )i
k o )
Z fim (Zjliwzm)zj (V'U,),Lj _6>
=1 (Wi, )i
> i ((1 —€) Z?ﬂiwz‘:n)i;(‘/u)i; - 5)
(1+€) X5y (wis )i
i i )ix (V)
> fi, (Zjliw 2 iz (Vu)is — 340 max{||Ql|2,00, [ K[|2,00 } (V1) max — 5)
j:1(wi:n)i;
k sk <k .
> fi:‘n (Zj—lkwtm)zj (VU)zj €>
j=1(wi, )i

Z?:l (wi* )1* (Vu)z* )
— : - h(e)v
Z§:1 (wi,*” )ix

J

> (1—g(e)fi, (

where the first inequality follows since (Vu);; > (Vu);» + 0, the second inequality follows since
1 — e < (wiy )iz /(wi, )i, <1+ € for every ip,, iy, that are in the same partition in Z and 7, 4} that

are in the same partition in Z, and the third inequality follows since (1 —€)/(1 +€) > 1 — 2¢ and
k k
> j=t(wiz )is (V)is /32004 (wig )i < (V) max. Then

%
J

k
w;, ©Vu)x
OPTpy > Y. @i, fin (Usz)>
m=1

im

: Zk:1(wi* )i (Vu)i*_) )
> Q;ﬂ €)fix J mJ J — h(e
> mz::l B (g( ) fis, < SRTRP (e)

> (1 - g(e))OPTp — kh(e)

as desired. By our choice of §, we have

2d,
0| =k 140(max{||Qll2,00, [ Kl2,00})* "
(V) max - € ’

and the expected amortized runtime of finding I is

00019l Kl PV s o

€

n €
-k-ANN ( —,d,, k, .
(T 35 maX{HQHZOOv ||K||2,oo}(vu)ma)<)

C.2 Phase Two (Ranking)

In phase two, our algorithm approximately solves P(I), which is P over the retrieved subset of items
I C [n]. Without loss of generality, assume I = [m]. By the first remark of Proposition [5} we may
treat m = kn°) under mild assumptions. Then since z; = 0 for i > m, we may consider only
the first m entries of Vv and the top-left m x m principal sub-matrix of W. Therefore, with slight
abuse of notation, we redefine Vu € R™ to include its first m entries, and W, W' € fom to be the
top-left m x m principal sub-matrices of the corresponding matrices, respectively. Moreover, note
that the quantity
(w; ®Vu) Tz

-
w; T
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remains unchanged if the vector w; is multiplied by a non-zero constant. Thus, rescaling the rows of
W does not change P(I). Because W € R’"*™ is now the m x m principal sub-matrix, the sum of
its rows is not normalized to 1. So for simplicity of exposition, we assume each row of W is rescaled
so that Z;n:1 Wij = 1, and each row of W is rescaled accordingly so that 1 —y < W;; /W, <1+~

for all 4, j. Then we may rewrite P(]) as

max  fp()(z lefl ( Wi © Vu) > (P(I))

U)il'

st. we {0,1}m, 1<e'z<k.
From this point onward, we will work with this new form of P(I).

Our algorithm begins by replacing W with a low non-negative rank surrogate W' and showing that
solving the problem under this approximation is sufficient. Rather than exhaustively enumerating all
possible solutions, our algorithm then focuses on a restricted collection of partial solutions that retain
the key structural information. The nonlinear terms in the objective are handled by introducing a
family of auxiliary linearized problems, which can be further simplified through discretization. This
reduction ensures that only a small number of auxiliary linearized problems need to be solved.

To address each auxiliary linearized problem, our algorithm employs a rounding procedure that
converts fractional linear-programming solutions into valid discrete ones. At this stage, the central
trade-off emerges: exploring too many partial solutions increases runtime beyond practical limits,
while exploring too few places excessive burden on the rounding step, leading to higher approximation
error. By carefully balancing this trade-off, the ranking phase achieves both computational efficiency
— through controlled exploration — and strong accuracy — by minimizing the loss introduced during
rounding.

Proposition 6 Suppose there exists W' € R" such that 1 — vy < Wi /W[, < 14~ for all i, j,
and W' has non-negative rank r with an explicit non-negative factorization. Given any € > 0, our
algorithm ALG achieves

ALGP(I) > (1 - 9(2’7(Vu)max))2(1 g(ce v, Wmm)>2OPTP(I)

- k(l - 9(27(Vu)max))(26(1 - ( Ce,y, W' . )) + g( €7, W, )h( €7, W),

min min

)

+(1 - g(ce,v,Wmm))2h(27(vu>ma>c) + h(Q'Y(Vu)maX))v
where
(1 +79)e
CEW’WH“D B WI{mn 7

with runtime

remlogy m + dm* + Arim

41 +7)E\] [ (Vt)max — min{0, (Vi)min} "
() [

. lrmaxie m] {fl((vu)max)}

€

’
—‘ X )\/m)\T++)\ TLP7

where X = [(2r1 + 2)(Vu)max/€] and X' = [(2r4 + 2) max;em{fi((Vu)max)}/€]. Here,
Tip = LP(m,3m + r4 + 2) + LP(m, 2m + 27y + 2) and LP(m,n) is the runtime of solving a
linear program with m variables and n constraints.

The proof is completed according to the following steps:

1. Low Non-negative Rank Approximation: In Lemma 3] we prove that in order to approxi-
mately solve P(T), it is sufficient to approximately solve P’(I), where P’(I) is obtained by

replacing W with W',
2. Enumeration of Partial Solutions: We took guesses on some index sets Xy,..., X, ,
which corresponds to the non-negative factorization of W’'. Let X = (X1,..., X, ) and

let P(X) denote the problem where P’(I) has additional constraints that x; = 1 for all
i € U;X;. We showed that the total number of guesses X is bounded above, so it is
sufficient to solve P(X) for each guess X.
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3. Linearization of Fractional Objective Terms: In order to solve P(X), we linearize the
fractional terms in the objective function by defining a set of auxiliary problems P(X,t) for
each t € R'". These problems are parameterized by the denominator terms in the objective
function of P(X ). In Lemmal[5] we prove it suffices to find a t* for which P(X t*) has the
highest optimal value among all P(X, t)’s, as the corresponding optimal * is an optimal
solution to P(X).

4. Dimensionality Reduction and Discretization of Auxiliary Problems: In order to approx-
imately solve P(X, t) for all t € R, we discretize ¢-space and show in Lemma@that it
suffices to solve P(X, ¢) for a small number of ¢’s.

5. Complete Linearization of Auxiliary Problems: Fix a given ¢, the objective functions of
P(X,t) inside f has rank r;. We discretized the value space of those objective functions.
In Lemma we showed that in order to solve P(X, t), it is sufficient to give an oracle that,
for each discretization of the value space, identify whether there exists a feasible solution to
P(X,t) with objective values that are approximately inside the discretization.

6. Approximation of Linearized Auxiliary Problems via LP Rounding: Finally, we gave
such an oracle by a rounding procedure. Lemma[8|and Lemma 9] proved that the oracle is
correct by using the properties of our guess X.

C.3 Step 1: Low Non-negative Rank Approximation
First we bound the loss incurred by replacing W with W':

Lemma 3 Let Problem P'(I) be defined as
w; © Vu
max forqr = szfz ( (00 Vu)Ta ) (1)
s.t. xe{O,l}m, 1<e'z<k.
Let x be a feasible solution to P'(I) (and hence also a feasible solution to P(I)), and suppose x
satisfies
fern(@) = (1 — @)OPTp (1) — B.
Then we have
fP(I)(x) >(1—-a)(1l- g(QV(Vu)maX))QOPTP(I)
= kh(2y(Vt)max) (1 + (1 = ) (1 = 9(27(Vt)max)) — B(1 = g(27(V ) max))-

Proof of Lemmal 3} Let 2 be a feasible solution to P’(I). Because 1 — v < Wi; /W[, <1+, we

have
w; ©Vu)'x

/ 1— .
(wov)s Q- oeVeTs
w/Tx (1+7) w; ' x w; 'z
Therefore, for any feasible solution x, we have

fery(x) = szfz <w®Vu)>

w, T

sz ((1 - 2V>W>

> szfz(“”w“) -2V

w;

%

= (1= 9@2y(Vt)max)) for) (€) = kh(27(Vt)max), )
where the third inequality follows since (w; ® Vu) "z* /w 2* < (V) max-

Similarly, we also have
(w; @ Vu)Tz
U}Z‘TIE

(w,oVu)Tz

il ’
w xX

> (1-2y)
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which gives
fP(I)(x) > (1- 9(27(Vu)max))fP’(I)(z) — kh(27(Vt)max)- 3)

Now Let zf 1 be an optimal solution to P(I). Then by Eq. (Z), we have

OPTp (1) = frr(ny(zpr (1))
> (1= g(2v(Vw)max)) fr) (@pry) — (27 (V1) max)
= (1 = 9(2y(Vt)max))OPTe(r) — kR (27(V 1) max)-
Finally, applying Eq. (3), we conclude that
fey () = (1 = g2v(Vt)max)) fer(r) (#) — KR(27(V ) max)
> (1= a)(1 = g(2y(Vt)max))OPTp: (1) — kh(27(VU)max) — B(1 — 9(27(Vt)max))
> (1= a)(1 = g(2y(Vt)max))*OPTe(p)
= kh(2y(Vt)max) (1 + (1 — @) (1 = g(27(VU)max)) — B(1 = g(27(Vt)max))-

Lemma 3| shows that, in order to approximately solve P([), it is enough to approximately solve P’(I).

Let W' = ABT be the known non-negative factorization, where A, B € RZ("". Let a,] € R be
the i-th row of A and b; € RZ,, be the j-th column of B. Then w; = 77", a;b;. Let

d; =b; © (Va). 4)
Then P’(I) can be rewritten as:
Ui Sitiagd]
max fp/([) = lefl (jl/_l_jj (P'(I))
i=1 w; T

st. x€{0,1}™", 1<e'z<k.

C.4 Step 2: Enumeration of Partial Solutions

Our algorithm enumerates a set of partial solutions (where a “partial solution” fixes the values of a
subset of variables), and then for each partial solution, solves the remaining problem near-optimally.
In this step we bound the total number of partial solutions, and in the next steps we show that for
each partial solution, the remaining problem can be solved sufficiently fast.

Let
A=T1(2ry +2)(Vt)max/€]- 5)
Each partial solution that our algorithm considers is specified by a tuple (X1, ..., X, ), where each
X; C [m]is anindex set such that 1 < | X[ =--- = |X, | < A Foreach j € [ry], let
Xj={ie[m]\X;|dj> Jmin {dji }}. (©)

In words, X ; consists of the indices outside of X; whose coefficients in d; are strictly greater than
the minimum coefficient in d; across indices in X;.

We say a tuple (X1,..., X, ), with corresponding index sets Xi,. .. er+ defined according to
(@), is valid if |U; X;| < k and (U;X;)((U;X;) = 0. Then every feasible solution z to P'(I)
corresponds to a valid tuple (X1, ..., X, ) in the following way: Let Z = {i € [m] | z; = 1}.
For each j € [r4], we define X; C Z to be the set of indices ¢ € Z such that d;; is among the
min{\, |Z|} highest values in Z. That is, let 7; : [|Z|] — Z be a sorting of Z according to d; such
that dj (1) > +++ > djr,(z))- Then X; = {m;(1),...,m;(min{A,|Z]})}. Notice that |Z| < k,
50 |U;X;| < k. Also, we claim that Z N X; = () for each j € [r,]. Supposing otherwise that
1€ ZN Xj, then by construction dj; > d; « (min{x,|z|})- Because i € Z, we have that 7 is in the
image of 7, so there exists ¢’ such that 7,(i") = i. Therefore 7;(') > m;(min{},|Z|}), which
shows i € X;. This contradicts X; N X; = (). Therefore Z N X; = () for each j € [r,]. Hence we
have (U; X;) (N(U;X;) = 0. Therefore (X1, ... , X, ) is indeed a valid tuple.
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The notion of correspondence to valid tuples forms a partition of the set of feasible solutions to P’(I),
so it suffices to solve P’(I) separately for each subset of this partition. This is formally stated in the
following result:

Lemma 4 Suppose we are given an oracle ALG' that takes P'(I), any valid tuple (X1, ..., X, ),
and any 0 > 0 as inputs, and outputs a solution a:’(X] xo) o P’(I) that satisfies

1. "EEXI,--~7X7‘+) corresponds to (X1, ..., X, ), and

2. forany x(x, ... x,.) that corresponds to (X1,..., X, ), we have

.....

T (@ix,,x) = A= O fern(@x,,..x,.)) = 1'(9),
where 0 < ¢'(0) < 1and W (§) > 0,
with runtime T'(§). Then there exists an algorithm ALG that takes P'(I) and any 6 > 0 as inputs,
and outputs a solution of P'(I) that satisfies
ALGp/ (1) = (1 — ¢'(0))OPTp/ (1) — I'(0)
with runtime

remlogy m + Am* + A\rim Tt + mATHT(5).

Proof of Lemma[4, We will construct ALG explicitly. Now because every feasible solution z to
P’(I) corresponds to exactly one valid tuple, we can solve P’(I) by enumerating all valid tuples, and
applying ALG’ to each valid tuple. It turns out that pre-sorting the vectors d; allows for more-efficient
enumeration. Let ALG take the following steps:

1. Sort d; for each j € [r]. This takes runtime v m log, m.

2. Enumerate all valid tuples with | X;| < ), and record the unique corresponding feasible
solutions. We will show momentarily that when | X7 | < A, there is a unique corresponding
feasible solution, and as a result this step takes runtime Am?.

3. Enumerate all valid tuples with |X;| = )\, and record the solution output by ALGfD,( o)
for each such valid tuple. We will show that it takes runtime )\rim/\” to enumerate

all such valid tuples, and then because there are at most m> "+ such valid tuples, the total
runtime of this step is Ar2 m*™+ + m* "+ T(9).

4. Output a solution that is recorded with the highest objective value in P’ (7).

Therefore the total runtime of ALG is

rimlogy m + Am* + A\rim "t + mA T T(5).
Finally, let 27y xz,) be an optimal solution of P’(I) where (X7, ..., X, ) is the valid tuple that
_____ X)) be the solution that ALGp, () outputs with input P’(7), valid
tuple (X7, ..., X, ),and § > 0. Then

ALGp: (1) = for(n) (x5, x2,)
> (1-— gl((s))fP’(I)(‘rz(Xf,..‘,X:_*_)) — 1(9)
= (1= ¢'(8))OPTpr(ry — 1'(9).

It remains to analyze Steps 2 and 3 of ALG.

Step 2: Fix any valid tuple (X1,..., X, ) such that | X;| < X. Assume there exists a feasible
solution z to P’(I) that corresponds to the valid tuple, and let Z = {i € [m] | z; = 1}. Then
because | X;| = min{\, |Z|} = |Z| and Xy C Z, we have X; = Z. Similarly, X; = Z for all
J € [r4]. Therefore, there exists a feasible solution to P’([1) that corresponds to (X1, ..., X, ) only

if X; = --- = X,,. There are at most 3} (") < Am? such tuples. Moreover, there is a unique
feasible solution z that corresponds to (X1, ..., X, ), namely z; = 1 forevery i € X; and z; = 0
for every ¢ ¢ X;. Thus, the runtime of enumerating all corresponding feasible solutions is bounded

by Am?.
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Step 3:  Fix any valid tuple (X1, ..., X, ) such that | X;| = A. Then by construction we must have

z; = 1forevery i € U; X, and z; = O for every i € U; X ;- Therefore every feasible solution z that
corresponds to (X1, ..., X, ) must lie in the following set:

{Z S {O, l}m ‘Zl =1Vi e Uij,
zi=0Vi e Uij,
1<e’z< k}.

There are (T) "t < m>"+ tuples such that | X;| = X\. We enumerate all such tuples, and check each
for validity according to the following procedure:

0. From Step 1 of ALG, let 7; : [m] — [m] be a sorting of [m] according to d; such that
djimy(1) =+ 2 iy (m)-

1. Fix any given tuple (X1,..., X, ). Foreach j € [ry], leti(j) € [m] be an index such that
d;j i) € Xjand dj ;) < dj; for all dj; € X;. Without loss of generality, if d; ; ;) = d;ir
and d;;» ¢ X; for some index 4’, we let m;(i(j)) > m;(¢’) for tie-breaking in the sorting.
Also, if d; ;) = dji# and djy € X for some index ', we let m;(i(j)) < m;(i') for
tie-breaking in the sorting. Then by our construction

X; = {iem]\X;[dji > min{d;i}}
i'eX;

= {iem]\X;|dji >djis}t}
{i € [m]\ Xj | (@) > m;(i(5))}-

Therefore X; U X; = {i € [m] | m;(i) > m;(i(5))}.

2. Note that Z;;l |X ;| = Ary. Therefore, in order to check whether | U; X;| < k, we just
need to count the number of overlaps among all X;’s. Set a counter ¢ = 0 to count the
overlaps. For each j € [ry] and for each ¢ € X, we check if 7/ (i) > 7;/(i(j”)), and do
the following:

« 7/ (i) < 7j(i(j')), then we have i ¢ X;» U X;,. We do nothing in this case.

* If (i) > mj(i(j')) and 7j (i) € X/, then i appears in both X; and X .. Therefore
we increase c by 1.

« If7j(i) > 7 (i(5')) and 7j: (i) ¢ X/, then we must have 7j (i) € X;,. Therefore

(U;X;) N(U;X;) # 0, so we can terminate the process and declare that (X1, ..., X, )
is not a valid tuple.

We iterate all j € [ry] and ¢ € X;. Notice that ¢ counts the number of overlaps (with
multiplicity) of elements in X;, we have |U; X;| = Y°7% | X;| —¢ = Ary —c. Therefore we
can check if | U; X;| < k. Also, if the above procedure never encounters 7/ (i) € X/, then
we have (U; X;) ((U;X;) = 0. Therefore this procedure allows us to check the validity of
(X1,..., X0y ).
Because each d;s is sorted, the above procedure takes a constant runtime for each j' € [ry], so
the runtime for each fixed j € [ri]and i € X is ry. Because Y71, [X;| = Ary, there are \ry
combinations of j € [ry] and ¢ € X;. Therefore the runtime to check the validity is )\ri for any
given tuple (X1, ..., X, ). Because there are at most m> "+ such tuples, the runtime of enumerating
all such tuples is )\Tf_m)‘”.

The consequence of this result is that we have reduced to the task of, for each valid tuple X =
(X1,...,X,,) with | X | = X, solving P’(I) with the additional constraint that the solution must
correspond to the valid tuple, as stated in Problem P(X) below:
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1 G d T
max  fo(x) (@ Zm ( ) S ) (P(X)
s.t. x € {0, 1}m,
1<e'z<k,
r, =1 Vie Uij,

;=0 Vi€ Uij.

C.5 Step 3: Linearization

In order to solve P(X'), we define the following auxiliary problem P(X,¢) for each t € R'}:

m i d
max  fp(x,1 lefl (W) (P(X,t)

(2
s.t. xe{0,1}™,

elx < k,

wiTz <t; Vi€ [m],

z; =1 VieU;X;j,

x; =0 Vi€ U;X;.
Note that we have dropped the constraint 1 < ez in P(X, ¢). This is inconsequential: because we
assume OPTp is positive, the solution x with all entries equal to zero is not an optimal solution to P.

Indeed, the only reason we have maintained the 1 < e z constraint until now has been to rule out
notational edge cases (such as dividing by zero).

We prove an important property regarding the relationship between optimal solutions of P(X') and
those of P(X, ¢).

Lemma 5 Fix any valid tuple X. Let t* € arg max;ecgrry OPTp(x ), and let x* be an optimal
solution to P(X, t*). Then W'z* = t*, and x* is an optimal solution to P(X).

Proof of Lemma First, we show that W’x* = t*. Suppose otherwise, and let ' = W'x*. Then
t; <t for every i € [m] and ¢, < ¢ for some i. Therefore

ks ta djx a;;d] z*
OPTp(x =) = fofi (Zw) Zﬂﬁ fi <M> < OPTp(x,11y,

i=1
contradicting the definition of ¢*.

Now we show that z* is an optimal solution to the P(X). For the sake of contradiction, suppose that
2’ gives a higher objective value than z* to P(X), that is,

m Z 10 a;;d] x*
Zx;fz (/T]/ > ZZIJ fi 314 = OPTP(X,t*)-

i=1 w) e
Lett’ = Wa'. Then 2’ is a feasible solution to P(X,t). Therefore, we have

(Zj 1 awde’

OPTP(X,t’) > Zx;fz T ) > OPTP(X,t*)a

i=1 wi /!

contradicting the definition of ¢*.

Because t* = W’z* and 37" | wi; < 1+ foreachi € [m], we have t* € [W;,,1+~]™. Thus,
from here on we will only cons1der the problems P (X, t) with t € W/, ,1+~]™
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C.6 Step 4: Dimensionality Reduction and Discretization of Auxiliary Problems:

Lemma [5 shows that, in order to solve P(X), it is enough to solve for arg max;epm OPTp(x ¢).
Below we show that it suffices to solve the auxiliary problem P (X, ¢) for a smaller, discretized set of
t’s.
Lemma 6 Suppose we are given an oracle ALG’ that takes P(X,t) with any t € [W/ . /1 +~]™
and any 0 > 0 as inputs, and outputs a solution of P(X,t) that satisfies

ALGp(x 1) > (1 —¢'(8))OPTp(x 1) — h'(9)
with runtime T'(5), where 0 < ¢'(0) < 1 and h'(8) > 0. Then there exists an algorithm ALG that
takes P(X) and any § > 0 as inputs, and outputs a solution of P(X) that satisfies

ALGp(x) > (1 —4'(9)) ((1 -9 (W)) OPTp(x) + kh (W)) —h(6)

min min

(4552 o

min

with runtime

Proof of Lemma [6,

Recall that we have known non-negative factorization W’ = AB T, where A Be RZLOX "+ . First, we
make the following observation on the scale of A and B:

Observation 1 There exists A', B’ € RZ;"™* where W' = A'B'", such that laills < 1+~ for
everyi € [m] and ||b}||1 = 1 for every j € [r].

Proof of Observation [1, We construct A’ and B’ explicitly. Let the rows of B’ be the rows of
B that are rescaled so that |[b;[|1 = 1. That s, let b, = bjx/ S w_y bji forevery j € [ry] and
k € [m]. Let the columns of A’ be the columns of A that are rescaled accordingly. That is, let
aj; = aij Yy b forevery i € [m] and j € [ry]. Then we have aj;b}; = ai;bji. Therefore
W’ = A’B'". Finally, since 1 — v < Wij/Wi; <1+ vand Z;”:l w;; = 1 for every i € [m], we
have > 7", w; < 1+ v forevery i € [m]. Therefore for every i € [m], we have

m T4 m T4
r / ;) T,
1+~2> E Wy; = E a;; E bik = E a;; = [lail1.
=1 =1 k=1 j=1

By Observation|[I} we may assume [|a; ||y < 1+~ forevery i € [m]and ||b;||; = 1 forevery j € [r]
from now on. Let

Y = {B"z | x is a feasible solution to P’'(I)} C R"+. @)
We will partition the ¢-space [W/; ., 1+ +]™ by partitioning Y. Let §’ be the quantity
|}
6/ — min , (8)
(L+7)VE

where the reason for this choice will be specified momentarily. Notice that ||y|l» < v/k for every
y € Y. As seen in the proof of Proposition |5, we can create a cover of a ball with radius v/k in
R"+ using [(4v/k/6')"+] number of balls with radius ¢’ /2. Therefore we can create a partition
y = {Y1,...,Y;} of Y such that £ = [(4vk/8")"+], and |ly — ¢/||2 < &’ for every ¢’ € [¢] and
Y,y € Yo

Fix any row a; of A. Forevery ¢’ € [¢] and i,i’ € I/, we have

aly | _|al(y—y)
aiTy’ aiTy
< ||ai||2||24—y'||2
|ai yl
< §'(L+)Vk
— W/ .

min
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Thus, for our particular choice of &', we have that |a; y/ay’ — 1| < § for every ¢ € [¢] and
Y, y/ € }/E’ .

For every ¢’ € [{],let Ty = {Ay | y € Yor} C R™. Then for every ¢ € [{] and t,t' € Ty, we have
that |(¢;/t;) — 1| < ¢ forevery i € [m]. Fix any t; € T1,...,t, € T;. The algorithm ALG will use
the given oracle ALG’ to obtain a solution for each P(X, ¢,/), and then output the solution that has
the highest objective value of P(X, ;). That is,

ALGP(X) = ?13@(] ALG:)(X,Q/ )

Because £ = [(4Vk/8)™+] = [(4(1 4 ~)k/eW!;.)"+], the runtime of ALG is
[(4(1 4+ )k/ W) 1T (0).
Finally, we prove the performance guarantee for ALG. Let t* € arg max;cgm OPTp(x 1. Assume

t* € Tp. Then | (¢ /(te)i) — 1] < 6. Let 2* be the corresponding optimal solution to P(X, ¢*). Then
by Lemmal5] z* is an optimal solution to P(X). Let 2’ be an optimal solution of P(X tyr). Because

to € [Wr’mn,1+ﬂm, we have 30% ) ag;d] a* /(te)i = w)' @* /(te);i < (1+7)/ Wiy, Also, since
file —€) > (1 —g(e)) fi(x) — h(e) for all =, we have f;(x +¢€) < (fi(z) + h(€))/(1 — g(e)) for all

x. As a consequence of Lemma@ we have OPTp(x) = OPTp(x ¢-). Then
OPTp(x) = OPTP(X )

_Zx fz( I= 1a”d )

i=1 1
m T+ T %
<>ais 0+ 2 0oy 7
— (ter)i
m * Zj:l a,,jd;rm*
22:1 z; fi ((tw)) + Eh(S(1 +7)/Wiin)

1- (5(1 + 'Y)/ mm)
< OPTpixt, + kh(6(1 +7)/Wiain)
- 1- (6(1 + 7)/ mln)

IN

Rearranging the above, we have
OPTP(X,tz/) > (1 - 9(5(1 + f}/)/ mln))OPTP(X) - kh(6(1 + 7)/ nnn)'

Therefore,
ALGp(x) > ALGh(x,,
> (1-g'(6))OPTp(x 1,y — h'(9)
1+7v)0 1+7)6
> (1-¢) ((1 g <( Ehail )) OPTp(x) — kh (( el )) — (o).

min min

C.7 Step 5: Complete Linearization of Auxiliary Problems

Lemma@ shows that, to approximately solve P(X), it suffices to construct an oracle that approx-
imately solves P(X,t) for any given ¢ € [W/. /14 4]™. Below we give such an oracle. Let

min’

¢ =a;ft; € R;B for each i € [m]. Then P(X,t) can be equivalently formulated as

max fP(X t) thfz Z Cljdj T (P(X7 t))

s.t. ze{0,1}™,
ela < k,
wiTx <t; Vie[m],
zi=1 VieUX;,
;=0 Vi€U;X;.
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To solve P(X, ), we partition the space of possible values (d{ z,...,d, L @) € R™, as well as the
space of the objective value fp(x 1) ().

Lemma 7 Fixanyt € [W}, .1+ ~|™. Suppose we are given an oracle with runtime T'(01, d2) that

takes P(X,t), any 0 = (01,...,0,,) € R™*, any ( > 0, and any 61,62 > 0 as inputs, and either

1. Scenario one: correctly declares that there is no feasible x to P(X, t) such that d;'—m > 0;
forevery j € [ry]and >i" x;ifi(c] 0) > ¢, or

2. Scenario two: outputs a feasible x to P(X,t) such that d;-'—x + 01 > 0, for every j € [r4]
and 31" xifi(c] ) + 62 > C.

Then there exists an algorithm that satisfies

01(1+ 61 (1 +
ALGp(x 1) > (1 -9 (W)) (OPTp(x 1) — 202) — kh (W)

min min

with runtime

(Vi) — {0, (Vi) } /6177 - {k g%{fi«vwmax)}/az] (51, 82).

Proof of Lemma Let (V&) min be the minimum entry of Vu (possibly negative). Because ||b;||1 =
Land d; = b; ® (Vu) forevery j € [ry], we have d 2* € [min{0, (Vu)min}, (V) max] for every
Jj € [ry]. Also because each f; is non- decreasmg, OPTp(x ) € [0, &k max; ) { fi (V) max) }]-
Similar to the proof of Lemma [6] we will create a partition of the space of possible values
(diz,....d} @) € R™, as well as the space of the objective value fp(x s)(z). We then show
that it is sufficient to solve P(X,t) in each subset of the partition. Let Ay, = min{0, (V) min} +
5 (0 — 1) for £ = 1,...,[(Vt)max — min{0, (Vu)min})/01]. Let A, = da(s — 1) for
s = ., [k max;¢ m]{fz((Vu)de)}/ég] Consider all tuples (¢1,...,/,,,s). There are in
total

(Ve = 100 (Vi /51T - 1 (Vi) 32

such tuples. Moreover, there exists a tuple (£7,..., £y, s*) such that Ay < x7 < Ayz4q for each
S [m] and A;* < OPTP(X,t) < A/S*Jrl.

For each tuple (¢1,...,¢,,s), our desired algorithm uses the given oracle to determine whether
there exists a feasible x to P(X, ¢) that satisfies the conditions in scenario two with §; = A, for
each i € [ry] and ¢ = A’. Then our desired algorithm returns the 2 with the highest objective
value of P(X,¢) among all tuples. Note that z* satisfies the conditions in scenario two on the

tuple (£7,..., ¢y, ,s*). Therefore the given oracle would return some feasible 2’ to P(X,¢) that
satisfies the conditions in scenario two with §; = A+ foreach i € [ry] and ( = Al.. Notice that
¢ij = ai;/ti < (1+)/W/,,. Then by the conditions in scenario two we have

m T+
ALGpxyy > D aifi | Y cizd]
i=1 j=1

> Zx/ifi Zcij(Gj

Z Z:E;fi ZC” ]- +7)/ min

> ( (51(1+7 / min ZI fl ZCZ] 51(1+7)/ mln)
> (1 - g( ( )/ IIllIl))( - 52) kh(61(1 + ,7)/ m1n)

> (1 - g( ( )/ mm))(OPTP(X,t) - 262) kh(61(1 + 7)/ mln)
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where the second and the fifth inequalities follow from the conditions in scenario two, and the last
inequality follows since Al. < OPTp(x ) < Al ;.

Because there are in total
(V) = 1000 (V)i /01T - 1 (Vi) 2

number of tuples ({1, ...,/ ,s), the runtime of our algorithm is

[((VU)max — min{0, (Vu)min})/(sﬂmr : ’Vk g%{fi((vu)max»/%-‘ T(61,02).

C.8 Step 6: Approximation of Linearized Auxiliary Problems via LP Rounding

Lemma shows that, to solve P(X,t) for any given ¢ € [W/ . ,1+ ~]™, it is enough to give an
oracle described in Lemma(7} Similar to the idea of enumerating partial solutions by constructing

valid tuples based on the values of each d;, we further construct index sets based on the values of

fi(c; ) and enumerate all possible index sets. Recall that via the valid tuple (X1,..., X, ), we
have already fixed at least \ indices of any feasible solution to P(X, ¢) to be equal to 1, namely the
indices in U; X ;. Fix
N = [(2ry +2) max{fi((Vu)max) } /€] &)
i€[m]
Let X' C [m] \ (U;X;) U (U;X;) be an index set such that 0 < | X'| < ). Let
X1 = {i € [n] \ X' U(UX0) U (X)) | file] 0) > min {fu(cl O} (0)

In words, X’ consists of the indices outside of X’ U (U;X;) U (U; X;) whose corresponding values

of fi(c; 0) are strictly greater than the minimum value of f;(c; 6) across indices in X’. Then
every feasible solution z to P(X,t) corresponds to an index set X’ in the following way: let

Z ={ie[m]\ (U;X;)U(U;X;) | zi = 1}. We define X’ C Z to be the set of indices i € Z
such that fi(c; 0) is among the min{)\’, |Z|} highest values in Z. That is, let 7’ : [|Z]] — Z be
a sorting of Z according to f;(c; @) such that fﬁl(l)(c;'r—,(l)ﬂ) > > fﬂ/(|Z|)(c;r,(|ZD0). Then
X' ={x'(1),..., 7" (min{N,|Z|})}. Similar to before, if z corresponds to X', we must have z; = 1
fori € X' and z; = 0 fori € X'.

As in Lemmafd] the notion of correspondence to index sets forms a partition of the set of feasible
solutions to P(X, t). Therefore, in order to give an oracle described in Lemma it suffices to give

an oracle described in Lemma [7| separately for each subset of this partition. This is formally stated in
the following result:

Observation 2 Suppose we are given an oracle with runtime T(d1,02) that takes P(X,t), any
0= (61,...,0,,) € R™, any ¢ >0, any 61,02 > 0, and any index set X' C [m]\ (U;X;)U(U;X})
such that 0 < | X'| < X as inputs, and either

1. Scenario one: correctly declares that there is no feasible x to P(X,t) that corresponds to
X' such that d x > 0; for every j € [ry] and Y37 wifi(c] 6) > ¢, or

2. Scenario two: outputs a feasible x to P(X, t) that corresponds to X' such that dij—i-(Sl > 0;
forevery j € [ri)and 3% x; fi(c] ) 4+ 62 > (.
Then there exists an oracle described in Lemmal?]with runtime \ m’\/T(él, d2).

Proof of Observation Because every feasible solution z to P(X, t) corresponds to exactly one

index set X’ C [m] \ (U;X;) U (U;X;) such that 0 < |X’| < X, we can give an oracle described in
Lemmaby enumerating all such index sets X’ and applying the oracle in Observation

More specifically, for the oracle described in Lemma [7] with inputs 6, ¢, 61, d:

e If the oracle in Observation outputs an z in scenario two with inputs 0, {, 41, d2, X’ for
some X', then the oracle described in Lemma also outputs this x in scenario two.
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e If the oracle in Observationdeclares scenario one with inputs 6, (, 01, §2, X’ for all X',
then the oracle described in Lemma [/ also declares scenario one.
We can enumerate all index sets X’ C [m] \ (U;X;) U (U;X;) such that 0 < |X’| < ) by simply
enumerating all combinations of | X’| indices from [m] \ (U;X;) U (U;X;). Because there are at
most 22:0 (W) <X m> such index sets X', the runtime of the oracle described in Lemmais
)\’m)"T((Sl, 52)
By Observation 2] it suffices to give an oracle as described. Below we give such an oracle.

First, suppose | X'| < \. Assume there exists a feasible solution z to P(X,t) that corresponds to
X'. Let Z = {i € [m]\ (U;X;) U (U;X;) | 2 = 1}. Then because |X'| = min{\,|Z|} = |Z]
and X' C Z, we have X' = Z. Therefore, there is a unique feasible solution z of P(X, ) that
corresponds to X', namely z; = 1 forevery i € X’ U (U;X;) and z; = O forevery i ¢ X' U (U;Xj).
Therefore, if | X'| < N, the oracle in Observationcan directly check this unique feasible solution
of P(X, t) that corresponds to X', and outputs the correct scenario accordingly.

From now on, we assume |X’| = X. Fix any § € R"+, any ¢ € R, any d1,02 > 0, and any X".
The oracle essentially needs to determine the existence of a feasible binary solution to a system of
linear inequalities, which is NP-hard in general. However, the linear constraints of P(X, ¢) lie in a
lower-dimensional subspace, a structure we can exploit by solving a relaxation of the system, obtained
by replacing binary variables with continuous ones, and rounding its solution back to a binary solution.
Because of the rounding, it is possible that the values (d] z, .. ., d;':r z)and Y7" ;i fi(c; 0) of the
rounded solution are out of the desired ranges. However, the valid tuple X and the index set X'
we fixed before ensures that the gaps between the values and the desired ranges are within small
constants.

We define a polyhedron PH C R™ as follows:

T+
Zaijb;xﬁti fori=1,...,m,
j=1
e z <k,
djTSCZGj forj=1,...,r4,
in fi(cz 9) > <7
=t (PH)
z;=1 fori e ({ JX;) uX/,
J
z; =0 forie(UXj)uf(”

zi€[0,1]  fori¢ (| JXx;)u (| JX;)ux ux’,

Then PH is a polyhedron in R™ defined by at most 3m + r; + 2 inequalities. Let LP(m,n)
be the runtime of solving a linear program with m variables and n constraints. Then checking
whether PH is non-empty and return a point in PH if PH is non-empty can be done in runtime
LP(m,3m + r4 + 2). For more on the runtime of solving a linear program, we refer the readers to
e.g. [22,[18]] (ellipsoid methods) and [32}45] (interior point methods). In what follows we assume
that PH +# (), otherwise the oracle outputs scenario one.

Lemma 8 [f PH +# (), then we can find a point z € PH with at most 2r, + 2 fractional components
in runtime LP(m,3m + r + 2) + LP(m, 2m + 2r4 + 2).

Proof of Lemma 8| Let z* € PH be an (arbitrary) point found in runtime LP(m, 3m + r4 + 2).
Let PH(z*) c R~ 1(0;X5)0(0; X5)UX"UX"] be the polyhedron on variable y, where the index set of
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y is taken to be I, = [m] \ (U;X;) U (U;X;) U X’ U X/, with the following constraints:

ijiyiﬁzbjizf forj=1,...,74,

iel, iel,
DD DE
iel, =
Z dj; yi > 05 — Z dj; forj=1,...,ry, (PH(z*))
i€l ie(U; X;)ux’
Zyifi(CiT@ >(— Z fi(cl0),
i€l ie(U; X;)ux’
yi € [0,1] fori € I,.

Note that PH(z*) # () since the projection of z* on RIv! is in PH(z*). Because PH(z*) has
2r4 + 2 linear inequalities other than the inequalities y; € [0, 1] for i € I, we can compute a vertex
y* of PH(z*) with at most 27 + 2 fractional components with runtime LP(m, 2m + 2r, + 2) (see
a standard textbook on linear programming, e.g., [41]]).
Let z € [0, 1] where

1 ifiE(Uij)UX/

z2i=+<0 ifiE(Uij)UX’.

yr ifiel,
Then z has at most 2 + 2 fractional components. We show that z € PH. Because z; = z; = 1 for
i€ (UjX;)UX and z; = zf = 0fori € (U;X;) U X', the last three sets of constraints of PH is
satisfied. By the first set of constraints of PH (z*) we have Zigy bjizi < Ziely bj;z; . Because

a;; > 0 for every 1, j, the first set of constraints of PH is satisfied. Similarly the second constraint of
PH is also satisfied. By the third set of constraints of PH (z*) we have

d;»rz = Z dj; + Z djiz; > Z dj; + 9j — Z dj; | = 9j,

1€(U; X;)uX’ i€l i€(U; X;)uX’ i€(U; X)) uX/

so the third set of constraints of PH is satisfied. Similarly the fourth constraint of PH is also
satisfied. Therefore z € PH is the desired point.

Let z be the point obtained in Lemma [8| Then z satisfies all the constraints of P(X,¢) except
the integrality constraints. We round z down to obtain a feasible solution: let Z € {0, 1} where
zi = |z for each i. Notice that since wj; > 0 for every i,j, we have e’z < ez < kand
w;TZ < w;Tz < t; for every @ € [m]. Therefore Z is feasible to P(X,t). Moreover, since zZ = 1 for
1€ X' and z = 0 for i € X/, we have that Z corresponds to X”’.

In the final step, we show that by setting A, A’ appropriately, Z satisfies the conditions in scenario two
of Observation 2] hence completing the oracle in Observation[2]

Lemma 9 Set A\ = [(2r; + 2)(VU)max/01] and N = [(2r4 + 2)k max;c ) { fi (V) max) }/02].
Then djTE + 61 > 0, for every j € [ry], and Z:ll Zifi(c]0) + 82 > C.

Proof of Lemma|9, Because z € PH, we have d z > 6 forevery j € [ry]and Y7 2 fi(c/ 0) >
¢. Fix j € [ry] and let £ € X be an index where d;; = ming ¢ x,{d;¢ }. Then since | X;| = X, we
have '
d;rz > Z djng(/ > Adjg.
3¢

On the other hand, Z is obtained by rounding z down. Notice that z,» € {0,1} forall ¢’ € X; U X s
that is, for all ¢ such that d;,» > dj¢. Therefore for all £ such that d;,» > djg, we have zp = Zp. By
Lemma z has at most 2r + 2 fractional components. Therefore, because 6; < dsz < (V) maxs
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we have

djz > djz— (2ry +2)dy
> d)z— (2ry +2)d] z/A
> 0 — (2ry +2)(V)max/A
> 0 — 6.

Similarly, let p € X’ be an index where fp(cge) =miny e x/{fp (c;—,a)}. Then since | X'| = X/, we
have
T T / T
S zifile] 0)= "z f(cp0) = N fo(c) ).
i=1 peEX’
On the other hand, Z is obtained by rounding »z down. Notice that z,, € {0,1} forall p’ € X' U X/ s

that is, for all p’ such that f,(c),6) > f,(c, ). Therefore for all p’ such that f,/(c),0) > f,(c, 6),
we have 2y = Zp. By Lemmal(8| 2z has at most 2r + 2 fractional components. Therefore, because

C< M zifile 0) < kmaxicpm {Ufi((Vit)ma)

Yomfile]0) = D zfile]6) = (2ry +2)f,(c) 0)
i=1 i=1
> > zifi(el 0) = 2ry +2)) zifile] 0)/N
i=1 =
> (= (2ry +2)k rgﬁﬁ{fi((VU)max)}//\’
> (=02
C.9 Completing the Proof
Finally, we analyze our algorithm’s overall performance and runtime. Let §; = € and d2 =

ke, and in order to apply Lemma [0] we set A = (2r; + 2)(Vu)max/€ and X' = (2r; +
2) maxX;e[m]{ fi((VU)max) } /€. We will treat the performance guarantee and runtime analysis sepa-
rately.

Performance Guarantee: Let
(L+7)e
Ce ’Y’Wt/nm - W/ :

min

The algorithm ALG (for solving P(X,¢)) in Lemma satisfies

01(1 + )
ALGp(x 1) > (1 -9 (W)) (OPTp(x 1) — 202) — kh ( 11(/[/, ))

= (1= g(Ceqywr, ))OPTp(x 1y — k(2e(1 — glceywr. ) + hlcerwr ).
This gives the ALG’ (for solving P(X, %)) in Lemma|§|with

g/( ) - 9(05777W )

min

and

W (e) = k(2¢(1 — g(Cer, m,,,)) + h(ceqywr,.))-

Therefore, the algorithm ALG (for solving P(X)) in Lemmal6] satlsﬁn;;
ALGp(x) > (1= ¢"())((1 = g(ceyowr, ))OPTo(x) + kh(ceqywr, ) — B (€)
= (L= gleceywr, N1 = glcerwr, ))OPTp(x) + kh(ceyw: )
— k(2e(1 = glcerwy, ) + hlceywy, )
= (1= glceqwr, )?OPTp(x) — k(26(1 = g(ceywr ) + 9(Ceywr, Y(Cerywr

Therefore, the algorithm ALG (for solving P’(1)) in Lemma 4] satisfies
ALGP’(I) > (1 - ( Ce,y,W! ))QOPTP’(I) - k(2€(1 - ( €, Wmm)) +g( Cey, W' )h( Cey, W', ))

min min min

))-

37



Finally, we apply Lemmaby plugging in 1 —a = (1 — g(cemW,’nm))z and 8 = —k(2¢(1 —
g(Ceywr )+ g(ce,'y,W{m)h(ce,'y,W{m))- This gives

min

ALGp(ny > (1= g2y (Vt)max))*(1 = g(cerowr, ))?OPTp(p)

— k(1 = g(2y(Vt)max)) (2e(1 = g(Ceywy,, ) + 9(Ceywy

min min

+ (1 —g(cewr N2R(27(Vt) max) + h(27 (V) max))-

min

)h(ce,'y,Wl;in )
Runtime Analysis: By Lemmal8] we give an oracle described in Observation 2] with runtime
Tip :=LP(m,3m + ry +2) + LP(m, 2m + 2ry + 2).
Therefore, by Observation 2} we give an oracle described in Lemma [7] with runtime
)\'m’\/TLP.

Therefore, the algorithm ALG’ (for solving P(X, ¢)) in Lemma@has runtime
(V) = {0, (V)7 - e (Vi) 2| XY T

= [((Vt)mae — min0, (Vamin}) /€] ™ - {E@iﬁ{fi«vwmx)}/e} - N'm i,
Therefore, the algorithm ALG’ (for solving P(X)) in Lemma@has runtime

KWH TV ) — min{0, (Vit)in}) /] [%{fi«vwmax)}/e] N Tip.

min
Finally, by Lemmal4] our algorithm’s runtime is

rymlog, m + Am?
rZm [(4(1 + 7)14;) +—‘ . {(Vu)maX — min{0, (Vu)min}—‘ *

ew! p
. lrmaxie[m] {fi((V’U/)max)}

min
€

’
—‘ . )\/m)‘r++)‘ TLp.
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