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Abstract

Reading comprehension of legal text can be a
particularly challenging task due to the length
and complexity of legal clauses and a shortage
of expert-annotated datasets. To address this
challenge, we introduce the Merger Agreement
Understanding Dataset (MAUD), an expert-
annotated reading comprehension dataset based
on the American Bar Association’s 2021 Public
Target Deal Points Study, with over 39,000 ex-
amples and over 47,000 total annotations. Our
fine-tuned Transformer baselines show promis-
ing results, with models performing well above
random on most questions. However, on a
large subset of questions, there is still room for
significant improvement. As the only expert-
annotated merger agreement dataset, MAUD
is valuable as a benchmark for both the legal
profession and the NLP community.

1 Introduction

While pretrained Transformers (Devlin et al., 2019;
Brown et al., 2020) have surpassed humans on read-
ing comprehension tasks such as SQuAD 2.0 (Ra-
jpurkar et al., 2018) and SuperGLUE (Wang et al.,
2019), their accuracy in understanding real-world
specialized legal texts remains underexplored.
Reading comprehension of legal text can be a
particularly challenging natural language process-
ing (NLP) task due to the length and complexity of
legal clauses and the difficulty of collecting expert-
annotated datasets. To help address this challenge,
we introduce the Merger Agreement Understanding
Dataset (MAUD), a legal reading comprehension
dataset curated under the supervision of highly spe-
cialized mergers-and-acquisitions (M&A) lawyers,
used in the American Bar Association’s 2021 Pub-
lic Target Deal Points Study (“ABA Study”).
Public target company acquisitions are the most
prominent business transactions, valued at hun-
dreds of billions of dollars each year. Merger agree-
ments are the legal documents that enable these

acquisitions, and key clauses in these merger agree-
ments are called “deal points.”

Lawyers working on the ABA Study find and
categorize deal points in public merger agree-
ments. The ABA Study is an important resource for
lawyers to identify merger agreement trends which
evolve with regulatory and economic conditions,
but the study was suspended between 2016 and
2020 due to the extensive time required to review
the merger agreements by highly trained M&A
lawyers. Models trained on MAUD can learn to au-
tomate parts of this specialized merger agreement
review task.

Annotating MAUD was a collective effort of
over 10,000 hours by law students and experienced
lawyers. Prior to labeling, each law student at-
tended 70-100 hours of training, including lectures
and workshops from experienced M&A lawyers.
Each annotation was verified by three additional
annotators to ensure consistency and accuracy. We
estimate the pecuniary value of MAUD to be over
$5 million using a prevailing rate of $500 per hour
in M&A legal fees.

2 Related Work

Due to the high costs of contract review and the
specialized skills it requires, understanding legal
text has proven to be a ripe area for NLP research.

Legal Entity Extraction. One area of contract
review research focuses on legal entity extraction
and document segmentation. Chalkidis et al. (2017)
introduce a dataset for extracting basic information
from contracts, with follow-up modeling work us-
ing RNNs (Chalkidis et al., 2018) and Transformers
(Chalkidis et al., 2020). Lippi et al. (2019) intro-
duce an small expert-annotated dataset for identi-
fying “unfair” clauses in 50 online terms of ser-
vices. Tuggener et al. (2020) introduce a semi-
automatically constructed dataset of legal contracts
for entity extraction. Leivaditi et al. (2020) intro-
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Figure 1: MAUD contains 39,500+ examples for 92 different reading comprehension questions about merger
agreements. Given a deal point question and deal point text, a model learns to predict the correct answer(s) from a
list of possible answers standardized by the 2021 ABA Study. The deal point text above is truncated for display.

duce an expert-annotated dataset of 2960 annota-
tions for 179 lease agreements. Hendrycks et al.
(2021b) introduce CUAD, an expert-annotated con-
tract review dataset containing 13,010 annotations
for 150 legal contracts. Unlike CUAD, which is a
entity extraction task for 16 different types of con-
tracts, MAUD is a multiple-choice reading compre-
hension task focusing on merger agreements.

Reading Comprehension for Legal NLP. Ko-
reeda and Manning (2021) introduce a crowd-
worker-annotated dataset containing 7191 Natural
Language Inference questions about spans of non-
disclosure agreements. Hendrycks et al. (2021a)
propose a question-answering dataset sourced from
freely available online materials, containing ques-
tions (including legal exam questions) from dozens
of specialized areas. Zheng et al. (2021) present
a multiple-choice reading comprehension dataset
with 53,317 annotations automatically extracted
from US case law citations. Duan et al. (2019)
present a Chinese-language legal reading com-
prehension dataset, with about 50,000 expert-
generated annotations of Chinese judicial rulings.
In our work we present a legal reading comprehen-
sion dataset with 47,834 expert-generated annota-
tions about merger agreements. To the best of our
knowledge, MAUD is the only English-language
legal reading comprehension dataset that is both
large-scale and expert-annotated.

3 MAUD: A Legal NLP Dataset for
Merger Agreement Understanding

MAUD consists of 47,834 annotations based on le-
gal text extracted from 153 English-language pub-
lic merger agreements. MAUD’s merger agree-
ments were sourced from the Electronic Data Gath-
ering, Analysis, and Retrieval system maintained
by the U.S. Securities and Exchange Commission.

Terminology. Deal points are legal clauses stan-
dardized by the ABA that define when and how

the parties in a merger agreement are obligated to
complete an acquisition. We refer to the text of
these clauses (extracted by annotators from merger
agreements) as deal point texts. One or more prede-
fined deal point questions can be asked about each
deal point text. Each deal point question can be
answered by one or more predefined deal point an-
swers. Deal point questions and texts are grouped
into mutually exclusive deal point categories.

The 2021 ABA Study includes approximately
130 different deal point questions, 92 of which
are represented in MAUD. MAUD contains 8,279
unique deal point text annotations and 39,555
question-answer annotations (i.e. examples), for a
total of 47,834 annotations.

Task. MAUD is a multiple-choice reading com-
prehension task. The model predicts the correct
deal point answer from a predefined list of possible
answers associated with each question. (See Figure
1 for an example). Several deal point questions
we take from the ABA Study are in fact multilabel
questions, but for uniformity we cast all multilabel
questions as binary multiple-choice questions.

3.1 MAUD Datasets and Splits

MAUD contains three datasets (main, additional,
and counterfactual) corresponding to three methods
of generating examples. See Table 1 for the number
of examples contained in each dataset.

Main Dataset. The main dataset contains 20,764
examples with original deal point text extracted
from 153 merger agreements by expert annotators.

Additional Dataset. The additional dataset con-
tains 15,111 examples with deal point text extracted
from 94 of the 153 merger agreements included in
the main dataset. In the additional dataset, deal
point texts are abridged to delete portions of legal
text in the main dataset that are not pertinent to
the deal point question. Because many texts con-
tain answers to multiple questions, we provide the



abridged texts to guide a model to recognize the
most pertinent text.

Counterfactual Dataset. The counterfactual
dataset contains 3,680 examples that have rare an-
swers to a question. Legal experts made small edits
to texts in the main dataset to create deal points
with rare answers. See Appendix A.10 for example
edits.

Train, Dev, and Test Splits. We construct the
train-dev-test split as follows. We reserve a ran-
dom 20% of the combined main and additional
datasets as the test split. The remaining main and
additional examples are combined with the coun-
terfactual data, and then split 80%-20% to form the
train and dev splits.

To avoid data leakage due to main dataset and ad-
ditional dataset examples having overlapping text
and the same answer, we always split main exam-
ples first and then place additional examples from
the same contract in the same split.

train dev test | overall
main 13,037 3,428 4,299 | 20,764
add. 10,362 2,104 2,645 | 15,111
counter. | 2,928 752 0 3,680
overall | 26,327 6,284 6,944 | 39,555

Table 1: The number of examples in MAUD, grouped by
splits (train, dev, test) and by dataset (main, additional,
counterfactual).

4 Experiments

4.1 Setup

Metrics. Because many questions have an imbal-
anced answer distribution, we use area under the
precision-recall curve (AUPR) as our primary met-
ric. For every question, we calculate the minority-
class AUPR score for each answer and then average
to get a mean AUPR score for the question. Then
we average over all question scores to get an overall
AUPR score for a model.

For example, consider a deal point question
@, with three possible answers: Al, A2, and
A3, which have 50, 10, and 10 test examples re-
spectively. For the unique question-answer pair
(Q, A1), we first binarize all answers as Al or
—A1l. The minority binarized answer is = A1, with
20 examples, and so the AUPR score for (Q), Al)
is calculated using positive class —A1. To get the

AUPR score for question (), we average the AUPR
scores for (@, A1), (@, A2), and (Q, A3).

Models. We fine-tune pretrained language mod-
els on MAUD using the HuggingFace Transformers
library (Wolf et al., 2020). For simplicity, we train
individual models for each deal point question. We
evaluate the performance of fine-tuned BERT-base
(110M params), RoBERTa-base (125M params),
DeBERTa-v3-base (184M params), and BigBird-
base (127M params).

BERT (Devlin et al., 2019) is a bidirectional
Transformer that established state-of-the-art perfor-
mance on many NLP tasks. RoBERTa (Liu et al.,
2019) improves on BERT, using the same architec-
ture, but pretraining on an order of magnitude more
data. DeBERTa (He et al., 2020) improves upon
RoBERTa by using a disentangled attention mech-
anism and more parameters. For these models, we
truncate deal point texts to 512 tokens.

27.5% of the unique deal point texts in MAUD
and 49.9% of texts across all examples are longer
than 512 tokens,! so we also evaluate the perfor-
mance of BigBird-base on our model. BigBird
(Zaheer et al., 2020) is initialized with RoOBERTa
and trained on longer input sequences up to 4,096
tokens using a sparse attention pattern that scales
linearly with the number of input tokens. No deal
point texts in MAUD have more than 4,096 tokens.

Training. We fine-tune individual models for
every question and every architecture using the
AdamW optimizer (Loshchilov and Hutter, 2018)
with weight decay 0.01. During training, we over-
sample to give every answer equal proportion.

We chose the learning rate and number of up-
dates by grid search, using the development split
for validation. We chose hyperparameters corre-
sponding to the highest mean validation AUPR
score over three runs. We trained our final models
on the combined training and development splits,
averaging AUPR scores on the test split over three
runs. See Appendix A.2 for more training details.

4.2 Results

While our fine-tuned models were able to achieve
high AUPR scores in the Remedies, General In-
formation, and Operating & Efforts Covenant cate-
gories, they achieved lower AUPR scores on other
categories, particularly Deal Protections & Related

"Number of tokens calculated using roberta-base tok-
enizer.



Deal Point Category Random BERT RoBERTa DeBERTa BigBird
Conditions to Closing 16.7% 47.3% 47.2% 46.2% 54.2%
Deal Protections and Related Provisions 16.8% 58.2% 61.8% 62.1% 62.6%
General Information 20.3% 97.4% 97.0% 94.2% 85.0%
Knowledge 17.1% 86.6% 84.0% 85.8% 87.1%
Material Adverse Effect 13.9% 43.5% 48.8% 50.1% 49.5%
Operating and Efforts Covenant 22.2% 86.9% 89.3% 93.2% 91.1%
Remedies 4.8% 79.8% 100% 100% 96.0%
Overall 15.9% 55.0% 58.8% 59.8% 60.1%

Table 2: AUPR scores for each deal point category and fine-tuned model. Each category score is calculated as the
mean minority-class AUPR over all questions in the category and over three runs. The overall score is the mean
AUPR score over all questions (not the mean over categories). See the appendix for category descriptions.
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Figure 2: Precision-recall curves for our fine-tuned mod-
els on questions from the Conditions to Closing cate-

gory.

Provisions (best AUPR 62.6%), Conditions to Clos-
ing (54.2%), and Material Adverse Effect (50.1%).
Our results indicate that there is substantial room
for improvement on these three hardest categories,
which have the longest text lengths (see Table 5)
and which attorneys also find to be the most diffi-
cult to review. See Table 2 for full results.

Overall, newer models had higher mean per-
formance on our task, with DeBERTa achieving
an overall score of 59.8% AUPR, compared with
58.8% for RoBERTa and 55.0% for BERT. Big-
Bird (60.1% AUPR) achieved only a slightly higher
overall score than DeBERTa, but significantly out-
performed all other models on the Conditions to
Closing category (see Figure 2).

Dataset Size Ablation. We experimented with
fine-tuning ROBERTa models on a random subset
of MAUD training data to evaluate the effect of
dataset size on performance. We trained individual
models for each question on random subsets of
50%, 25%, 10%, and 5% of the training data. We
again averaged AUPR scores over three runs and
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Figure 3: RoBERTa-base AUPR as a function of the
number of training examples, highlighting the value of
our dataset’s size. AUPR is averaged over three runs.

selected hyperparameters for each model by grid
search. We found that RoBERTa models trained
using all training examples had a overall AUPR
score 9.0% higher than those trained on a 50%
subset of the training dataset and 25.5% higher than
models trained on only 5% of the dataset. These
results emphasize the importance of MAUD’s size.

5 Conclusion

We introduce MAUD, a large-scale expert-
annotated dataset which aims to facilitate NLP re-
search on a specialized merger agreement review
task based on the American Bar Association’s Pub-
lic Target Deal Point Study. MAUD can accelerate
research towards specialized legal tasks like the
ABA Study, while also serving as a benchmark
for assessing NLP models in legal text understand-
ing. We fine-tuned pretrained Transformer models
on MAUD and find that while our models exhibit
strong performance on some deal point categories,
there is significant room for improvement on the
three hardest categories.



6 Ethics Statement
6.1 Data Collection

Our data was created by volunteer annotators from
a non-profit legal organization, who joined the or-
ganization in order to create this dataset. None of
our annotators were compensated monetarily for
their time. Among our 36 annotators, 20 were male
and 16 were female. 33 annotators are based in the
United States and 3 annotators are based in Europe.
More information on the annotation process can be
found in Section A.10.

6.2 Societal Impact

Advances in ML contract review, including merger
agreement review, can reduce the costs of and in-
crease the availability of legal services to busi-
nesses and individuals. In coming years, M&A
attorneys would likely benefit from having auxil-
iary analysis provided by ML models.

6.3 Limitations

MAUD enables research on models that can au-
tomate a specialized labelling task in the ABA
Study, but does not target another key component
of the ABA Study, which is the extraction of deal
point texts from merger agreements. For an expert-
annotated span extraction task for legal contracts
(but not including merger agreements), we refer the
reader to Hendrycks et al. (2021b).

The 153 merger agreements in MAUD involves
the acquisitions of most but not all of the U.S. pub-
lic target companies exceeding $200 million in
value that were closed in 2021. Merger agreements
for private companies or public companies that do
not exceed $200 million in value are not included,
and consequently models trained on MAUD may
be less performant for deal point texts extracted for
these merger agreements.

The deal point questions and the list of prede-
fined deal point answers to each question were
created by experienced M&A attorneys and stan-
dardized by the ABA, but they do not represent all
of the deal points that are important in a merger
agreement. MAUD should not be used as the sole
source for developing Al tools for merger agree-
ment review and drafting.
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A Appendix

A.1 Licensing
MAUD is licensed under CC-BY 4.0.

A.2 Training details

Models The BERT, RoBERTA, DeBERTa-v3,
and BigBird pretrained language models that we
use in our experiments are available on Hug-
gingFace Hub as bert-base-cased, roberta-base,
microsoft/deberta-v3-base, and google/bigbird-
roberta-base.

To reduce computational costs while fine-tuning
BigBird models, we set the maximum input se-
quence length to the minimum required to en-
compass all deal point texts associated with the
model’s deal point question. In particular, this
means that questions whose longest deal point text
has fewer than 704 tokens were fine-tuned with
full attention rather than sparse attention, because
google/bigbird-roberta-base requires a sequence
length of 704 or higher for sparse attention.

Grid Search For BERT, RoBERTa, and
DeBERTa-v3 experiments’ we used batch
size 16. We grid-searched over learning rates
{1 x107°, 3 x 107°, 1 x 10~*} and number of
updates {100, 200, 300, 400}.

For BigBird experiments we used batch
size 8. We grid-searched over learning rates
{1 x 1075,1 x 107*} and number of updates
{200, 400, 600, 800}.

Infrastructure and Computational Costs We
trained BERT and RoBERTa experiments in paral-
lel on A5000 GPUs, using about 12GB of GPU
memory. Three runs of fine-tuning models for
every question with 400 updates took about one
GPU-day per learning rate setting.

We trained DeBERTa-v3 experiments in parallel
on A4000 GPUs, using about 20GB of GPU mem-
ory. Three runs of fine-tuning models for every
question with 400 updates took about two GPU-
days per learning rate setting.

We trained BigBird experiments in parallel on
A4000, A5000, and A100 GPUs, choosing the min-
imum GPU size required to accomodate the GPU
usage of the model, which varied with the maximi-
mum deal point text length. The experiments with
the longest deal point text lengths required about
75 GB of GPU memory. Three runs of fine-tuning
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Figure 4: Precision-recall curves for our fine-tuned mod-
els on all MAUD questions.

models for every question with 800 updates took 4
to 5 GPU-days per learning rate setting.
A.3 Best-Performing Hyperparameters

For brevity we present the over 300 combinations
of best hyperparameters as CSV files in the supple-
mentary materials.

A.4 Evaluation Variability

We find that the average overall AUPR over three

runs for our models can vary by 1-2%.

A.5 Example annotations in the Datasets

Table 3 shows the dataset structure as well as a few

example annotations.

A.6 Number of Examples by Dataset and
Category

Table 4 shows the number of examples in each
dataset by category. Table 1 shows the number of
annotations in each dataset by train-dev-test split.

A.7 Overall Precision Recall Curves

Figure 4 shows overall precision-recall curves for
our fine-tuned models (averaged over all MAUD
questions).

A.8 Other Dataset Statistics

Table 5 shows the percentage of deal point texts
that are longer than 512 tokens and the number of
deal point questions in each category.

A.9 Category Descriptions

We describe the seven categories of deal points
found in our dataset.



contract_name category

text

question

answer

contract 93 Material Adverse Effect

“Company Material Adverse Effect”

shall mean any state of facts, change,
condition, occurrence, effect, event, ...

FLS (MAE) Standard-Answer

7*“Would” (reasonably) be expected to
O“Could” (reasonably) be expected to
OOther forward-looking standard

contract_102 General Information

(i) each share of Company Common
Stock (including each share of

Company Common Stock described ...

Type of Consideration

7All Cash
DAl Stock
OMixed Cash/Stock

contract_77 Conditions to Closing

Section 3.1 Organization, Standing
and Power. <omitted>Section 3.2
Capital Stock. <omitted>(b) All
outstanding shares of capital stock
and other voting securities or ...

Accuracy of

Fundamental Target
R&Ws-Types of R&Ws

iCapitalization-Other
I Authority
7iApproval

OOther

Table 3: MAUD contains three CSV files corresponding to the train, dev, and test splits of the dataset. We illustrate
some example rows in the table above, using a subset of the CSV columns. For full details on the dataset’s format,
we refer the reader to the MAUD Data Sheet or the dataset README.

Category Main  Counterfactual Additional All
Dataset Dataset Dataset Datasets

Conditions to Closing 3,436 298 4,102 7,836

Deal Protection and Related Provisions 6,536 2,280 6,016 14,832
General Information 153 17 175 345
Knowledge 391 23 262 676

Material Adverse Effect 8,874 871 3,307 13,052

Operating and Efforts Covenant 1,224 191 1,066 2,481

Remedies 150 0 183 333

All Categories 20,764 3,680 15,111 39,555

Table 4: Number of examples contained in each dataset by category. Each annotation is an answer to a deal point
question corresponding to an extracted deal point text.

. Deal Point Percent
Deal Point Category Questions Long Texts
Conditions to Closing 9 43.7%
Deal Protection and Related Provisions 31 21.6%
General Information 1 5.5%
Knowledge 3 16.8%
Material Adverse Effect 39 99.0%
Operating and Efforts Covenant 8 2.1%
Remedies 1 0.0%
All Categories 92 49.9%

Table 5: Number of deal point questions and long text proportions by category. ‘“Percent Long Texts” refers to
the proportion of annotations with deal point texts longer than 512 tokens when using a roberta-base tokenizer.
Conditions to Closing, Deal Protection and Related Provisions, and Material Adverse Effect have the largest

proportion of long texts.



1. General Information. This category includes
the type of consideration and the deal structure
of an acquisition.

2. Conditions to Closing. This category spec-
ifies the conditions upon the satisfaction of
which a party is obligated to close the acqui-
sition. These conditions include the accuracy
of a target company’s representations and war-
ranties, compliance with a target company’s
covenants, absence of certain litigation, ab-
sence of exercise of appraisal or dissenters
rights, absence of material adverse effect on
the target company.

3. Material Adverse Effect. This category in-
cludes a number of questions based on the
Material Adverse Effect definition. Material
Adverse Effect defines what types of event
constitutes a material adverse effect on the
target company that would allow the buyer to,
among other things, terminate the agreement.

4. Knowledge. This category includes several
questions based on the definition of Knowl-
edge. Knowledge defines the standard and
scope of knowledge of the individuals making
representations on behalf of the target compa-
nies.

5. Deal Protection and Related Provisions. This
category describes the circumstances where a
target company’s board is permitted to change
its recommendation or terminate the merger
agreement in order to fulfill its fiduciary obli-
gations.

6. Operating and Efforts Covenants. This cate-
gory includes requirements for a party to take
or not to take specified actions between the
signing of the merger agreement and closing
of the acquisition. The types of covenants
include obligation to conduct business in the
ordinary course of business and to use reason-
able efforts to secure antitrust approval.

7. Remedies. This category describes whether a
party has the right to specific performance.

A.10 Labeling Process

MAUD is a collective effort of over 10,000 hours
by law students, experienced lawyers, and machine
learning researchers. Prior to labeling, each law

student attended 70-100 hours of training that in-
cluded live and recorded lectures by experienced
M&A lawyers and passing multiple quizzes. Law
students also read an instructions handbook, an
excerpt of which can be found in Figure 5.

Our volunteer annotators are experienced
lawyers and law students who are part of a non-
profit legal organization. None of the volunteers
were compensated monetarily for their time.

Main and Additional Datasets. To create the
main dataset and the additional dataset, the law stu-
dents conducted manual review and labeling of the
merger agreements uploaded in eBrevia, an elec-
tronic contract review tool. On a periodic basis, the
law students exported the annotations into reports,
and sent them to experienced lawyers for quality
check. The lawyers reviewed the reports or the
labeled contracts in eBrevia, provided comments
and addressed student questions. Where needed,
reviewing lawyers escalated questions to a panel of
3-5 expert lawyers for discussions and reached con-
sensus. Students or the lawyers made changes in
eBrevia accordingly. Each annotation was verified
by three additional annotators to ensure accuracy.

Counterfactual Dataset. To create the counter-
factual dataset, legal experts copied an example
from the main dataset and minimally edited the
deal point text to create an example with a rare
answer. These edits were then reviewed by an ex-
perienced attorney to ensure accuracy.

For example, the deal point question “Limita-
tions on Antitrust Efforts” originally had very few
examples of “Dollar-based standard” deal point an-
swer. To create examples with this rare answer, the
annotators changed phrases in the deal point text
similar to “no obligation to divest or take other
actions” with language implying a dollar-based
standard, such as “Remedy Action or Remedy Ac-
tions with assets which generated in the aggregate
an amount of revenues that is in excess of USD
50,000,000.”

Final Annotation Formatting. We exported the
final annotations as three CSV files corresponding
to the main, additional, and counterfactual datasets.
For example rows in the dataset, see Table 3.



Chapter 1: Labeling Principles

General
o eBrevia Use

o Labelling: eBrevia is the online tool that Reviewers will use to label contract
clauses.

(and not the “default” or any other Form).

o Functions:
= Only use functions in the Brange toolbar below
m Do not use any functions in the white toolbar below
m Do not re-assign the contract to another team member
m Do not change the contract status

[¢BREVIA]

Search documents

Tags:Alv  Status: Al

Assignea : All

Types:Allx  Form:Alv  Language:Al>  Data:Alv

® ¢ O <ZExport ( Compare [5] Group 2+ Assign = More~

o My File:
m  Go to My Files to find contracts assigned to a Reviewer

Syntax Rules

e Note: The Syntax Rules below are general and designed to apply in most cases --
however, all are subject to certain exceptions, and Reviewers should review these
Syntax Rules carefully to understand when exceptions may apply and discuss with the
Group leads in case there are questions.

e Three Types of Labels: Annotation, Answer & Text Input
Figure 5: An excerpt from the 248-page MAUD annotator instructions handbook. In addition to reading the

annotator handbook, volunteer annotators passed quizzes, attended workshops, and watched video lectures from
experienced attorneys. We are currently editing the handbook for public release.

[£BREVIA]

< New Students > Index~ = JExport € File Saved @ Complete v < >
(a) Subject to the terms and conditions of this (including the limitations set forth in Section 6.6), the @ Type  MergerAgmt. &
“ies hereto will use their respective reasonable best efforts to consummate and make effective the transactions contemplated hereby
B o to cause the conditions to the First Merger set forth in Article VII to be satisfied, including using reasonable best efforts to -
accomplish the following: (i) the obtaining of all necessary actions or non-actions, consents and approvals from Governmental O Tags
Authorities or other Persons necessary in ion with the ion of the hereby, including the
First Merger, and the making of all necessary registrations and filings (including filings with Governmental Authorities, if any) and the 2
taking of ll reasonable steps as may be necessary to obtain an approval from, or to avoid a Proceeding by, any Governmental
Authority or ather Persons necessary in ion with th £ th hereby including the First
Merger: (ii) the defending of any lawsnits or other legal i shether indicial or inistrati ing thiy or 2, Assignee 4
£y ion of th i herehy including the First Merger performed by such party in
swith the terms of thi including seeking to have any stay or temporary restraining order entered by any court or
other Governmental Authority vacated or reversed: and (iif) the execution and delivery of any additional instruments reasonably 6 Modified  8/4/22 7:10 PM by
necessary to consummate the First Merger and any other ions to be performed or d by such party in accordance
with the terms of this Agreement and to carry out fully the purposes of this Agreement. To the extent required by Applicable Law, each & Form  Short Form Atticus Public-Target Acquisition Agreement ¢ Edit Fields
58/111 -
Requirement to Litigate: )
33122, 1:52 PM * Section 6.4Appropriate Action; Consents; Filings.(a) Subject to the Vauo|
of the partics hereto shall, as promptly as reasonably practicable after the cxccution of this Agrecment, make and not withdraw its terms and conditions of this Agreement (including the limitations set
respective filings under the HSR Act, and thereafter make any other and filings as by the Company forth in Section 6.6), the parties hereto will use their respective
and Parent under other applicable Antitrust Laws with respect to the transactions contemplated hereby as promptly as practicable, but reasonable best efforts to consummate and make effective the
in no event later than as required by Law. transactions contemplated hergby and to cause the conditions to
the First Merger set forth in Article VI to be satisfied, including
using reasonable best efforts to accomplish the following:
52 <omitted> (ii) the defending of any lawsuits or other legal
Proceedings, whether judicial or administrative, challenging this
Agreement or the consummation of the transactions contemplated
hereby, including the First Merger, performed or consummated by
such party in accordance with the terms of this Agreement,
A Vv ‘ 58 \of m - + & = including seeking to have any stay or temporary restraining order
S entered by any court or other Governmental Authority vacated or
_ ~ reversed; (Page 58) @ _

Figure 6: A screenshot of the annotation interface. Our annotators used eBrevia, a proprietary contract review tool.
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