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Abstract

Neural Radiance Fields (NeRFs) have shown remarkable performances in pro-
ducing novel-view images from high-quality scene images. However, hand-held
low-light photography challenges NeRFs as the captured images may simultane-
ously suffer from low visibility, noise, and camera shakes. While existing NeRF
methods may handle either low light or motion, directly combining them or in-
corporating additional image-based enhancement methods does not work as these
degradation factors are highly coupled. We observe that noise in low-light images is
always sharp regardless of camera shakes, which implies an implicit order of these
degradation factors within the image formation process. This inspires us to explore
such an order to decouple and remove these degradation factors while training the
NeRF. To this end, we propose in this paper a novel model, named LuSh-NeRF,
which can reconstruct a clean and sharp NeRF from a group of hand-held low-light
images. The key idea of LuSh-NeRF is to sequentially model noise and blur in the
images via multi-view feature consistency and frequency information of NeRF, re-
spectively. Specifically, LuSh-NeRF includes a novel Scene-Noise Decomposition
(SND) module for decoupling the noise from the scene representation and a novel
Camera Trajectory Prediction (CTP) module for the estimation of camera motions
based on low-frequency scene information. To facilitate training and evaluations,
we construct a new dataset containing both synthetic and real images. Experiments
show that LuSh-NeRF outperforms existing approaches. Our code and dataset can
be found here: https://github.com/quzefan/LuSh-NeRF.

1 Introduction

Neural Radiance Fields (NeRFs) [31, 2, 3, 5, 24] have achieved notable success in modeling 3D scene
information via implicit functions learned from a set of 2D images with known camera poses. Since
optimizing NeRFs by measuring the colorimetric errors of training views essentially requires bright
and sharp training images, hand-held low-light photography, which is prevalent in our daily life (e.g.,
in nighttime scenes), cannot be used directly for training NeRFs to produce visually pleasing novel
view images (Fig. 1(b)), due to the co-existence of low visibility, noise, and camera motion blur in
the captured images.

A straightforward solution is to incorporate existing low-light enhancement/deblurring methods
(e.g., [57, 12, 67, 59, 13, 45]) to preprocess the captured images before using them for training the
NeRFs. However, it raises two problems. First, as these methods are typically image-based, they
do not consider the multi-view consistency. Second, These enhancement methods may introduce
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(a) A Low-light Scene (b) NeRF [31] (c) LEDNet [67]+NeRF [31]

(d) Restormer [59]+LLNeRF [47] (e) PairLIE [13]+DP-NeRF [19] (f) Ours

Figure 1: Given a hand-held captured low-light scene (a), while (a combination of) existing low-light
enhancement/NeRF methods may not produce visually pleasing novel-view images ((b)-(e)), our
LuSh-NeRF can produce bright and sharp results (f).

additional artifacts (e.g., overexposure and unnatural color contrast). We note that there are some
NeRF methods proposed for handling low-light scenes [47, 6] and scene motions [26, 48, 19, 7].
However, while the former assumes no camera motions occur during the capture, the latter cannot
handle low-light scenes. Directly applying them to our problem does not work. A visual example is
shown in Fig. 1((c) to (e)), where existing methods struggle to render the desired results.

We observe that in the captured low-light images, noise always appears sharp regardless of the camera
shakes, due to the independent sensor noise generation within the collection and transformation of
photons into electronic signals in the camera Image Signal Processor (ISP). This implies an implicit
order of low visibility, sensor noise, and blur, which inspires us to model such an implicit order to
decouple and remove those degradation factors for NeRF’s training in an unsupervised manner.

In this paper, we propose a novel method, called LuSh-NeRF, to Light up and Sharpen NeRF by
sequentially modeling the degradation factors. Specifically, the brightness of training images is
first scaled up to provide more contextual information (which simultaneously amplifies the noise
in the images). We then propose two novel modules, i.e., a Scene-Noise Decomposition (SND)
module and a Camera Trajectory Prediction (CTP) module, to handle the noise and camera shake
problems. The SND module learns to decouple noise from the implicit scene representation by
explicitly learning a noise field through leveraging the multi-view feature consistency of NeRF. The
CTP module then estimates the camera trajectories for sharpening image details based on the low-
frequency information of denoised scene images rendered by SND. The two modules are optimized
in an iterative manner such that the denoised scene representation of the SND module provides more
information for predicting trajectories in the CTP module, while the results with sharp details from
the CTP module in turn facilitate the denoising process in the SND module. To facilitate model
training and evaluations, we construct a new dataset consisting of five synthesized scenes and five
real scenes. As shown in Fig. 1(f), our LuSh-NeRF can render bright and sharp novel-view results.

In summary, this work has the following main contributions:

• We propose the first method (LuSh-NeRF) to reconstruct a NeRF from hand-held low-
light photographs, by decoupling and removing degradation factors through modeling their
implicit orders.

• Our LuSh-NeRF contains two novel modules, a novel SND module for noise removal from
the implicit scene representation and a novel CTP module for handling camera motions.

• We construct the first dataset for training and evaluations. Experiments show that LuSh-
NeRF outperforms existing methods.
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2 Related Works

Neural Radiance Field (NeRF). NeRF [31] has fundamentally changed the way of modeling 3D
scenes by learning coordinate-based implicit neural representations from a set of 2D observations. has
gained widespread popularity in computer vision and graphics tasks pertaining to neural rendering,
leveraging coordinate-based implicit neural representations (INR). It has gained significant popularity
in computer vision and graphics tasks, with many NeRF variants proposed for, e.g., accelerating the
training and rendering of NeRF [14, 18, 40, 41], handling dynamic scenes [21, 34, 39, 44, 61] and
digital humans body [1, 34, 36, 37, 10] or human head [53, 68, 16] modeling, and the manipulation [4,
38, 28, 23] or generation [8, 15, 25, 33] of scene contents. Many variants of NeRF are also gradually
expanding into multiple research areas. For example, [14, 18, 40, 41] are proposed to accelerate the
NeRF training procedure, [21, 34, 39, 44, 61] are applied to render dynamic scenarios, [4, 38, 28, 23]
are focused on the NeRF relighting methods, [1, 34, 36, 37, 53] are expanded to the non-rigid object
rendering, [8, 15, 25, 33] are used for the generation models. These methods typically require
high-quality (i.e., bright and sharp) 2D images for optimizing NeRFs.

NeRF from Low-light Images. Recently, there are some methods [47, 30, 6] proposed to relax such
constraints by learning to reconstruct NeRFs from low-light images. Wang et al. [47] reconstructs a
normally illuminated scene with multiple low-light images in an unsupervised manner. Cui et al. [6]
can change the luminance of the scene by extending the transmittance function in NeRF. However,
these methods do not consider the camera shakes that often occur in hand-held low-light imaging.

NeRF from Blurry Images. Rendering scenes with multiple blurry images is frequent and challeng-
ing in the real world. Ma et al. [26] firstly propose the deblurring problem in NeRF and simulate the
blurring process with a deformable kernel. Most works [19, 48, 20, 17] model the camera motion
trajectory in 3D space to handle the blur in normal-light scenes. Peng et al. [35] accelerate the
deblurring process with an efficient rendering scheme. Huang et al. [17] utilize a blur generator
to model the camera imaging process for the all-in-focus photos. However, these methods cannot
handle hand-held low-light photographs as they do not jointly model noise and camera motions under
low-light conditions.

Low-light Image Enhancement. Deep learning-based methods have been shown to be more effective
in this task. Some Retinex-based methods [52, 65, 64, 54] and end-to-end methods [9, 11, 27, 32,
50, 56, 66, 58, 46, 22] are capable of achieving good enhanced results. Dong et al.[9] abandon the
bayer-filter to recover the low light color from raw camera data. Dudhane et al.[11] merge sequential
images taken in the same scene to enhance the image quality. Xu et al.[56] take an SNR prior to
guide the feature learning and formulate the network with a new self-attention model. However, there
are few methods that can address the blur present in practical low-light images owing to the long
exposure time. Recently, Zhou et al.[67] propose a large dataset for the low-light deblurring task, and
some works [67, 62] propose solutions to enhance low-light blurred images.

Low-light Deblurring. There are few methods that can address the blur present in practical low-light
images owing to the long exposure time. Recently, Zhou et al.[67] propose a large dataset for the
low-light deblurring task, and some works [67, 62] propose solutions to enhance low-light blurred
images. Zhou et al. [67] propose a highly coupled encoder-decoder architecture to solve the joint
artifact. Zhang et al. [62] delves into the multiple degradations and proposes an all-in-one fashion
restoration network. While our work addresses a similar problem, we aim for NeRF reconstruction,
which is more challenging.

3 Proposed Method

In this section, we will introduce the details of the proposed method LuSh-NeRF, which can recon-
struct a normally illuminated, sharp, and clean scenario from a set of hand-held captured low-light 2D
images. Specifically, we first propose the SND module to separate noise from the scene information
in the pre-processed image (Sec. 3.2), and then use the CTP module to make an accurate prediction
of the kernel from the low-frequency information in the image (Sec. 3.3). Our network is supervised
by multiple loss functions (Sec. 3.4). The overall structure of the network is shown in Fig. 2.
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Figure 2: The pipeline of our proposed LuSh-NeRF. It contains two novel modules: (a) SND module:
Decompose the noise in each view from the origin training image with a Noise NeRF architecture,
and utilize the multi-view consistency characteristic in 3D scenario to separate the scene information
and noise better; (b) CTP module: To minimize the interference of noise in low-light images on blur
kernel predictions, the high frequency domain of the low light regions which are severely affected by
noise are abandoned. In the rendering stage, we discard the Noise Estimator and Blur Kernel, and
only use the Scenario-NeRF to render the enhanced scene.

3.1 Problem Statement

Preliminary of Neural Radiance Field. NeRF utilizes volume rendering [29] to synthesize 3D scenes
by simulating multiple camera rays r(t) = o+ td emitted into the scene, where o represents the ray
origin, t is the sample distance, and d denotes the ray direction. The values at various sample points
along these rays are encoded within an implicit neural network. Given a 3D coordinate x = (x, y, z)
and a querying view direction d = (θ, ϕ), NeRF estimates the function F : (x,d) → (c, σ) through
an MLP network, where c and σ represent the RGB color value and the volume density, respectively.
After obtaining the information of each sample point on a ray, the pixel value Ĉ(r) of ray r can be
computed as:

Ĉ(r) =
N∑
i=1

wici =
N∑
i=1

Ti · (1− exp(−σiδi)) · ci, Ti = exp

−
i−1∑
j=1

σiδi

 , (1)

where δ is the distance between two subsequent sample points on a ray. Ti is the
accumulated transmittance value that denotes the radiance decay rate of sampled points.

(a) (b) (c)

Figure 3: Different degradations in the real low light
images. (a) Low intensity (b) Noise (c) Blur.

Problem Modeling. For images taken in prac-
tical low-light scenarios, degradation can be
modeled into 3 categories, as shown in the ex-
ample in Fig. 3: (1) Low value intensity. The
pixel value intensities in the image are gener-
ally low, which leads to increased difficulty in
NeRF training [47], resulting in poor results as
shown in Fig. 1(b); (2) Noise. Due to the sen-
sor noise generated within the collection and
transformation of photons, the image pixel val-
ues are distorted randomly and unpredictably;
and (3) Camera motion blur. Long exposure
times inevitably lead to blur in the photo due
to the camera motion. When trying to address
one of the three defects, the others interfere
significantly. Therefore, how to reconstruct a
properly illuminated, clear, and sharp NeRF
scene from this poor-quality image is a very challenging problem.
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In this work, we attempt to optimize the NeRF by decoupling and removing the above defects in
the training stage. Modeling and analyzing noise and blur are difficult at low pixel intensity values.
Thus, the low visibility of the image should first be raised. Considering that noise in a low-light photo
is mainly generated by the imaging process and would not be affected by the camera motions, the
implicit order of the defect decomposition should be low visibility, noise, and blur.

Specifically, given multiple training images Ill,noisy,blurry from different views, NeRF aims to
render a scenario with Ihl,clear,sharp. We first scale up the brightness of Ill,noisy,blurry and get
Ihl,noisy,blurry for more contextual information, but this process simultaneously amplifies the noise
in the image. LuSh-NeRF then decomposes the image into scene and noise information with 3D
multi-view consistency, removing the noise from the image to obtain Ihl,clear,blurry. Finally, the
image without noise interference is utilized to model the blur phenomenon and restore Ihl,clear,sharp.
The enhancement process for LuSh-NeRF is as follows:

Ihl,clear,sharp = R(LuSh-NeRF) = Sharpen(ScaleUp(Ill,noisy,blurry)− Noise)︸ ︷︷ ︸
Ihl,clear,blurry

, (2)

where Noise is the noise of the different views predicted by the SND module. Sharpen(·) denotes the
CTP module to ease the camera motion blur phenomenon, and R(·) is the NeRF rendering function.

During training, due to the lack of ground truth, Ihl,noisy,blurry (i.e., ScaleUp(Ill,noisy,blurry)) is
used as the supervised signal. The inverse of Eq. 2 should be taken to simulate the low-quality image
as:

Îhl,noisy,blurry = Sharpen−1(R(LuSh−NeRF )) + Noise, (3)

After training, the correct-light (denoted as hl), sharp and clear NeRF model can be obtained directly
by discarding the Sharpen−1 function and Noise. In the following subsections, we introduce how
we estimate the Noise under each view with the SND module and how we accurately predict the
Sharpen−1 function with the CTP module.

3.2 Scenario-Noise Decomposition

Directly training NeRF with Ihl,noisy,blurry would still produce defective rendering results, as scaling
up the low-light images can amplify noise and distort colors significantly, causing more severe
multi-view inconsistency.

We note that while the noise is generally sharp and stochastic and has different values in different
views, scenario information across views tends to be consistent. This makes it possible to decouple
noise and scenario information. To co-optimize with the base network Scenario-NeRF (S-NeRF),
we propose a new network, named Noise-Estimator (N-Estimator), which has the same network
structure as S-NeRF, to compute the noise of each rendering coordinate. Since the noise is not
consistent, N-Estimator discards the volume rendering calculation and directly takes the values of
the intermediate sampling points of the input rays as the output. The formula for obtaining the noisy
pixel Cnoisy(r) is:

Cnoisy(r) = CTP(CS−NeRF (r)) + CN−Estimator(r) = CTP(
N∑
i=1

wici) + nN
2
,

where nN
2
= MLPN−Estimator(Pmid, d),

(4)

where Pmid is the intermediate sampling points coordinate, and d is the view direction. The CTP(·)
function refers to the Camera Trajectory Prediction module, N is the number of sampled points on
a ray, and nN

2
is the noise value rendered by N-Estimator. The volume rendering computation of

S-NeRF gradually forces S-NeRF to learn the consistency scenario information, and the noise that
does not share this feature is decomposed from the scene representation by the N-Estimator during
the optimization process to fit the final noisy training images.

To more accurately decouple the scene information and noise, LuSh-NeRF utilizes the Rays Alignment
supervision in the SND module. Specifically, An image matching method [43] is applied to the
images rendered by S-NeRF after sharpening in each viewpoint to obtain a dense pixel matching
matrix M and a certainty matrix C, which represent the coordinate pairs of matching pixels in
different views and the confidence level of each matching. The current input ray is then taken as
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anchor_ray, and the coordinates of its rendered pixels are used to find the matching pixels under
other viewpoints in M . The confidence of the matching pairs in C should be higher than the preset
threshold θ to ensure that accurate matches can be obtained.

With these matching pixel coordinates, we can get the corresponding aligned rays align_rayi under
different viewpoints viewi. Ideally, the RGB colors computed by anchor_ray and align_rayi
should be close to identical owing to the scenario consistency. So a consistency loss Lconsistency is
proposed to reduce the distance within these rendering pixels in S-NeRF to force the decoupling of
scene information and noise, as:

Lconsistency =
1

K

K∑
i=1

∣∣∣∣∣∣CS−NeRF (ri)−
1

K

K∑
j=1

CS−NeRF (rj)

∣∣∣∣∣∣ , (5)

where K is the number of training views. Constrained by Lconsistency, the information extracted
by S-NeRF has a higher viewpoint consistency, leading to a better decomposition of the scene
information and noise.

3.3 Camera Trajectory Prediction

Motivated by [19], the CTP module employs the same thoughts to predict the rigid camera motions
with all rays in each view. However, unlike the properly lighted blurry data used in [19], the practical
low light conditions present substantial interferences, which could cause notable errors in the CTP
network predictions, as demonstrated in the results of Subsec 4.1.

When the SND module is not fully converged, noise still exists in the SND-processed scenario. The
kernel prediction using rays with strong noise interference may interrupt the CTP network, and
directly lead to the failure of the whole NeRF training. Hence, it is necessary to filter the rays for CTP
module optimization. Since the high-frequency and low-intensity regions in the low-light images are
more disturbed by noise, corrupting the information in the original raw image [55], the CTP module
utilizes Discrete Fourier Transform (DFT) to obtain the image frequency map as:

Y (u, v) = DFT(x(m,n)) =

M−1∑
m=0

N−1∑
n=0

x(m,n) · e−j2π(um
M + vn

N ). (6)

The noisy high-frequency regions of the image are filtered by the low-pass filter H of radius r:

Ylowpass(u, v) = H(u, v) · Y (u, v), whereH(u, v) =

{
1, if

√
u2 + v2 ≤ r

0, if
√
u2 + v2 > r

. (7)

The retained low-frequency image regions are then converted back to the image via the DFT−1

function to obtain the image informative region mask Masklowpass(m,n) as:

Masklowpass(m,n) = Bi(DFT−1 [Ylowpass(u, v)] , T ), (8)

where Bi(·, T ) is a binarization function with threshold T . Masklowpass(m,n) classifies the rays into
rayclear and raynoisy , which are used to render the clear and noise-dominated pixels in the training
images separately. The gradient of raynoisy to the rigid motion prediction network is detached during
NeRF optimization to reduce the impact of noise yet to be removed by the SND module on blur
kernel prediction as:

rays = [rayclear,Detach(raynoisy)], (9)
where the Detach(·) function is used to detach the gradient from the variables. The role of the
low-pass frequency filter is shown in Fig. 7, where the CTP Mask reduces the interference of noisy
regions on the blur kernel prediction compared to the mask obtained by directly using the RGB
intensity as the threshold.

3.4 Training & Rendering

After employing the SND and CTP modules as in Eq. 3, we have the simulated RGB values
Ĉhl,noisy,blurry in the image Îhl,noisy,blurry. We can then optimize the network with the MSE loss
Lconsturction as:

Lconstruction =
∑
i

∥Ĉhl,noisy,blurry(ri)− Chl,noisy,blurry(ri)∥2. (10)
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Input LEDNet +NeRF PairLIE + DP-NeRF Restormer + LLNeRF LDNeRF (Ours)

Input LEDNet +NeRF PairLIE + DP-NeRF Restormer + LLNeRF LDNeRF (Ours)
Low-light Scenes LEDNet [67]+NeRF [31] PairLIE [13]+DP-NeRF [19] Restormer [59]+LLNeRF [47] LuSh-NeRF(Ours)

Figure 4: Qualitative results of different methods on our real scenes. Our LuSh-NeRF can render
cleaner and sharper results for real low-light scenes with camera motions.

All the modules in the network are trained in an end-to-end manner with the following training losses:

LLuSh−NeRF = α · Lconstruction + β · Lconsistency, (11)

where α and β are the hyper-parameters to balance the impact of two losses. When rendering a
scenario, only the S-NeRF network in LuSh-NeRF is utilized with the volume rendering method to
produce images of different views.

4 Experiments

Our Dataset. Since we are the first to reconstruct NeRF with hand-held low-light photographs, we
build a new dataset based on the low-light image deblur dataset [67] for training and evaluation.
Specifically, our dataset consists of 5 synthetic and 5 real scenes, for the quantitative and generalization
evaluations. We use the COLMAP [42] method to estimate the camera pose of each image in the
scenarios. Each scenario contains 20-25 images, at 1120× 640 resolution. The brightness of images
in each scenario is extremely low, where the intensities of most pixels are below 50. 80% of the
images contain camera shake problems, which pose a significant challenge for NeRF reconstruction.
Refer to Appendix A.3 for more details of our dataset.

Implementation Details. We have implemented our LuSh-NeRF based on the official code of
Deblur-NeRF [26], and with the same Rigid Blurring Kernel network in [19]. The S-NeRF shares the
same structure as NeRF [31], while the the depth and width of N-Estimator are set to half of those of
the S-NeRF. The number of camera motions k and the frequency filter radius in the CTP module are
set to 4 and 30. The number of aligned rays K and certainty threshold θ in the SND module are set
to 20 and 0.8. Before training, the input images are up-scaled by gamma adjustment and histogram
equalization. The batch size is set to 1,024 rays, with 64 fine and coarse sampled points. α and β
are set to 1 and 0 during the first 60K iterations for better rendering results, to avoid the inaccuracy
matching matrix M interfering with the SND module. The two hyper-parameters are then changed to
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Input LEDNet [67]+NeRF [31] Restormer [59]+LLNeRF [47] MPRNet [60]+LLNeRF [47]

PairLIE [13]+DP-NeRF [19] URetinex [54]+DP-NeRF [19] LuSh-NeRF (Ours) Ground Truth

Input LEDNet [67]+NeRF [31] Restormer [59]+LLNeRF [47] MPRNet [60]+LLNeRF [47]

PairLIE [13]+DP-NeRF [19] URetinex [54]+DP-NeRF [19] LuSh-NeRF (Ours) Ground Truth

Input LEDNet [67]+NeRF Restormer [59]+LLNeRF [47] MPRNet [60]+LLNeRF [47]

PairLIE [13]+DP-NeRF [19] URetinex [54]+DP-NeRF [19] LuSh-NeRF (Ours) Ground Truth

Figure 5: Qualitative results of different methods on our synthetic scenes. Our method yields the
most natural restoration results while sharpening the image.

1 and 1× 10−2 in the last 40K iterations. All the experiments in this paper are performed on a PC
with an i9-13900K CPU and a single NVIDIA RTX3090 GPU.

4.1 Main Results

Evaluation Methods and Metrics. Since we are the first to tackle the NeRF reconstruction from low-
light images captured with camera motions, we design several baseline methods by combining existing
state-of-the-art image-based and NeRF-based methods: (1) Low-light image enhancement [54, 49] +
Image deblurring method [60, 59] + NeRF [31]; (2) Joint low-light image enhancement and deblurring
method [67] + NeRF [31]; (3) Low-light image enhancement [13, 54] + deblurring NeRF [19]; and
(4) Image deblurring [59, 60] + low-light NeRF enhancement [47]. All the selected models have
been shown to achieve SOTA performances on their individual tasks. PSNR, SSIM, and LPIPS [63]
metrics are used to evaluate the performance difference of the rendered images between LuSh-NeRF
and the combination of other state-of-the-art methods. Due to the significant variations in color
contrast ratio and image brightness of the restored low light images by different methods, we consider
LPIPS (Learned Perceptual Image Patch Similarity), which can reasonably assess perceptual image
quality and visual differences rather than the pixel-level difference, as the key metric.

Visual Comparisons. Fig. 4 presents qualitative comparison of the rendering results from the above
three combined methods with those of our LuSh-NeRF in our real low-light scenarios. We can see
that the results from LEDNet [67] are still dark, which significantly limits the learning capability of
the NeRF. While PairLIE [13] combined with DP-NeRF [19] can reconstruct clear rendering results,
they are rather unnatural. The color contrast is severely shifted, resulting in unrealistic images with
some lost details and incomplete blur removal. In addition, we can also observe that first deblurring
on low-light images and then applying the LLE method, as in Restormer [59] + LLNeRF [47], is less
effective, and there is still substantial blurring in the results. In contrast, our approach can recover
detailed scenes with natural colors, resulting in a sharp and clean novel view visualization.

Fig. 5 presents qualitative comparison between existing methods and our LuSh-NeRF on our synthetic
scenes. All of the above methods suffer serious performance degradation when the image luminance is
low and the camera shake is severe (e.g., the bottom of the first example in Fig. 5), where LuSh-NeRF
can still reconstruct a satisfactory scene by decoupling the defects of the scene. As we can see from
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Methods “Dorm” “Poster” “Plane”
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

NeRF [31] 6.02 0.0307 0.8030 11.25 0.5159 0.4061 5.53 0.0716 0.8418
LLFormer [49] + MPRNet [60] + NeRF [31] 19.01 0.5558 0.4571 14.67 0.5765 0.2785 18.99 0.5258 0.5290

URetinexNet [54] + Restormer [59] + NeRF [31] 17.47 0.5240 0.4820 12.38 0.3483 0.6347 17.06 0.5205 0.5256
LEDNet [67] + NeRF [31] 18.14 0.6025 0.3530 21.09 0.7140 0.3009 15.21 0.5869 0.4137

Restormer [59] + LLNeRF [47] 17.85 0.5541 0.5000 14.03 0.5462 0.4182 14.94 0.5250 0.5260
MPRNet [60] + LLNeRF [47] 17.27 0.5493 0.4942 10.88 0.4744 0.4334 13.47 0.5420 0.5146
PairLIE [13] + DP-NeRF [19] 14.08 0.4574 0.3651 13.34 0.4482 0.2995 13.11 0.5048 0.4316

URetinexNet [54] + DP-NeRF [19] 16.55 0.4884 0.3762 14.12 0.4199 0.5829 16.43 0.5211 0.4472
LuSh-NeRF (Ours) 19.06 0.5354 0.3491 18.12 0.6331 0.2265 19.34 0.5275 0.3852

Method “Sakura” “Hall” Average
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

NeRF [31] 7.54 0.0553 0.7186 8.19 0.1679 0.5048 7.71 0.1683 0.6548
LLFormer [49] + MPRNet [60] + NeRF [31] 16.04 0.5204 0.4192 22.02 0.7153 0.3026 18.14 0.5787 0.3973

URetinexNet [54] + Restormer [59] + NeRF [31] 16.29 0.5152 0.4347 20.39 0.7045 0.2834 16.72 0.5225 0.4721
LEDNet [67] + NeRF [31] 18.24 0.6127 0.2772 19.33 0.7279 0.2570 18.40 0.6488 0.3204

Restormer [59] + LLNeRF [47] 15.22 0.5016 0.4199 20.04 0.7126 0.3452 16.42 0.5679 0.4419
MPRNet [60] + LLNeRF [47] 14.25 0.5155 0.3923 14.16 0.5213 0.4958 14.01 0.5205 0.4661
PairLIE [13] + DP-NeRF [19] 13.86 0.5137 0.3157 19.65 0.6055 0.2600 14.81 0.5059 0.3344

URetinexNet [54] + DP-NeRF [19] 16.38 0.5286 0.3550 20.21 0.6328 0.2616 16.74 0.5182 0.4046
LuSh-NeRF (Ours) 18.94 0.5884 0.2562 21.09 0.6421 0.2400 19.31 0.5853 0.2914

Table 1: Quantitative comparison of different methods on our synthetic scenes. The best and the
second performances of each scenario are marked in the table.

the given visualizations on realistic and synthesized data, higher PSNR and SSIM metrics of the
methods (e.g., LEDNet + NeRF) do not entirely represent better performances on the NeRF results in
our proposed task. This demonstrates that the perceptual metric, LPIPS, is better at assessing the
merits of the reconstructed scenario. Refer to Appendix A.5 for more visual results.

Quantitative Comparison. We conduct a quantitative comparison of our method against various
combinations of SOTA approaches on our synthesized data in Tab. 1. Note that our synthesized
data originates from the training and testing sets of LOL-Blur dataset [67], while the weight of
LEDNet [67] is also specifically trained on the synthesized dataset of LOL-Blur. This condition
does not constitute a fair comparison. Nonetheless, we report the results of using “LEDNet [67] +
NeRF [31]” as a reference.

Our method achieves better performances than multiple combinations of existing methods on all 5
synthesized data. In terms of the LPIPS metric on all the scenarios, our method outperforms the
rendering results of LEDNet [67] + NeRF [31] in an unsupervised optimization manner, which proves
that the SND and CTP modules in LuSh-NeRF fully utilize the 3D information of the scene to aid in
the recovery of the irreversible quality degradation in the single image.

Ablation Study. Fig. 6 demonstrates the effect of the various components of LuSh-NeRF on a realistic
scenario. After the images are preprocessed to enhance the luminance, the noise in the images is
significantly amplified (as shown in the white box). Directly using blur kernel prediction [19] on
these images is heavily interfered by noise, which prevents recovery from camera shakes (Fig. 6(b)).
In addition, incorrect kernel predictions have a negative impact as they make it difficult to align
the multi-view images rendered by S-NeRF and the SND module cannot obtain accurate viewpoint
consistency supervision (Fig. 6(c)). When the CTP module is utilized, the blur of the image is
alleviated, but the noise problem is still serious (Fig. 6(d)). First sharpening the image with CTP

(a) Input (Proprocessed & Original) (b) NeRF + Blur Kernel (c) NeRF+ Blur Kernel + SND

(d) NeRF+ CTP (e) LuSh-NeRF (Sharp -> Denoise) (f) LuSh-NeRF (Denoise -> Sharp)

Figure 6: Ablation study of LuSh-NeRF on a real scenario.

9



CTP Mask

RGB Intensity Mask

CTP Mask

RGB Intensity Mask
ScaleUp Input

ScaleUp Input

Figure 7: The RGB intensity mask and CTP mask comparison. Two masks are generated with the
same threshold T . White points represent 1 and black points represent 0 in each mask.

and then removing noise with SND can somewhat suppress the noise problem, but the noise may be
reconstructed to the various viewpoints and is not completely removed (Fig. 6(e)). LuSh-NeRF can
render sharp and clean scenario images in novel views after the training process (Fig. 6(f)).

We show in the Fig. 7 the difference between the two masks obtained by directly performing an
RGB intensity threshold and performing a frequency filtering before taking a threshold. (1) The
RGB intensities in many noise-dominant regions are also high (e.g., the sky and the grass), which
are harmful to the blur estimation but not excluded in the mask produced by thresholding. (2) The
CTP module uses a frequency filter to identify the low-frequency-dominated regions of the image,
and then obtains the desired mask based on the RGB intensity values. The gradients of rays in
high-frequency and dark regions (regions more severely affected by noise) are detached during the
Blur Kernel optimization process, which ensures better blur modeling.

5 Conclusion and Limitation

In this paper, we have proposed the NeRF reconstruction task from low-light images with camera
motions, and a novel unsupervised reconstruction network LuSh-NeRF. LuSh-NeRF models the NeRF
restoration process based on the characteristics of three kinds of defects in the scene, i.e., low-light,
noise, and camera blur, and successfully reconstructs a normal-light, clean, and sharp NeRF network
from poor-quality low-light images, by exploiting multi-view consistency and frequency-domain
information. To facilitate the training and evaluation of the new proposed task, we construct a new
dataset which contains 5 synthetic and 5 real scenes low light images with hand-held camera motions.
Extensive experiments on our proposed dataset demonstrate that our method is capable of achieving
satisfactory NeRF reconstruction results, despite the defects in the input images.

The LuSh-NeRF network also has some limitations. One limitation is that it needs to optimize two
NeRF networks at the same time and render multiple rays for the blur problem when sharpening
images during training, which results in a slower optimization process, even though this would not
interfere with the rendering speed. Besides, noise that is relatively similar across views may be
difficult to remove due to the reliance on viewpoint consistency. (Refer to Appendix A.8 for details.)
As a future work, we would like to address these issues.
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A Appendix

A.1 Broader Impacts

While we do not foresee our method causing any direct negative societal impact, it may be leveraged
to help create fake images using image generation techniques. The human information in the captured
images may have the risk of a leak that raises privacy concerns. We urge the readers to limit the usage
of this work to legal use cases.

A.2 Details of the RBK module

The Rigid Blurring Kernel (RBK) module proposed in the DP-NeRF [19] is utilized in our CTP
module. It mimics the scene blur kernel by simulating the 3D camera motions, which contains the
following two main parts:

Ray Rigid Transformation: The blurring process of an image is modeled by the Ray Rigid Transfor-
mation (RRT). The RRT is formulated as ray transformation derived from the deformation of rigid
camera motion, defined as the dense SE(3) field for scene s, approximated by the MLPs as follows:

Ss = (rs; vs) = (R(E(ls);L(E(ls))), where s ∈ viewimg, (12)

where ls is the latent code for each view through the embedding layer in [1], R,L, E are three MLP
networks, viewimg is the training image set. The Ss = (rs; vs) ∈ R6 is the matrix which will be
used for the RRT modeling as follows:

rayRRT
s;q = Rigid_Transform(rays, (rs; vs)), (13)

where rays and rayRRT
s;q are the orgin ray and the transformed rays in scene s, q ∈ {1, ..., k}, k s a

hyper-parameter that controls the number of camera motions contributing to the blur in each scene s.
The blurry RGB value at rays can be acquired by weighting sums of the NeRF volume rendering
values Cs;0 and Cs;q from rays and rayRRT

s;q .

Coarse Composition Weights: This part is responsible for computing the weights of each ray
obtained by the RRT part, which is given by the following equation:

ws;0,1,...,k = σ(W(E(ls))), where
k∑

i=0

ms;i = 1, (14)

where ms is the final weight for each ray in RRT. Finally, blurry color Cs for scene s can be computed
by the weighted sum operation as shown below:

Cs = ms;0Cs;0 +

k∑
q=1

ms;qCs;q. (15)

A.3 Details of the Proposed Dataset

In this work, we collect low-light blurry images from five synthetic and real videos in the LOL-Blur
dataset [67] and calculate the camera pose for each image with COLMAP [42] toolbox. For synthetic
data, we use ground truth images to estimate camera pose, while for realistic data, the images
recovered from LEDNet pre-trained model are utilized to estimate pose since COLMAP is hard to
model the scenario with the origin low light images. Images with large shifts in each scenario are
removed. The number of images for each scene and the training and evaluation viewpoint allocation
are shown in Tab. 2.

Scenario Synthesized Dataset Realistic Dataset
"Dorm" "Poster" "Plane" "Sakura" "Hall" "Campus" "Highway" "Signboard" "Car" "Neighborhood"

Collected Views 21 21 21 21 20 20 20 21 21 25
Training Views 18 18 18 18 17 17 17 18 18 21

Evaluation Views 3 3 3 3 3 3 3 3 3 4
Table 2: The dataset split details for our proposed LOL-BlurNeRF dataset.
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All images have a resolution of 1120 x 640. The mean value of all pixels in the images is low (less
than 50) and camera motion blur is present in 80% of the images in each scene. As illustrated in
Fig. 1, Fig. 4, Fig. 5 and Fig. 9, poor image quality in each scene leads to a challenging NeRF
reconstruction task.

A.4 Quantitative Ablation Studies

We have conducted detailed ablation studies on all the synthetic scenes in the Tab. 3.

Scene "Dorm" "Poster" "Plane" "Sakura" "Hall" Average
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

NeRF 6.02 .0307 .8030 11.25 .5159 .4061 5.53 .0716 .8418 7.54 .0553 .7186 8.19 .1679 .5048 7.71 .1683 .6549
Preprocess+NeRF 19.09 .5453 .4675 19.07 .7048 .3088 19.66 .5230 .4986 18.73 .5699 .3666 21.34 .6683 .3124 19.58 .6023 .3908

Preprocess+Rigid Blur Kernel 18.89 .5259 .4353 17.23 .5900 .2805 19.13 .5193 .4185 18.23 .5482 .2789 20.43 .6353 .2684 18.78 .5637 .3363
Preprocess+CTP 18.52 .5205 .3654 17.02 .5915 .2415 19.32 .5144 .4048 18.27 .5514 .2715 20.25 .6411 .2577 18.68 .5638 .3082
Preprocess+SND 20.18 .5646 .4390 20.94 .7385 .2811 20.13 .5665 .4873 19.16 .5889 .3568 21.67 .7326 .2801 20.42 .6382 .3689

Preprocess+Rigid Blur Kernel+SND 18.99 .5299 .3630 18.05 .6179 .2598 18.93 .5191 .3954 18.65 .5530 .2752 20.74 .6381 .2434 19.07 .5716 .3074
LuSh-NeRF (Sharp ->Denoise) 18.66 .5008 .3514 17.38 .5860 .2600 19.13 .5213 .4076 18.24 .5420 .2589 20.72 .6386 .2667 18.83 .5577 .3089
LuSh-NeRF (Denoise ->Sharp) 19.06 .5354 .3491 18.12 .6331 .2265 19.34 .5275 .3852 18.94 .5884 .2562 21.09 .6421 .2400 19.31 .5853 .2914

Table 3: Ablation Study of different modules in our LuSh-NeRF. The best performances of each
scenario are marked in the table.

(1) Lines 1 and 2 show that the ScaleUp preprocessing enhances the NeRF’s reconstruction capabili-
ties, resulting in an improved image.

(2) Lines 3 and 4 show that CTP leverages frequency domain information to refine Blur Kernel
predictions, boosting the perceptual quality of the reconstructed images. However, this process may
decrease the PSNR and SSIM scores as it neglects noise interference.

(3) From Lines 2 and 5, the SND module can disentangle noise and scene information from the input
noisy-blurry images, leading to substantial improvements on the PSNR and SSIM metrics. However,
the SND module is not capable of resolving the blur problem, which leads to a minor improvement in
the image’s perceptual quality (more important for the rendered images).

(4) The comparisons between Lines 4, 5, and 8 show that combining SND and CTP modules enhances
image perceptual quality and outperforms using only CTP in terms of PSNR and SSIM scores.

(5) Lines 7 and 8 show that decoupling the noise in the scene first, and then modeling the scene blur is
a more robust restoration order, as it can effectively reduce the interference of noise in the deblurring
process for obtaining better performances.

We have conducted the ablation experiments of the CTP module on two synthetic scenes in the Tab. 4.

Scene "Dorm" "Poster" Average
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

No Threshold 18.99 0.5299 0.3630 18.05 0.6179 0.2598 18.52 0.5739 0.3114
RGB Threshold(T = 32) 19.18 0.5308 0.3580 17.86 0.5896 0.245 18.52 0.5602 0.3015
RGB Threshold(T = 48) 18.71 0.4874 0.4455 17.92 0.6057 0.2418 18.32 0.5466 0.3437
RGB Threshold(T = 64) 18.62 0.4804 0.4474 17.53 0.5947 0.2420 18.08 0.5376 0.3447

CTP Threshold(r = 10, T = 48) 18.95 0.5052 0.3660 18.14 0.6306 0.2275 18.55 0.5679 0.2968
CTP Threshold(r = 30, T = 32) 19.02 0.5310 0.3515 18.23 0.6318 0.2373 18.63 0.5814 0.2944

CTP Threshold(r = 30, T = 48)(Ours) 19.06 0.5354 0.3491 18.12 0.6331 0.2265 18.59 0.5843 0.2878
CTP Threshold(r = 50, T = 48) 19.10 0.5051 0.3634 17.78 0.6114 0.2384 18.44 0.5583 0.3009

Table 4: The ablation studies of the CTP module.

The experimental results show that the frequency filter provides a more desirable mask, which is
superior to the directly obtained mask with RGB intensity thresholds.

A.5 More Visual Results

We provide more visual comparisons between our proposed LuSh-NeRF network and the sota
methods combinations, i.e., LEDNet [67] + NeRF, Restormer [59] + LLNeRF [47], MPRNet [60] +
LLNeRF [47], PairLIE [13] + DP-NeRF [19] and URetinexNet [54] + DP-NeRF [19] in Fig. 9.
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A.6 Comparison with COLMAP-Free NeRF method

COLMAP-free NeRF methods robust to low-light and blur phenomena would be much more helpful
for the problem that we propose. However, existing colmap-free NeRF methods may not handle our
task easily. The table below compares to a COLMAP-Free NeRF [51].

Scene "Dorm" "Poster" "Plane" Average
PSNR SSIM LPIPS PSNR SSIM LPIPS PSNR SSIM LPIPS PSNR SSIM LPIPS

Preprocess+NeRF(COLMAP) 19.75 0.5599 0.4705 19.07 0.7048 0.3088 19.66 0.523 0.4986 19.49 0.5959 0.4260
Preprocess+NeRF−− [51] 18.95 0.5423 0.4762 19.13 0.6935 0.3341 19.62 0.5243 0.5129 19.23 0.5867 0.4411

Table 5: Performance comparison with COLMAP-free NeRF method.

The results demonstrate that the existing COLMAP-free NeRF method cannot effectively handle
low-light scenes with motion blur, due to the inaccurate poses optimized from the image directly.

A.7 The Generalizability of the GIM

The image-matching method used in LuSh-NeRF is GIM [43], which is a state-of-the-art generalizable
image-matching model pre-trained with abundant Internet videos. As mentioned in Section 3.2, we
also utilize a pre-defined threshold to select those high-confidence matches in the results produced by
the GIM, avoiding low-quality matches that may affect the network’s training negatively.

We show some of the matches obtained by GIM on S-NeRF rendered results in Fig. 8.

Synthetic Scene Realistic Scene

Figure 8: The visualization of matching results of GIM [43] on the S-NeRF rendering images.

A.8 Discussion

LuSh-NeRF may have some limitations on certain data, as shown in Fig. 10. Although the noise
in low light images is random and fluctuates greatly, if the noise in certain areas maintains similar
characteristics in multiple viewpoints, LuSh-NeRF may model it as scene information, resulting in
errors in rendering results. Increasing the training image numbers and spanning the range of different
views may alleviate this problem to some extent.
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Figure 9: Qualitative results of different methods on the synthesized datasets.

...

...

view1 view2 viewN...

Novel View Result:

URetinexNet + DP-NeRF MPRNet + LLNeRF Ours

Training View:

PairLIE + DP-NeRF

Preprocess Input:

Input:

Figure 10: A limitation of the proposed LuSh-NeRF. Noise that is relatively similar across views may
be difficult to remove due to the reliance on viewpoint consistency.
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1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We have detailed the main contributions of this paper in the Abstract and
Introduction, and summarized them at the end of the Introduction section.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please refer to Section 5 and the visulization results in Appendix.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: Our work does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We have discussed it in the Subsection 4.2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We have provided the project link in the adstract.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: See Subsection 4.1 and 4.2.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper provides extensive information about the statistical significance of
our experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See Subsection 4.2.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have followed the Ethics Guidelines to conduct our research and prepare
our submission.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: See Appendix A.1.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This work does not pose such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have cited the corresponding papers when using their codes, data, and
models.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We will provide the documentation along with the new assets in our project
page.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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