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Abstract

While RAG demonstrates remarkable capabil-001
ities in LLM applications, its effectiveness is002
hindered by the ever-increasing length of re-003
trieved contexts, which introduces informa-004
tion redundancy and substantial computational005
overhead. Existing context pruning methods,006
such as LLMLingua, lack contextual aware-007
ness and offer limited flexibility in controlling008
compression rates, often resulting in either in-009
sufficient pruning or excessive information loss.010
In this paper, we propose ATTENTIONRAG, an011
attention-guided context pruning method for012
RAG systems. The core idea of ATTENTION-013
RAG lies in its attention focus mechanism,014
which reformulates RAG queries into a next-015
token prediction paradigm. This mechanism016
isolates the query’s semantic focus to a single017
token, enabling precise and efficient attention018
calculation between queries and retrieved con-019
texts. Extensive experiments on LongBench020
and Babilong benchmarks demonstrate that021
ATTENTIONRAG achieves up to 6.3x context022
compression while preserving or even exceed-023
ing the performance of uncompressed contexts.024

1 Introduction025

Retrieval-Augmented Generation (RAG) (Lewis026

et al., 2021) demonstrated remarkable capabilities027

in Large Language Model (LLM) applications such028

as reasoning (Huang and Chang, 2023), question-029

answering (Rajpurkar et al., 2016; Wang et al.,030

2024), and open-ended text generation (Que et al.,031

2024). Although LLMs have demonstrated supe-032

rior performance, they often lack domain knowl-033

edge. By directly leveraging external documents,034

RAG provides a lightweight, cost-efficient solu-035

tion to expand the LLMs’ knowledge base without036

retraining their parameters.037

While effective, RAG-based systems encounter038

significant challenges in handling long contexts. As039

the number of retrieved documents grows, the con-040

text becomes excessively long, introducing large041

Who is the richest 
person in the world 
of 2024?

Query

Bernard Arnault (born 5
March 1949) is a French
businessman
...
Bernard Arnault overtook
Elon Musk as the richest
person in 2024 due to a
21% decline in Musk’ s
wealth, from $245.3
billion to $194.6 billion.
...

Retrieved Context

Large Language Models

Retrieve

Bernard Arnault

Answer

Bernard Arnault overtook
Elon Musk as the richest
person in 2024 due to a
21% decline in Musk’ s
wealth ...

Compressed Context

Bernard Arnault

Answer

Compress

5000+ tokens

<1000 tokens

Figure 1: Illustration of RAG context compression

amounts of redundant and irrelevant information. 042

This issue, as highlighted by Shi et al. (2024), can 043

lead to hallucinations and a decline in the perfor- 044

mance of the LLM (Chiang and Cholak, 2022). 045

To mitigate these issues, recent work has ex- 046

plored context compression techniques (Jiang et al., 047

2023; Cheng et al., 2024). For example, LLM- 048

Lingua (Jiang et al., 2023) compresses prompts 049

by using a budget controller that allocates varying 050

compression ratios to different components of the 051

prompt, such as instructions and demonstrations. 052

However, these methods lack context-awareness, 053

making it challenging to determine the optimal 054

compression ratio for a given LLM, resulting in 055

context redundancy or over-compression. 056

Although attention mechanisms are central to 057

LLMs for content selection, there is limited re- 058

search on using them specifically for context prun- 059

ing during retrieval. This gap is primarily due to 060

two fundamental challenges that hinder the effec- 061

tiveness of attention in the retrieval architecture: 062

(1) The long nature of RAG contexts exacerbates 063

attention dilution (Hsieh et al., 2024; Zhu et al., 064

2024). When the context is excessively long, the 065

attention scores are spread thin, causing the model 066

to allocate less focus to any single token. This di- 067

lution of attention reduces the ability of the model 068

to concentrate on the most relevant parts of the 069
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Compressed Prompt

Sibley,<0x0A> on account of his long familiarity 
with Indian character, was placed <0x0A> in 

command of the troops ordered to assemble at St. 
Daniel journeyed to the kitchen . Daniel journeyed 

to the office. ...

Sibley,<0x0A> on account of his long familiarity 
with Indian character, was placed <0x0A> in 

command of the troops ordered to assemble at St. 
Daniel journeyed to the kitchen . Daniel journeyed 

to the office. ...

Long Context Chunks

Sibley, on account of his long familiarity with
Indian character, was placed in command of the
troops ordered to assemble at St. Daniel
journeyed to the kitchen . Daniel journeyed to
the office. 

Query

Where is Daniel?

Prefix

Daniel is in the <target>

Sibley,<0x0A> on account of his long familiarity with Indian 
character, was placed <0x0A> in command of the troops 

ordered to assemble at St. Daniel journeyed to the 
kitchen . Daniel journeyed to the office. ...

Sibley,<0x0A> on account of his long familiarity with Indian 
character, was placed <0x0A> in command of the troops 

ordered to assemble at St. Daniel journeyed to the 
kitchen . Daniel journeyed to the office. ...

Concatenated Prompt
Sibley, on account of his long familiarity with Indian
character, was placed in command of the troops ordered
to assemble at St. Daniel journeyed to the kitchen .
Daniel journeyed to the office. 
...
Question: Where is Daniel?
Answer: Daniel is in the office

Daniel journeyed to the
kitchen . Daniel journeyed
to the office. ...

Step 1: Construct Answer Prefix

Step 2: Compute Attention Scores

Step 3: Attention-guided
Compression

Answer

LLM Attention

Retrieve

Attention of 
<target>

Figure 2: Illustration of ATTENTIONRAG

retrieved context; and (2) The sentence-based na-070

ture of the query makes it challenging to directly071

align with critical content in the context. The atten-072

tion score distribution varies across tokens within073

a sentence, with some tokens focusing on semantic074

information while others attend to details (Clark075

et al., 2019; Gu et al., 2022). For instance, in the076

sequence “Mary is in the car,” the attention score of077

“in” tends to focus on semantic relationships, while078

“car” focuses more on a specific detail. Therefore,079

the query lacks the explicit or semi-structured ref-080

erence points (such as keywords or pivotal terms)081

needed to guide the attention mechanism toward082

the most salient parts of the context.083

In this paper, we propose a novel methodol-084

ogy called ATTENTIONRAG (Attention-Guided085

Retrieval-Augmented Generation), which improves086

the relevance of the information extracted from087

the retrieved context by leveraging attention scores088

from intermediate layers of LLMs. To enable atten-089

tion across queries and context, ATTENTIONRAG090

introduces an attention focus mechanism that iso-091

lates the query’s semantic focus to a single token,092

enabling precise and efficient attention computa-093

tion between queries and retrieved contexts in a094

single pass. More specifically, for each query (e.g,095

“Where is Daniel?”), we construct an answer hint096

prefix (e.g., “Daniel is in the ____”) in a <next-097

token-prediction> format. Next, we take the re-098

trieved context, the query, and the constructed an-099

swer prefix as input to an LLM. The missing next100

token in the prefix stands for the focal point of the101

query, guiding the LLM’s attention to each token102

in the context. Finally, we produce a compressed103

context by selecting sentences from the original104

context with the top-k attended tokens.105

Extensive experiments on LongBench (Bai et al., 106

2024) and BABILong (Kuratov et al., 2024) demon- 107

strate that our method achieves up to 6.3x context 108

compression while maintaining or exceeding the 109

performance of uncompressed contexts. The re- 110

sults suggest that ATTENTIONRAG not only facili- 111

tates the extraction of relevant information but also 112

enhances the model’s reasoning capabilities. Par- 113

ticularly, it achieves these benefits without requir- 114

ing additional training, making it highly adaptable 115

across different models and practical for real-world 116

applications. 117

Our key contributions are as follows: 118

• We propose a lightweight, transferable, and 119

question-aware method for long-context prun- 120

ing in RAG systems. 121

• We introduce a novel attention focus mech- 122

anism by reformulating RAG queries into a 123

next-token prediction template, enabling pre- 124

cise and efficient computations of attention 125

between queries and retrieved contexts. 126

• We conduct extensive experiments on Long- 127

Bench and Babilong benchmarks. Results 128

demonstrate the effectiveness of ATTENTION- 129

RAG in long-context RAG systems. 130

2 Preliminaries 131

2.1 Retrieve-Augmented Generation 132

Retrieve-Augmented Generation (RAG) is a frame- 133

work that enhances the capabilities of LLMs by 134

integrating external knowledge through retrieval. 135

A RAG system typically consists of two compo- 136

nents: a retriever, which fetches relevant docu- 137

ments, called contexts, from a large corpus based 138
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on a query, and a generator, which generates an139

answer using both the retrieved context and the140

model’s internal knowledge. This combination141

enables more accurate and contextually relevant142

outputs, especially for tasks requiring detailed or143

up-to-date information that might not be present in144

the model’s training data.145

2.2 Attention Mechanism in LLMs146

The attention mechanism is a key component in147

modern LLMs, allowing the model to focus on dif-148

ferent parts of the input sequence (Vaswani et al.,149

2023). For a given context 𝑐, the mechanism cal-150

culates a score for each token 𝑡 ∈ 𝑐 based on its151

relevance to other tokens:152

Attention𝑙 (𝑐, 𝑡) = Softmax

(
𝑄𝑙𝐾

𝑇
𝑙√

𝑑𝑘

)
𝑉𝑙 (1)153

where: 𝑄𝑙 is the query matrix at layer 𝑙, 𝐾𝑙 is the154

key matrix at layer 𝑙, 𝑉𝑙 is the value matrix at layer155

𝑙, 𝑑𝑘 is the dimensionality of the key vectors.156

The scores indicate how much “focus” the token157

receives from the model, providing insights into158

which tokens are most relevant in a given context.159

This enables it to be used for text compression,160

where selecting tokens with high attention scores161

can reduce the input to the model while retaining162

the most important information (Tarzanagh et al.,163

2023). Although attention is central to LLMs, it suf-164

fers from dilution in handling long contexts (Hsieh165

et al., 2024).166

3 Method167

In this work, we propose a novel approach to opti-168

mize RAG systems by compressing the retrieved169

context without compromising performance.170

Problem Formulation Given a query 𝑞, a RAG171

system retrieves a relevant set of documents172

{𝑑1, . . . , 𝑑𝐾} from a text corpus 𝐷. The retrieved173

documents are concatenated into a retrieved con-174

text 𝑐 = 𝑑1 ⊕ . . . ⊕ 𝑑𝑁 . A large language model175

𝑃𝜙 (𝑎 |𝑞, 𝑐) takes the question and the retrieved con-176

text 𝑐 as input and produces an answer 𝑎 to the177

question. Our goal is to compress the retrieved178

context 𝑐 into a dense one 𝑐′ such that |𝑐′ | ≪ |𝑐 |179

while the LLM maintains the quality of generated180

answers when taking 𝑐′ as input.181

In this paper, we propose a novel attention-182

guided context pruning method called ATTENTION-183

RAG. The key idea of ATTENTIONRAG is re-184

formulating each RAG query into a next-token- 185

prediction template (called answer hint prefix). 186

This strategy allows the LLM to calculate the query- 187

context attention through one token, therefore sig- 188

nificantly improving the alignment between query 189

and context, and reducing the time complexity for 190

attention calculation. 191

Figure 2 shows the overall structure of our 192

method. The pipeline involves three key steps: 193

First, we generate an answer hint prefix for each 194

query (§3.1); Next, the generated prefix is ap- 195

pended to the original query and context as in- 196

put to the LLM. The LLM is instructed to predict 197

the follow-up token to the answer prefix, obtain- 198

ing the attention scores (§3.2). Finally, we per- 199

form attention-guided compression: using attention 200

scores from a language model, we identify and re- 201

tain the most relevant parts of the retrieved context. 202

Each of the steps is elaborated in the following 203

sections. 204

3.1 Construct Answer Hint Prefix 205

To improve the alignment between the query and 206

context, we associate each query with an answer 207

hint prefix that allows the LLM to calculate the 208

query-context attention through one focal token. 209

For each query, an answer hint prefix is defined 210

as an incomplete answer to the query in a next- 211

token-prediction format, where the blank token to 212

be predicted serves as the focal token of the query, 213

directing the LLM’s attention to the most relevant 214

parts of the context. For instance, as shown in 215

Figure 2, for the query “Where is Daniel?”, the 216

corresponding answer hint prefix can be “Daniel 217

is in the ___”. When we take the context, query, 218

and the answer hint prefix as input to the LLM, the 219

token to be predicted by the model, such as “park”, 220

becomes the focal point of the query, directing the 221

model’s attention to the most relevant parts of the 222

context and ensuring that the attention calculation 223

focuses on the crucial information related to the 224

query. 225

We prompt the LLM to construct the answer 226

hint prefix1. In detail, according to the query’s 227

grammatical attributes, we categorize the answer 228

hint prefix into two types : empty and non-empty 229

ones. For example, queries like wh-questions, the 230

hint prefix can be derived by the query itself. In 231

contrast, queries like yes/no-questions, where the 232

answer’s first token is "Yes/No", already align with 233

1We use GPT-4o Mini for the generation, the prompt detail
can be referred to §B.
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the next-token-prediction paradigm. Leveraging234

the semantic understanding capabilities of LLMs,235

we prompt them with example answer hint prefix of236

various types questions to automatically determine237

the type and generate the answer prefix hint.238

By focusing attention on the focal token, this ap-239

proach enhances both the precision and efficiency240

of the attention mechanism. The single-token focus241

accelerates computations by reducing the number242

of tokens involved in attention calculations. Simul-243

taneously, concentrating on a target token—such as244

"car" in the sentence "Daniel is in the car"—enables245

the model to effectively identify and prioritize the246

most relevant information in the context.247

3.2 Compute Attention Features from LLM248

In this part, we aim to compute attention features249

based on the focal token. To address the issue of250

diluted attention scores, we divide the retrieved251

context 𝐶 produced by the RAG framework into252

smaller chunks. We adopt a uniform chunking strat-253

egy, assuming each chunk consists of𝑚 tokens. Let254

𝑐1, . . . , 𝑐𝑛 represent the resulting chunks, where255

𝑛 = ⌈|𝐶 |/𝑚⌉. For each chunk 𝑐 𝑗 , we concatenate256

the chunked context, query, instruction(we instruct257

the LLM to generate "none" after hint prefix if the258

chunk is irrelevant, which will be used in §3.3) and259

the generated answer hint prefix and feed this into260

the LLM. The LLM is then instructed to perform261

next-token prediction and compute the attention262

scores.263

We define 𝑎 𝑗 as the first token generated follow-264

ing the answer hint prefix in chunk 𝑗 . The attention265

feature 𝐴 𝑗 for 𝑎 𝑗 is computed as the sum of atten-266

tion scores over all layers of the model, focusing267

on context tokens:268

𝐴 𝑗 =

𝐿∑︁
𝑙=0

Attention𝑙 (𝑐 𝑗 , 𝑎 𝑗) (2)269

where 𝐿 is the total number of layers in the model,270

and Attention𝑙 (𝑐 𝑗 , 𝑎1) is the attention score at layer271

𝑙 for the token 𝑎1 relating to the context chunk272

𝑐 𝑗 . This score is computed by the self-attention273

mechanism at each layer, capturing both local and274

global dependencies in the input.275

The total attention feature 𝐴𝑖 reflects the model’s276

focus on the most relevant components of the input277

when generating the first token, and is the sum of278

the attention values across all layers. We choose279

to sum across all layers for analysis because the280

attention distribution in each layer can vary de-281

pending on the task. For easier tasks, earlier layers282

may already capture sufficient information to gen- 283

erate the final answer, while for more difficult tasks, 284

the model might rely on the later layers (Jin et al., 285

2025). Since the function of each layer can vary 286

from task to task, focusing on a single layer or 287

a subset of layers could introduce bias in the at- 288

tended information. To mitigate this issue, we sum 289

the attention across all layers, which helps reduce 290

task-specific bias. The choice of attention layers 291

will be further explored in the ablation study in 292

§5.3. 293

3.3 Compress with Attention 294

For each chunk, after generating the focal token, 295

we first check whether this token is "none." If this 296

is the case, we skip the chunk, as it is deemed 297

irrelevant to the task. If the focal token is valid, we 298

proceed by identifying the tokens in the context that 299

have the highest attention features with respect to 300

the focal token. These attention features represent 301

how much each token in the context is relevant to 302

the focal token, which serves as the focal point of 303

the query. 304

Next, we select the top-𝑘 tokens based on their 305

attention features, as these tokens are considered 306

the most relevant to the focal token. To ensure that 307

the context used for generating the final response 308

is both relevant and concise, we focus on the sen- 309

tences that contain these top-𝑘 tokens. By selecting 310

these sentences, we retain the information most 311

pertinent to the focal token. These selected sen- 312

tences are then concatenated to form a compressed 313

context 𝑐′
𝑗
. 314

𝑐′
𝑗
= Concat

({
𝑠 | 𝑡𝑟 ∈ Top-𝑘 (𝐴 𝑗) and 𝑡𝑟 ∈ 𝑠

})
(3) 315

where 𝑠 denotes a selected sentence. 316

3.4 Time Efficiency and Batch Generation 317

Since we employ a next-token prediction paradigm, 318

only one focal token needs to be generated for each 319

chunk. Furthermore, as each chunk is processed 320

independently, batch generation can be used to ac- 321

celerate the process. This approach results in high 322

time efficiency. 323

We provide the pseudocode of our method in 324

Algorithm 1 in Appendix. 325

4 Experimental Setup 326

In this experiment, we evaluate the efficacy of AT- 327

TENTIONRAG in long context compression. 328

4



4.1 Datasets329

Due to fluctuations in the experimental results, each330

experiment was conducted three times, and the final331

result is the average of these trials. We evaluate332

ATTENTIONRAG in two key aspects: long context333

understanding and long context reasoning, reflected334

in two suites of benchmarks respectively:335

LongBench (Bai et al., 2024): LongBench pro-336

vides an extensive framework to evaluate an LLM’s337

ability to comprehend and process long-form texts.338

It encompasses a diverse suite of tasks—including339

complex information extraction, multi-step rea-340

soning, and coherent text generation—that are341

designed to challenge models when key details342

are interspersed throughout extended passages.343

For our experiments, we specifically incorporate344

datasets such as TriviaQA (Joshi et al., 2017), Hot-345

potQA (Yang et al., 2018), and 2WikiMQA (Ho346

et al., 2020), as each brings unique demands: Trivi-347

aQA assesses fact retrieval over long contexts, Hot-348

potQA emphasizes multi-hop reasoning across dis-349

persed clues, and 2WikiMQA tests the model’s350

ability to synthesize information from multiple351

sources. To ensure zero-shot consistency in test-352

ing, we do not use the example section from Long-353

Bench/TriviaQA.354

BABILong (Kuratov et al., 2024): The BABI-355

Long benchmark provides a comprehensive frame-356

work for evaluating an LLM’s ability to reason357

over long contexts. It includes 20 varied tasks,358

such as fact chaining, simple induction, deduction,359

counting, and list/set manipulation, which become360

increasingly challenging when the relevant infor-361

mation is spread across extended natural texts. To362

assess ATTENTIONRAG’s reasoning capabilities,363

we select test splits of 1kqa1, 2kqa1, and 4kqa1364

tokens to demonstrate its performance across dif-365

ferent context lengths.366

4.2 Metrics367

We measure the effectiveness of compression using368

three metrics:369

Exact Match (EM): Measures the percentage of370

predicted answers that exactly match the ground-371

truth answers.372

LLM-as-a-judge scores: We leverage GPT-373

4 (et al., 2024) to assess the correctness of the374

model-generated answers. Specifically, we input375

the question, the model-generated answer, and the376

ground truth answer into GPT-4, asking it to deter-377

mine whether the provided answer is correct. The 378

prompt used for the scoring can be found in §B. 379

Compression Ratio (CR): The ratio of tokens in 380

the original context to the compressed context, de- 381

fined as: 382

𝐶𝑅 =
# tokens in original context

# tokens in compressed context
383

4.3 Baselines 384

We compare ATTENTIONRAG with the LLMLin- 385

gua family, which includes LLMLingua (Jiang 386

et al., 2023), LongLLMLingua (Jiang et al., 2024), 387

and LLMLingua2 (Pan et al., 2024). Specifically, 388

we choose LLMLingua2 and LongLLMLingua for 389

baseline. They are state-of-the-art context compres- 390

sion methods. These baselines consist of question- 391

aware methods (LongLLMLingua) and question- 392

unaware methods (LLMLingua and LLMLingua2). 393

The variety in baseline selection highlights the ro- 394

bustness of ATTENTIONRAG. To ensure a fair com- 395

parison, we maintain a compression rate for the 396

LLMLingua family that is equal to or greater than 397

that of ATTENTIONRAG. Additionally, we com- 398

pare our results against the uncompressed context 399

for reference, denoted as “Original Prompt”, and 400

random compression, denoted as “Random”. 401

4.4 LLMs for Compression 402

We select two open-source LLMs for evaluation, 403

Llama-3.1-8B-Instruct (Dubey et al., 2024) and 404

Qwen-2.5-7B-Instruct (Yang et al., 2025). We ex- 405

periment with both 8B and 70B versions of Llama- 406

3.1-Instruct as our compression model, denoted 407

as ATTENTIONRAG (8B) and ATTENTIONRAG 408

(70B) respectively. Detailed hyperparameter con- 409

figurations are provided in the Appendix §B.3. 410

5 Results 411

5.1 Overall Results 412

As the results in Tables 1 and 2 show, ATTEN- 413

TIONRAG outperforms nearly all baseline meth- 414

ods across the benchmarks, consistently achieving 415

superior results. On the LongBench benchmark, 416

which includes contexts of tens of thousands of to- 417

kens, ATTENTIONRAG outperforms all LLMLin- 418

gua methods across nearly all metrics. Specifically, 419

in TriviaQA, ATTENTIONRAG outperforms the 420

uncompressed method in EM score, demonstrating 421

the effectiveness of our approach. However, the 422

low compression ratio is due to two parallel fac- 423

tors: the scattering of relevant information across 424
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Model Method
2WikiMQA HotpotQA TriviaQA

EM↑ LLM Judge↑ CR↑ EM↑ LLM Judge↑ CR↑ EM↑ LLM Judge↑ CR↑

Llama-3.1-8B-Instruct

Original Prompt 0.49 0.46 1.0x 0.50 0.62 1.0x 0.87 0.80 1.0x

Random 0.21 0.15 5.0x 0.05 0.01 3.3x 0.76 0.73 1.7x
LLMLingua2 (small) 0.24 0.26 5.0x 0.40 0.45 3.3x 0.86 0.82 1.7x
LLMLingua2 (large) 0.33 0.30 5.0x 0.44 0.51 3.3x 0.84 0.76 1.7x

LongLLMLingua 0.23 0.22 3.3x 0.33 0.40 3.3x 0.83 0.72 1.7x
ATTENTIONRAG (8B) 0.39 0.36 6.3x 0.45 0.55 3.7x 0.84 0.77 2.0x
ATTENTIONRAG (70B) 0.42 0.38 15x 0.48 0.61 5.6x 0.89 0.81 1.7x

Qwen2.5-7B-Instruct

Original Prompt 0.56 0.46 1.0x 0.58 0.68 1.0x 0.94 0.82 1.0x

Random 0.18 0.06 5.0x 0.04 0.01 3.3x 0.65 0.51 1.7x
LLMLingua2 (small) 0.29 0.27 5.0x 0.43 0.47 3.3x 0.91 0.80 1.7x
LLMLingua2 (large) 0.40 0.28 5.0x 0.48 0.58 3.3x 0.87 0.81 1.7x

LongLLMLingua 0.31 0.18 4.0x 0.28 0.31 3.3x 0.83 0.73 1.7x
ATTENTIONRAG (8B) 0.41 0.28 6.3x 0.51 0.54 3.7x 0.83 0.73 2.0x
ATTENTIONRAG (70B) 0.41 0.30 15x 0.53 0.56 5.6x 0.88 0.80 1.7x

Table 1: Performance of different methods in 2WikiMQA, HotpotQA and TriviaQA dataset.

Model Method
1K 2K 4K

EM↑ LLM Judge↑ CR↑ EM↑ LLM Judge↑ CR↑ EM↑ LLM Judge↑ CR↑

Llama-3.1-8B-Instruct

Original Prompt 0.74 0.64 1.0x 0.67 0.57 1.0x 0.71 0.60 1.0x

Random 0.11 0.04 2.9x 0.09 0.05 3.3x 0.05 0.04 3.3x
LLMLingua2 (small) 0.55 0.41 2.9x 0.38 0.29 3.3x 0.36 0.29 3.3x
LLMLingua2 (large) 0.69 0.51 2.9x 0.53 0.41 3.3x 0.49 0.37 3.3x

LongLLMLingua 0.63 0.59 2.9x 0.43 0.38 3.3x 0.47 0.36 3.3x
ATTENTIONRAG (8B) 0.74 0.65 3.8x 0.58 0.49 3.8x 0.53 0.41 5.6x

Qwen2.5-7B-Instruct

Original Prompt 0.87 0.78 1.0x 0.75 0.71 1.0x 0.80 0.75 1.0x

Random 0.04 0.04 2.9x 0.05 0.03 3.3x 0.04 0.01 3.3x
LLMLingua2 (small) 0.49 0.38 2.9x 0.37 0.30 3.3x 0.34 0.24 3.3x
LLMLingua2 (large) 0.70 0.52 2.9x 0.55 0.41 3.3x 0.50 0.38 3.3x

LongLLMLingua 0.54 0.47 2.9x 0.35 0.29 3.3x 0.37 0.29 3.3x
ATTENTIONRAG (8B) 0.88 0.76 3.8x 0.62 0.57 3.8x 0.66 0.59 5.6x

Table 2: Comparison of different methods on BABILong.

the context and the use of uniform hyperparame-425

ters. All these factors contribute to the lower ratio,426

which we aim to enhance. We discuss this in more427

detail in the Ablation Study.428

Similar results can be observed in the BABILong429

benchmark, which involves a wider range of RAG430

context lengths. Our method consistently outper-431

forms all LLMLingua methods while achieving the432

highest compression ratio, further demonstrating433

the effectiveness of ATTENTIONRAG in varying434

context sizes.435

5.2 Case Study436

Table 3 presents a practical example of ATTEN-437

TIONRAG, demonstrating how our method effec-438

tively compresses the context while maintaining439

both accuracy and readability. Unlike the origi-440

nal context, which contains redundant information441

that can negatively affect the response quality, AT-442

TENTIONRAG generates a concise and coherent 443

output with minimal token usage. Other methods, 444

such as LLMLingua2, while providing a more com- 445

pact result, produce fragmented and less readable 446

responses that lose coherence and relevance. Simi- 447

larly, LongLLMLingua, despite reducing the con- 448

text, fails to provide a clear and focused answer. In 449

contrast, ATTENTIONRAG generates the correct 450

answer, “Ozalj,” with the highest compression ra- 451

tio, illustrating its ability to preserve the essential 452

information. This highlights ATTENTIONRAG ’s 453

capacity to enhance overall response quality, effec- 454

tively balancing compression and clarity without 455

introducing unnecessary complexity. 456

5.3 Ablation Study 457

Efficiency Analysis As discussed in §3, we di- 458

vide the context into smaller chunks and use atten- 459

tion mechanisms for compression. To speed up the 460
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Query: Where was the wife of Francis I Rákóczi born? Answer: Ozalj
Original Context: Passage 1: Waldrada of Lotharingia Waldrada was the mistress, and later the wife,

of Lothair II of Lotharingia. Biography Waldrada’s family origin is uncertain.
The prolific 19th-century French writer Baron Ernouf suggested that Waldrada
was of noble Gallo-Roman descent, sister of Thietgaud... (7003 tokens)

city of Gyulafe-
hérvár, Transyl-
vania. ×

Random: drada„ of. th-century French Baron Er of-R sister ofga bishopther arch of, not
any socialoli,... (1400 tokens)

The text does
mention it. ×

LLMLingua2: Waldrada Lotharingia mistress Lothair II Gallo sister Thietgaud niece Gunther
Vita Sancti related Eberhard II Etichonids 855 Lothar II married Teutberga 858
862 Nicholas 863Charles ...(632 tokens)

Munkács.×

LongLLMLingua: Passage:Waldrada theressairia. is The proific 1th French Baron Ern thatadaoman,
sister of Th Trier, Gun of and have suggested of social though anatic.itactoli
thatada Ehard II,edbourgichon . ... (920 tokens)

Hungary. ×

ATTENTIONRAG: ... Life Early years and family Ilona was born Ilona Zrínyi in Ozalj ... She was
the daughter of Petar Zrinski, Ban (viceroy) of Croatia, the niece of both Miklós
Zrínyi and Fran Krsto Frankopan and the wife of Francis Rákóczi I ... (273
tokens)

Ozalj ✓

Table 3: Examples of compression results by various methods

process, we can design the prompt with an answer461

template that allows the overall generation time to462

be equal to the forward pass time of the compres-463

sion model plus the compressed generation time of464

the generation model. Since a lightweight model is465

used for compression, the overall generation time466

is significantly reduced.467

Attention Layer Choice In LLMs, attention mech-468

anisms across different layers capture varying lev-469

els of information. Specifically, earlier layers often470

focus on syntactic structures, while deeper layers471

tend to capture more abstract semantic representa-472

tions (Ben-Artzy and Schwartz, 2024). This hier-473

archical processing enables LLMs to effectively474

understand and generate complex language pat-475

terns (Jin et al., 2025). We adopt a comprehensive476

approach by aggregating attention scores across477

all layers for compression. As discussed in §3.2,478

this method ensures that the compression process479

leverages the full spectrum of information captured480

by the model and mitigate the potential attention481

bias across layers. We compare our aggregated482

approach using all layers with methods using dif-483

ferent layer subsets (shallow, middle, and deep).484

To evaluate the effectiveness of these approaches,485

we conduct experiments on the HotpotQA dataset486

using the Llama-3.1-8B-Instruct model. As shown487

in Table 4, our method of summing attention scores488

across all layers outperforms the subset-layer ap-489

proaches, supporting our hypothesis that leveraging490

the full spectrum of information captured across all491

layers provides better performance.492

Hyperparameters We conduct ablation studies on493

two hyperparameters: the chunk size that we fur-494

Layer Subsets EM↑ LLM Judge ↑ CR↑
0 - 10 0.35 0.43 4.5x
11 - 20 0.38 0.50 3.6x
21 - 31 0.40 0.48 3.7x

0 - 31 0.42 0.54 3.6x

Table 4: Performance on HotpotQA with different sub-
set of layers

ther partition the retrieved lengthy contexts (§3) 495

and the number of Tok-𝐾 tokens for selecting the 496

sentence in each chunk in the attention-based com- 497

pression process (§3.3). For longer contexts (e.g., 498

LongBench tasks), we increase the chunk size and 499

use higher top-K values, as the information is more 500

dispersed and larger chunks require a higher top-K 501

to avoid internal bias. In contrast, for shorter con- 502

texts (e.g., Babilong tasks), we use smaller chunk 503

sizes and lower top-K values to better capture the 504

relevant information. 2 We conducted experiments 505

on the TriviaQA dataset, separately testing various 506

configurations of chunk sizes and K values. As 507

shown in Table 5, we find that decreasing K and 508

increasing the chunk size significantly reduce the 509

compression ratio, while only slightly affecting the 510

model’s performance. This is because these factors 511

may decrease the relative context retrieved in each 512

chunk. Therefore, in addition to a fixed compres- 513

sion ratio, we introduce more dynamic parameters 514

to better control the balance between efficiency and 515

performance. 516

2The hyperparameter settings for these experiments are
detailed in §B.
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Chunk Size Top-K EM↑ LLM Judge ↑ CR↑
300 5 0.80 0.73 3.2x
300 10 0.84 0.75 2.2x
300 15 0.87 0.77 1.9x

100 10 0.90 0.79 1.9x
200 10 0.88 0.77 2.2x
400 10 0.85 0.77 2.4x

Table 5: Performance on TriviaQA with different chunk
sizes and top-K values

Size of Compression Models To assess the effec-517

tiveness of our lightweight compression model, we518

compare the results of compressing LLaMA-3.1-519

Instruct 8B against LLaMA-3.1-Instruct 70B. Our520

findings indicate that within the attention mecha-521

nism, the lightweight model delivers performance522

comparable to the larger model, suggesting that523

smaller models can achieve similar results. As524

shown in Table 1, the difference in performance525

between the large and small models is small, high-526

lighting that when only attention scores are re-527

quired, the smaller model is sufficiently capable528

for the compression task and can significantly en-529

hance efficiency.530

6 Related Work531

Retrieval-Augmented Generation RAG has532

demonstrated effectiveness in various domains,533

such as open-domain question-answering (Han534

et al., 2024). However, the presence of redun-535

dant and irrelevant retrieved information can signif-536

icantly hinder the performance of LLMs (Shi et al.,537

2023). To address this challenge, numerous meth-538

ods have been proposed to improve the quality of539

retrieved information (Wang et al., 2023; Xu et al.,540

2023). For instance, Wang et al. (2023) presents a541

technique that trains models to identify and filter542

out irrelevant contexts in RAG systems, thereby543

enhancing both retrieval accuracy and downstream544

task performance. Xu et al. (2023), on the other545

hand, proposes a method that leverages context546

compression by training extraction models, which547

retain critical information while minimally impact-548

ing performance. In contrast to these approaches,549

ATTENTIONRAG relies on the inherent ability of550

LLMs to recognize useful information within their551

hidden states without requiring additional training,552

and can be applied to common compression prob-553

lems. Our method not only achieves superior per-554

formance but is also more transferable and readily555

applicable across different models.556

Prompt Compression To address the efficiency 557

and cost challenges of long-context generation, 558

various prompt compression methods have been 559

proposed. These methods can be broadly catego- 560

rized into soft prompts and hard prompts. In the 561

domain of soft prompts, Mu et al. (2024) intro- 562

duces the gist token, achieving a high compres- 563

sion rate with minimal performance loss. Simi- 564

larly, Li et al. (2024) compresses long contexts into 565

a single special token, retaining 50% to 70% of 566

the original performance while significantly reduc- 567

ing input length. For hard prompts, Jiang et al. 568

(2023) presents LLMLingua, a method that identi- 569

fies and removes unimportant tokens from prompts, 570

optimizing inference efficiency. Building upon 571

this, Jiang et al. (2024) proposes LongLLMLingua, 572

which further enhances the ability of language mod- 573

els to capture key information in long-context sce- 574

narios through prompt compression. This approach 575

achieves up to a 17.1% performance improvement 576

with a 4x compression ratio, effectively address- 577

ing the computational and latency challenges of 578

processing long contexts. Additionally, Pan et al. 579

(2024) introduces LLMLingua-2, a task-agnostic 580

prompt compression method trained via data dis- 581

tillation from GPT-4 for token classification with 582

a BERT-level encoder. LLMLingua-2 excels in 583

handling out-of-domain data, offering 3x-6x faster 584

performance compared to its predecessors. In con- 585

trast to these methods, ATTENTIONRAG focuses 586

on improving LLM performance by leveraging ex- 587

plainable contexts derived from internal features. 588

Our experiments will compare ATTENTIONRAG 589

with LLMLingua2 and LongLLMLingua to high- 590

light its effectiveness and efficiency. 591

7 Conclusion 592

In this paper, we propose ATTENTIONRAG, a 593

novel attention-guided context pruning method for 594

RAG systems. The core part of our method is 595

the formatted attention focus mechanism, which 596

constructs an answer hint prefix in a next-token- 597

prediction format for each query, guiding the LLM 598

to pay attention to relevant tokens in the retrieved 599

context through one token. We conduct exten- 600

sive experiments on the LongBench and Babilong 601

benchmarks. Results show that ATTENTIONRAG 602

achieves up to 6.3x context compression while pre- 603

serving or even exceeding the performance of un- 604

compressed contexts. 605
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Limitation606

In this section, we faithfully discuss the current lim-607

itations and potential avenues for future research.608

Although we introduce the answer hint prefix609

paradigm, which can be effectively applied to610

a wide range of queries, there remain complex611

queries that it cannot fully address. For exam-612

ple, queries containing multiple sub-questions can-613

not be easily handled by locating a single focal614

token through the hint prefix. We propose that fu-615

ture work could explore query decomposition into616

smaller, unit queries, allowing for separate com-617

pression of each part.618

Regarding the attention feature computation, we619

currently aggregate attention scores across all lay-620

ers. However, we believe this process can be opti-621

mized using more sophisticated algorithms to im-622

prove efficiency.623

Additionally, while we propose a dynamic com-624

pression ratio, we have not yet developed methods625

for explicitly controlling or instructing the desired626

ratio. Determining and setting precise parameters627

to achieve a specific compression ratio is a chal-628

lenging task. In future work, we aim to investigate629

ways to provide more flexible and accurate control630

over the compression ratio.631
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A Pseudocode811

The Pseudocode of ATTENTIONRAG is provided812

in Algorithm 1. The algorithm takes a retrieved813

long context, query, and two language models as814

input. First, it generates an answer hint prefix815

based on the query to guide the attention mech-816

anism. Then, it splits the long context into chunks817

of size m. For each chunk, it generates an anchor818

token using the compression model. If the anchor819

token is valid (not “none”), it computes attention820

features using the anchor token and compresses the821

chunk accordingly. Finally, all compressed chunks822

are concatenated and used with the original query823

to generate the final answer.824

Algorithm 1 Pseudocode of ATTENTIONRAG.
1: Input: Retrieved long context 𝐶, query 𝑞, gen-

eration model 𝐿, compression model 𝐿𝐶
2: Output: Generated sequence 𝑦
3:

4: Generate Answer Hint Prefix
5: Get answer hint prefix 𝑝 through 𝐿 with 𝑞
6: Chunking
7: Generate chunks 𝑐1, . . . , 𝑐𝑛 by partitioning 𝐶

with chunk size 𝑚, where 𝑛 = ⌈|𝐶 |/𝑚⌉
8: Initialize empty variable 𝐶′

9: Compressing with Attention
10: for 𝑗 = 1 to 𝑛 do
11: Generate the anchor token 𝑎1 with 𝐿𝐶 , 𝑐 𝑗 ,

𝑞, and 𝑝
12: if 𝑎1 is "none" then
13: continue
14: else
15: Obtain Attention Features 𝐴1 with 𝑎1

and 𝑐 𝑗 ⊲ Eq. (2)
16: Get compressed 𝑐′

𝑗
according to 𝐴1 and

𝑐 𝑗 ⊲ Eq. (3)
17: Append 𝑐′

𝑗
to 𝐶′

18: end if
19: end for
20: Generate 𝑦 from 𝐿 with 𝐶′ and 𝑞
21: Return Generated sequence 𝑦

B Implementation Details825

B.1 Prompt for generating answer prefix hint826

We use the following prompt for generating answer827

prefix hint according to each query.828

You are a formatting assistant. Given a
question, your task is to generate a corre-
sponding answering format. The format
should maintain the same structure as the
question but transform it into an incomplete
answer template. If it is impossible to
generate a format, return “None”.

The format is like an complete an-
swer, but truncated before the key word,
and the key word is not included in the
format.

For instance, if the question is “Where is
Daniel?”, the format should be “Daniel is
in the”, as the next word is the key word.

Note: For yes/no questions, such as
“Is Tom here?”, return “None” because
these questions are typically answered with
“yes” or “no” and do not have a natural
continuation that leads to a single keyword.

Examples:
1. Question: Where is Daniel?
Format: Daniel is in the

2. Question: What time is it?
Format: It is

3. Question: Who is responsible for this?
Format: The person responsible for this is

4. Question: Which film was released more
recently, Dance With A Stranger or Miley
Naa Miley Hum?
Format: The film released more recently
was

5. Question: Is Tom here?
Format: None

In generation , you should only return the
format, not any other text.
Now, here’s a new question:
Question: question
Format:

829

B.2 Prompt for generating anchor token 830

We use the following prompt to generate the anchor 831

token for computing attention featrues. 832
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You will be given a long context begin with
’Context:’, a question begin with ’Ques-
tion:’, and a hint begin with ’Hint:’. Please
answer the question.
Context: {chunk}
Hint: You should answer begin with {pre-
fix_hint}, if there is no useful information
in the context for the question in the context
and you really don’t know the answer, just
answer prefix_hint none.
Question: {question}
Answer:
{prefix_hint}

833

B.3 Hyperparameter settings834

To reduce the randomness, we use greedy decoding835

in open-source LLMs generation. For the chunk836

size and 𝐾 in the attention-based compression pro-837

cess, we set them according to the context length in838

different benchmarks. In LongBench, where con-839

texts are quite long, we use larger chunk size and840

𝐾 , in contrast, in BABILong, where we choose to841

experiment with mid-sized context, we use smaller842

chunk size and 𝐾 . The detailed setting is shown in843

Table 6.

Dataset Chunk_Size 𝐾

HotpotQA 300 12
2WikiMQA 300 15
TriviaQA 150 8
BABILong 1k 50 8
BABILong 2k 100 10
BABILong 4k 200 12

Table 6: Hyperparameter settings of the experiment

844
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