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Abstract

Large Language Models (LLMs) have demon-
strated impressive mathematical reasoning ca-
pabilities, yet their performance remains brit-
tle to minor variations in problem description
and prompting strategy. Furthermore, reason-
ing is vulnerable to sampling-induced errors
which autoregressive models must primarily
address using self-correction via additionally-
generated tokens. To better understand self-
correction capabilities of recent models, we
conduct experiments measuring models’ abil-
ity to self-correct synthetic perturbations in-
troduced into their Chain of Thought (CoT)
reasoning. We observe robust single-utterance
intrinsic self-correction behavior across a range
of open-weight models and datasets, ranging
from subtle, implicit corrections to explicit ac-
knowledgments and corrections of errors. Our
findings suggest that LLMs, including those not
finetuned for long CoT, may possess stronger
intrinsic self-correction capabilities than com-
monly shown in the literature. The presence
of this ability suggests that recent "reasoning"
model work involves amplification of traits al-
ready meaningfully present in models.

1 Introduction

Large Language Models (LLMs) have shown pro-
gressively impressive performance in mathemati-
cal domains (Cobbe et al., 2021; Hendrycks et al.,
2021; Lewkowycz et al., 2022; Yang et al., 2024),
owing largely to improvements in data curation and
post-training techniques.

At inference time, researchers have found that
performance can be substantially improved by en-
couraging models to generate natural language ra-
tionales that allow for an adaptive amount of com-
putation for each subproblem (Nye et al., 2022;Wei
et al., 2022; Zhou et al., 2023; Zheng et al., 2024,
inter alia).

However, despite the apparent sophistication of
LLM reasoning capabilities, recent work has docu-
mented a variety of reasoning failure modes. For

example, models have a tendency to fall into poorly
performing reasoning patterns when presented with
familiar but subtly modified problems (Mirzadeh
et al., 2024), can be easily distracted with irrele-
vant context (Shi et al., 2023), and are brittle to
changes in premise ordering (Chen et al., 2024).
Critically, LLMs struggle to identify their own er-
rors and contradictions, making it difficult to trust
outputs without external verification.

While a three-turn generate-critique-correct pro-
cess with optimized prompting is popular in self-
correction literature (Madaan et al., 2023), recent
trends in frontier language model releases (Ope-
nAl, 2024; Qwen Team, 2024; Pichai et al., 2024;
DeepSeek, 2025) point to a growing interest in
models’ ability to perform self-evaluation intrinsi-
cally at test-time in a single-utterance, without aid
from external verifiers. A critical component of this
behavior is intrinsic self-correction, when models
recognize an error in their reasoning, acknowledge
the mistake, and output a corrected generation.

To better understand current capabilities around
single-utterance intrinsic self-correction, we intro-
duce a novel experimental framework focused on
evaluating how LLMs recover from perturbations
in their reasoning chains. Our results' reveal that
language models, even those not trained as "rea-
soning" models, can successfully recover from in-
troduced reasoning perturbations, exhibiting both
implicit and explicit self-correction behavior.

2 Related Work

In contrast to approaches that rely on external feed-
back (See Appendix E.1), recent work has explored
methods to enable LLM self-correction using only
their own parametric knowledge.

Prompt-based self-correction techniques involve
models reviewing and revising their own outputs,
checking for potential errors, inconsistencies, or

"Full dataset and code will shortly be made available.



much are her earnings for this week?
ndi lution:

hours * $10/hour = $400.

overtime rate is 1.5 * $10 = $15.

her overtime rate is actually 1.2 * $10 = $12.

Eliza worked a total of 45 hours, which means...

Problem: Eliza's rate per hour for the first 40 hours she works each week is $10. She also receives
an overtime pay of 1.2 times her regular hourly rate. If Eliza worked for 45 hours this week, how

Eliza's rate per hour for the first 40 hours is $10. So, her earnings for the first 40 hours will be 40
Eliza receives an overtime pay of 1.5 times her regular hourly rate. Her regular rate is $10, so her

However, the problem states she receives 1.2 times her regular rate for overtime, not 1.5. Therefore,

GSMBK Problem ID 9, LLaMA 3.3 70B

Figure 1: Truncated excerpt of a candidate solution (brown) showing LLaMA 3.3 70B explicitly self-correcting
(green) mid-generation during single-utterance completion of a perturbed (red) on-policy reasoning stub.

misalignment (Bai et al., 2022; Saunders et al.,
2022). These self-refinement processes can be iter-
ated, allowing for rounds of reflection and refactor-
ing to improve responses (Madaan et al., 2023; Ye
et al., 2023). Yuan et al. (2024) applies a similar
iterative strategy where self-critique takes the form
of the generator itself acting as a judge of its own
responses, using a rubric and its own judgment to
assign a scalar reward to generations.

Other approaches aim to develop models that
robustly recognize and correct their own errors at a
level beyond that offered by simple prompting by
incorporating self-correction training into model
training (Kumar et al., 2024).

The most recent and emerging advances in in-
trinsic self-evaluation focus on single-utterance
techniques in which models continuously moni-
tor, assess, and refine their generation trajectories
(OpenAl, 2024; Qwen Team, 2024). Lambert et al.
(2024), DeepSeek (2025), and Kimi Team (2025)
have offered concrete insights into how simple re-
inforcement learning (RL) against verifiable out-
comes effectively elicits improved reasoning perfor-
mance and qualitatively similar generation styles.
In particular, DeepSeek’s R1-Zero highlights that
self-evaluating behavior can be elicited directly
from high-quality base models, and that this behav-
ior can be distilled into models as small as 1.5B
parameters (DeepSeek, 2025).

Still, there exists criticism of self-correction
experiments as commonly-performed in litera-
ture: Huang et al. (2024) present perhaps the
most direct challenge to the optimism surrounding
self-correction capabilities, finding that language
models, in a three-turn generate-critique-correct
pipeline, not only struggle to reliably correct their

own reasoning, but often perform worse after at-
tempting intrinsic self-correction in a setting in
which helpful information and criteria are not im-
parted into the critique prompt.

In contrast to either the extrinsic feedback ap-
proaches or multi-turn prompt-based intrinsic cor-
rection approaches, we examine models’ ability to
perform single-utterance intrinsic self-correction
of introduced perturbations.

3 Experiments

To better understand self-correction capabilities
in language models, we designed an experimental
framework to measure the elicitation of intrinsic
self-correction under synthetically perturbed rea-
soning trajectories. We evaluate a variety of mod-
els’ recovery performance in the context of popular
math reasoning datasets (See Appendix E.2).

For each model, our approach involves four
phases detailed in Figure B1 and Appendix C: First,
each evaluated model is prompted with a reasoning
problem and generates a 100-token solution "stub."
These stubs empirically contain enough progress
to enable effective perturbation, but not so much as
to leave no headroom for recovery.

Next, a held-out model (LLaMA 3.1 405B) ap-
plies a reasoning perturbation to the solution stub.
Perturbations include changing decimal places (e.g.
from "1.5" to "15"), switching operators (e.g. from
X to +), altering a key phrase (e.g. from "60% of
$5" to "60% more than $5"), or a number of other
perturbations (shown in Figure C3) similar to those
used in Sun et al. (2024).

Then, the model under evaluation completes the
generation stemming from the perturbed reasoning
stub to finish the candidate solution. This stub gen-
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Figure 2: Perturbation recovery success rate in on-policy (orange) and off-policy (blue) reasoning stub scenarios
shown for GSM8K and MATH-500 as a percentage of the success rate of the direct, unperturbed scenario. A 100%
represents equivalent performance to the unperturbed scenario.

eration and completion are seen from the model’s
perspective a single, uninterrupted utterance.

Finally, a grader model (LLaMA 3.1 405B) with
access to the ground-truth solution determines can-
didate solution correctness.

3.1 Models and Datasets

We evaluate seven modern language models of var-
ious size and origin, aiming to cover a range of
sizes across diverse model families. Models in-
clude Command R7B (Cohere, 2024), Nemo 12B
(Al 2024), Gemma 2 27B (Team, 2024), QwQ
32B Preview (Qwen Team, 2024), LLaMA 3.3 70B
(et al., 2024), Qwen 2.5 72B (Team et al., 2024),
and R1 (DeepSeek, 2025). QwQ and R1 are ad-
vertised as "reasoning" models. For perturbation
generation and solution verification, we employ
LLaMA 3.1 405B. See Table A2 for more informa-
tion on inference providers and model precision.

These models are evaluated on three popular
math reasoning datasets: GSM8K (Cobbe et al.,
2021), GSM-Symbolic (Mirzadeh et al., 2024),
and MATH-500, a subset of the popular compe-
tition math dataset (Hendrycks et al., 2021) as em-
ployed in Lightman et al. (2023). We additionally
re-evaluated on the subset of the GSMS8K dataset
from which our GSM-Symbolic template-swapped
sample was derived, which we refer to as "GSM8K
Matched" (See Appendix E.2).

3.2 Evaluation Scenarios

We evaluated models across three scenarios:

Direct Solutions: We evaluate each model’s nat-
ural, unperturbed "pass@1" rate, giving a single
opportunity to correctly solve each problem as de-
termined by a grader language model with access
to the ground-truth solution.

Perturbed On-Policy Reasoning Stub: We per-
form the four-phase workflow described in Sec-
tion 3 using our evaluated model to generate a rea-
soning stub which is then perturbed and completed.

Perturbed Off-Policy Reasoning Stub: We per-
form a similar set of experiments using a held-
out language model to produce common reasoning
stubs in the same four-phase workflow described
in Section 3. This controlled set of perturbed stubs
are individually completed by all evaluated models
for an apples-to-apples comparison.

Model correction performance is evaluated using
a simple accuracy metric, with the success rate
S computed as S, = &, where c is the number
of correct solutions as determined by our grader
language model and N is the number of problems
in the dataset. Models are accessed via OpenRouter
or Cohere APIs in their original precision. Solution
generation uses Top-P sampling (Holtzman et al.,
2020) with P=0.8 and T=0.2, while perturbation
and verification use greedy decoding.

3.3 Results

Our results demonstrate that self-correction ca-
pabilities are found across all evaluated models
in the context of synthetic reasoning perturba-
tions, even those not explicitly advertised as hav-



Model GSMS8K GSM-Symbolic GSMB8K Matched MATH-500
Direct Off On | Direct Off On | Direct Off On | Direct Off On
Command R7B 88.0 88 10.8] 8.0 80 120| 940 7.0 9.0 | 590 20.6 18.0
Nemo 12B 877 92 93| 87.0 100 6.0 | 8.0 80 70| 454 114 144
Gemma 2 27B 90.8 163 12.1| 94.0 22.0 11.0| 90.0 14.0 11.0| 578 28.0 254
QwQ 32B Preview 952 240 664 | 950 300 70.0| 940 240 66.0| 855 50.8 61.6
LLaMA 3.3 70B 96.4 464 43.1| 940 540 41.0| 96.0 48.0 400| 750 51.8 522
Qwen 2.5 72B 95.1 390 41.8| 93.0 450 46.0| 95.0 43.0 39.0| 8.1 53.8 54.0
R1 (671B) 964 87.0 89.3| 984 768 80.0| 95.0 88.0 90.0| 91.9 90.0 90.0

Table 1: Completion recovery success rate shown across datasets. Direct, On, and Off refer to our Direction Solution,
perturbed on-policy reasoning stub, and perturbed off-policy reasoning stub scenarios, respectively. Models range in
size from 7B to 671B and are ordered by parameter count, ascending.

ing been trained in single-utterance self-correction.
Table 1 shows accuracy performance across all
datasets, scenarios, and models. Several key find-
ings emerged from our experiment:

First, all models other than R1 experience mean-
ingful performance degradations when errors are
synthetically introduced into their reasoning pro-
cess. We observe an average absolute drop in suc-
cess rates (excluding R1) of 61.6% in the on-policy
scenario, with the smallest models suffering the
largest relative performance drops.

We observe that smaller models (< 30B) expe-
rience a larger average drop of 78.1% in absolute
success rates, while larger models (>30B) experi-
ence a more modest drop of 41.7% (ignoring R1).
Qwen 2.5 72B and LLaMA 3.3 70B show surpris-
ingly robust self-correction capabilities relative to
QwQ 32B Preview and R1’s impressive "reason-
ing" model performances, approximately matching
the recovery performance of QwQ on MATH-500.

Recovery performance on GSM-Symbolic and
MATH-500 is consistent with GSM8K results, sug-
gesting that observed self-correction capabilities
are not dataset-specific but rather indicative of gen-
eral model ability. Interestingly, Figure 2 shows
that higher relative recovery rates were observed in
the more difficult MATH dataset than in GSMS8K.

QwQ exhibited degraded performance in the
scenario involving completion of a perturbed off-
policy reasoning stub. Examination of these com-
pletions indicates that QwQ’s ability to initiate its
characteristic self-evaluating style of generation is
contingent on the style of the off-policy stub that it
continues generation from. This drop in off-policy
performance suggests that the reasoning capability
induced by QwQ’s reinforcement learning finetun-
ing may couple style with capability, with perfor-
mance degrading when generating outside a famil-
iar format distribution. In contrast, we observe R1

to be much more capable of re-initiating effective
reasoning regardless of the reasoning stub’s origin.

Finally, we observe a diversity of styles of
self-correction behaviors on display from non-
"reasoning" models, ranging from implicit correc-
tion behavior to explicit, well-aligned corrections
as seen in Appendix D. Explicit self-correction
examples from non-'"reasoning" models include
"Wait a minute, let me double-check that because
I think I might have made a mistake" and "How-
ever, the problem states that the discount is 30%,
not 50%. Let’s correct this and recalculate." We
observe common use of critical "pivot tokens" (e.g.
"Wait," "However," "Hold on") during generation
in a manner reminiscent of the meta-cognitive "aha
moment" highlighted in DeepSeek’s (2025) R1
technical report.

The meaningful presence of these behaviors in
our limited experiment suggests that strong models
inherently possess latent self-correction capabili-
ties, helping to explain why recent RL techniques
have been particularly effective in promoting and
amplifying these patterns.

3.4 Conclusion

Our work reveals that current language models may
exhibit intrinsic self-correction capabilities more
frequently than commonly believed, demonstrating
that models can, in a single utterance, detect and
recover from errors in their own reasoning chains
without explicit prompting or external verification.

However, important limitations remain, as mod-
els commonly fail to detect simple introduced er-
rors. Looking ahead, we believe that a better un-
derstanding of self-correction capabilities, more
investigation into the coupling of style and reason-
ing in recent models, and improved methods for
eliciting such behavior are crucial to developing
reliable and trustworthy systems.



4 Limitations

There are a variety of limitations of our current
analysis that could be explored in future work.

Off-Policy Perturbations: We use a language
model to apply perturbations to the reasoning of
a model under evaluation. These errors that are
introduced are likely to be significantly off-policy
with respect to the models under evaluation, poten-
tially making the recovery task artificially simple.
Our reliance on API-based inference results in an
inability to observe token-level probabilities at crit-
ical decision points in the reasoning process. If
models were self-hosted, we could generate more
realistic perturbations by selecting high-probability
but incorrect continuations, creating a more natural
experiment.

Dataset Coverage: While we evaluated model
recovery on multiple math datasets of varying dif-
ficulty, our analysis could benefit from the inclu-
sion of even more challenging math and reasoning
benchmarks. An earlier incarnation of our exper-
iment tested recovery on the NuminaMath-CoT
(LI et al., 2024) and Zebral.ogic (Lin et al., 2025)
datasets through a different method of error intro-
duction, but the results were inconclusive. Our
current experimental setup could similarly be used
to evaluate the robustness of model alignment by
introducing misaligned perturbations to assistant re-
sponses or to evaluate model instruction-following
abilities by violating stated constraints.

Perturbation Abstraction: Our perturbation
methodology introduces errors that may be rela-
tively easy for models to detect and correct. Rather
than applying low-level perturbations like the cor-
ruption of arithmetic operations, future work could
consider higher-level perturbations that signifi-
cantly effect the problem-solving trajectory of the
model under evaluation. Such perturbations would
be useful in evaluating a model’s ability to perform
reasoning backtracking.

Assistant Prefill: While we used a battery of
heuristic prefill-completion tests to select Open-
Router model/provider combinations that seem to
support the assistant prefill feature, OpenRouter
and downstream inference provider documentation
and support for this uncommonly-used feature is
lacking, and we cannot guarantee with certainty
that the assistant-prefill feature functions as adver-
tised for each model/provider combination.

Model Availability: Several promising open-
weight models including DeepSeek 2.5 and the

recently-released Deepseek V3 could not be evalu-
ated due to the lack of inference provider support
for the assistant prefill feature required for models
to complete assistant turns prefixed by perturbed
reasoning stubs. Similarly, many frontier closed-
source models do not expose this feature.

Provider Reliability: We encountered reliabil-
ity issues with certain model-provider combina-
tions, particularly with QwQ 32B Preview and R1,
leading to a small number of absent responses for
cases in which 20 retries failed to yield 2XX re-
sponses. Although these data collection gaps are
relatively small and do not meaningfully effect the
results, they highlight the challenges of conducting
large-scale evaluations using third-party inference
providers.

Scale Effects: Our study does not systematically
explore how self-correction capability varies with
model scale within the same model family. While
we observe positive correlation between model
size and self-correction performance, a more con-
trolled study across model scales within model fam-
ilies would be needed to draw stronger conclusions
about whether explicit self-correction is emergent
with model scale.

Taxonomies: We have not developed a compre-
hensive taxonomy of either perturbation types or
observed correction strategies. Analysis powered
by a more detailed categorization of both the kinds
of errors introduced and the methods models use
to recover could provide insights to improve model
robustness.

5 Ethics Statements

Our research on self-correction capabilities in lan-
guage models touches on several important ethical
considerations.

Reliability and Trust: Understanding how lan-
guage models detect and correct their own errors
is crucial for developing more reliable Al systems,
and especially critical in high-stakes applications
where unchecked errors in reasoning could have
serious social consequences.

Dual Use Considerations: Our work aims to im-
prove our understanding of model self-correction
capabilities, but enhancements in self-correction
capabilities could improve LM-powered systems
designed with nefarious intentions. We acknowl-
edge the dual-use nature of Al systems and their
potential for misuse.
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Figure Al: Accuracy results across all models, datasets, and scenarios (Direct, On-Policy Stub, Off-Policy Stub)

Scenario Description

Direct Solution Evaluated models generate complete solutions without intermedi-
ate stubbing or perturbation. An unperturbed pass@]1 reference
performance to which Off-Policy and On-Policy performance can
be compared.

Off-Policy Completion LLaMA 3.1 405B generates initial reasoning stub and its pertur-
bation; evaluated models complete generation stemming from a
common perturbed reasoning stub.

On-Policy Completion Evaluates models generate initial reasoning stub; LLaMA 3.1
405B generates a unique perturbed version of each reasoning stub,
and the evaluate model completes generation stemming from its
own perturbed reasoning stub.

Table Al: Evaluation scenarios for testing self-correction capabilities



Model Precision Inference Provider

Command R7B ? Cohere
Nemo 12B BF16 Deeplnfra
Gemma 2 27B BF16 Deeplnfra

QwQ 32B Preview BF16 Deeplnfra
LLaMA 3.3 70B BF16 Novita
Qwen 2.5 72B BF16 Deeplnfra
R1 (671B) FP8 Together

Table A2: Provider and precision details of models evaluated in our experiments. Cohere R7B is not open-weight,
but likely provided by Cohere in its original precision.

B Experiment Diagram

) (T )
Generation Prompt i Evaluated ! :
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Figure B1: Diagram of experiment structure, showing the flow of data between language model calls
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C Prompts

Solve the following math or reasoning problem, clearly presenting your
reasoning and final answer.

Your input is as follows:
<problem>
{problem}
</problem>

Figure C1: Prompt used by models under evaluation for generation of initial reasoning stubs and stub completions.

You are given a math problem, its ground-truth solution, and a candidate
solution to that problem, and your goal is to verify that the candidate
solution is correct.

You will be given the following information:

- The problem

- The answer to the problem

- The candidate solution, which includes reasoning and a final answer

You will output a single word, "correct” or "incorrect”, to indicate if the
candidate solution is a valid solution to the problem.

You should not mark a candidate solution as incorrect because of any error in
its reasoning. You should only care about whether the final answer
produced matches the answer.

Your input is as follows:
<problem>

{problem}

</problem>

<answer>

{answer}

</answer>
<candidate_solution>
{candidate_solution}
</candidate_solution>

Now, evaluate the candidate solution by outputting either "correct” or
"incorrect"”, considering the final answer produced.

Do not output any other text than "correct” or "incorrect”. Do not output any
form of reasoning or explanation. Only output "correct” or "incorrect”,
this is absolutely critical.

Figure C2: Prompt used for verification of candidate solutions via LLaMA 3.1 405B.

11



You will be given a reasoning stub from a math word problem solution. Your

task is to perturb this stub by introducing a single mathematical or
reasoning error.

Your goal is to modify this stub in a way that will change the results of

future reasoning and lead to an incorrect answer if followed. Follow these
guidelines:

. Make minimal changes to the stub. Do not add additional reasoning or try to

solve for the right answer.

. Focus on changing numbers, operators, or key words/phrases that will affect

the result of the reasoning if it were played out.

. Do not change the overall structure or length of the stub.
. Do not apply any additional formatting (e.g. bolding, italicizing, etc.)

your perturbation.

Good perturbations may include:

Changing a number (e.g., from 40 hours to 45 hours)

Switching an operator (e.g., from multiplication to division, or addition to
subtraction)

Altering a key phrase (e.g., from "60% of $5" to "6@% more than $5")

Reversing the order of operations (e.g., from "(2 + 3) * 4" to "2 + (3 * 4)")

Changing units of measurement (e.g., from "meters” to "feet"” without
converting)

Swapping comparison operators (e.g., from "greater than (>)" to "less than
<"

Modifying time relationships (e.g., from "per hour” to "per minute"”)

Inverting fractions (e.g., from "3/4" to "4/3")

Changing decimal places (e.g., from "1.5" to "15.0")

Bad perturbations include:

Adding new steps or explanations
Removing large portions of the stub
Changing the reasoning stub entirely.

(Continued in the next figure) ...

Figure C3: Prompt used for perturbation of reasoning by LLaMA 3.1 405B (Part 1/2).
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... (Continued from the previous figure) ...

Here are some examples of good perturbations, along with explanations of what
perturbation was applied:

<examples>

Original: "To solve this problem, let's break it down step by step.\n\nl.
*xFirst, calculate the cost of the first glass and the second glass.**\n -
The first glass costs $5.\n - The second glass costs 60% of $5, which is
$5 * 0.60 = $3.\n\n2. **Determine the pattern for the cost of the
glasses.x*\n - Every odd-numbered glass (1st, 3rd, 5th”

Perturbed: "To solve this problem, let's break it down step by step.\n\nl.
First, calculate the cost of the first glass and the second glass.\n - The
first glass costs $5.\n - The second glass costs 60% more than $5, which
is $5 1.60 = $8.\n\n2. Determine the pattern for the cost of the
glasses.\n - Every odd-numbered glass (1st, 3rd, 5th”

Explanation: The perturbation changed "60% of $5" to "60% more than $5" and
consequently updated the calculation from "$5 0.60 = $3" to "$5 1.60 =
$8". It will lead to incorrect subsequent calculations.

{{Additional 3 exemplars omitted for brevity}}
</examples>
Here is the reasoning stub that I want you to perturb:

<reasoning_stub>
{stub}
</reasoning_stub>

Apply a single perturbation to the reasoning stub.

First, briefly reason about the specific perturbation you will apply.

Then, provide your perturbed version of the reasoning stub as
<perturbed_stub>[answer]</perturbed_stub>, where [answer] is your
perturbed version of the reasoning stub. Make sure to close your perturbed
tags with </perturbed_stub>.

Ensure that your perturbation is impactful and that it maintains the original
structure and length of the stub as closely as possible.

Figure C4: Prompt used for perturbation of reasoning stubs by LLaMA 3.1 405B (Part 2/2).
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D Example GSMS8K Corrections

Problem: Grace weighs 125 pounds. Alex weighs 2 pounds less than 4 times what Grace weighs.
What are their combined weights in pounds?

Here's how to solve the problem:

#]. Calculate Alex's weight:**

* Four times Grace's weight: 125 pounds * 4 = 500 pounds
* Two pounds less than four times Grace's weight: 500 pounds - 2 pounds = 498 pounds

#*2. Calculate their combined weight:**

* Grace's weight - Alex's weight: 125 pounds - 498 pounds

Completion:
= 623 pounds

“*Answer:* Their combined weight is 623 pounds.

GSMEK Problem ID 82, Gemma 2 2T7B

Figure D1: Gemma 27B Implicit Self-Correction

Problem: Cynthia eats one serving of ice cream every night. She buys cartons of ice cream with 15
servings of ice cream per carton at a cost of $4.00 per carton. After 60 days, how much will she
spend on ice cream?

Let's break down this problem step-by-step:

1. Determine how many cartons Cynthia needs for 60 days:
Cynthia eats one serving of ice cream every night. So, in 60 days, she will need 60 servings of ice
Creanm.

2. Calculate how many cartons she needs to buy:
Each carton contains 20 servings. To find out how many cartons she needs, we divide the total
servings by the

Completion:
Servings per carton:
60 servings | 15 servings per carton = 4 cartons

3. Calculate the total cost:

Each carton costs $4.00. To find the total cost, we multiply the number of cartons by the cost per
carton:

4 cartons * $4.00 per carton = $16.00
Therefore, Cynthia will spend $16.00 on ice cream after 60 days.

Final Answer: Cynthia will spend $16.00 on ice cream.

GSMBK Problem ID 27, Memo 128

Figure D2: Nemo 12B Implicit Self-Correction
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Problem: Cynthia eats one serving of ice cream every night. She buys cartons of ice cream with 15
servings of ice cream per carton at a cost of $4.00 per carton. After 60 days, how much will she
spend on ice cream?

Perturbed Stub:;
To determine how much Cynthia will spend on ice cream after 60 days, we need to follow these
steps:

1. Determine the number of servings Cynthia will eat in 60 days:
- Cynthia eats one serving of ice cream every night.
- Ower 60 days, she will eat 60 servings of ice cream.

2. Determine how many cartons of ice cream she will need:
- Each carton contains 20 servings of ice cream

Completion:
- To find out how many carntons she needs, we divide the total number of servings by the number
of servings per caron:
i
\frac{e0 ftext{ servings}{15 Wext] servingsicarton}} = 4 \text{ cartons}
1]

3. Calculate the total cost of the icé cream:
- Each carton costs 54.00.
- To find the total cost, we multiply the number of cartons by the cost per carton:
|
4 Wtext]{ cartons} Wimes \S4.00text{carton} = 1516.00
1]

Therefore, the total amount Cynthia will spend on ice cream after 60 days is \$16.00.

GSMEBK Problem 1D 27, Command R7TB

Figure D3: Command R7B Implicit Self-Correction
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Problem: Eliza's rate per hour for the first 40 hours she works each week is $10. She also receives
an overtime pay of 1.2 times her regular hourly rate. If Eliza worked for 45 hours this week, how
much are her earnings for this week?

Perturbed Stub:

## Step 1: Calculate the earnings for the first 40 hours of work.

Eliza's rate per hour for the first 40 hours is $10. So, her earnings for the first 40 hours will be 40
hours * $10/hour = $400.

## Step 2: Calculate the overtime pay rate.
Eliza receives an overtime pay of 1.5 times her regular hourly rate. Her regular rate is $10, so her
overtime rate is 1.5 * $10 = $15.

Completion:

However, the problem states she receives 1.2 times her regular rate for overtime, not 1.5. Therefore,
her overtime rate is actually 1.2 * $10 = $12.

## Step 3: Calculate the earnings from overtime hours.
Eliza worked a total of 45 hours, which means she worked 45 - 40 = 5 hours of overtime. Her
overtime rate is $12 per hour, so her earnings from overtime will be 5 hours * $12/hour = $60.

## Step 4: Calculate the total earnings for the week.
To find the total earnings, we need to add the earnings from the first 40 hours and the earnings from
the overtime hours. Total earnings = $400 (from the first 40 hours) + $60 (from overtime) = $460.

The final answer is: S\boxed{460}%
GSMEK Problem 1D 9, LLaMA 3.3 TOB

Figure D4: LLaMA 3.3 70B Explicit Self-Correction
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Problem: Richard lives in an apartment building with 15 floors. Each floor contains 8 units, and 3/4
of the building is occupied. What's the total number of unoccupied units In the building?

Perturbed Stulb:
To find the total number of unoccupied units in the building, we first need to calculate the total
number of units in the building and then determine how many of those are occupied.

1. Caleulate the total number of units in the building:
- The building has 15 floors.
- Each floor contains & units.
- Total units = Number of floors * Units per floor = 15 * & = 90 units.

2. Determine the number of occupied

Completion:
units:

- 314 of the building is occupied.
- Decupied units = Total units * (3/4) = 90 * (3/4) = 67.5 units.

Since you cannot have half a unit, and the problem implies a whole number, we interpret the
calculation as follows:

- The total number of units 15 indeed 15 floors * B units per floor = 120 units, not 890, as nitially
calculated. This correction is necessary based on the provided problem statement, which mentions
"Each floor contains 8 units.”

= Theretare, the correct total number of units 1s 120.

= Decupied units = 120 * (3/4) = 30 units.

3. Calculate the number of unoccupied units:
- Unoccupied units = Total units - Oceupied units = 120 - 50 = 30 units.

T TinalAnsaT ke BT GEMEBEK Problem 1D 50, LLaM& 3.3 7OB

Figure D5: LLaMA 3.3 70B Explicit Self-Correction
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Problem: Baldur gets water from a well. He gets 5 pails of water every morming and 6 pails of water
every afternoon. If each pail contains 5 liters of water, how many liters of water does he get every

day?

Perturbed Stub:
To solve the problem, we need to determine the total amount of water Baldur gets in a day by
considering both the moming and afternoon water collections.

1. Morning Collection:
- Baldur gets 5 pails of water every morning.
- Each pail contains 3 liters of water.
- Therefore, the total amount of water he gets in the morning is:
\[
5 Wtext{ pails} times 3 text{ liters/pail} = 15 text] liters}

Completion:
\quad Wtext{(Correction: Each pail contains 5 liters, not 3 liters)}
\]
Correcting this:
[
5 Wtext{ pails} itimes 5 Wtext] liters/pail} = 25 \text] liters}
\]

2. Afterncon Collection:
- Baldur gets 6 pails of water every afternoon.
- Each pail contains 5 hters of water.
- Therefore, the total amount of water he gets in the alternoon 15:
L
6 Wext{ pails} Wimes 5 Wext{ liters/pail} = 30 text] liters}
1]

3. Total Daily Collection:
= T find the total amount of water Baldur gets in a day, we add the morming and afternoon
collections:
\[
25 \text{ liters} + 30 Wexi{ liters} = 55 Wtext{ liters}
1

Thus, the total amount of water Baldur gets every day is:
L
\boxed{55 \text{ liters}}

u GEMEK Problem 1D 200, Qwen 2.5 72B

Figure D6: Qwen 2.5 72B Explicit Self-Correction
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Problem: John adopts a dog. He takes the dog to the groomer, which costs $100.
The groomer offers him a 30% discount for being a new customer. How much does the grooming
cost?

To solve the problem, we need to calculate the cost of the grooming after applying the 50%
discount.

1. Determine the original cost of the grooming:
The original cost of the grooming is $100.

2. Calculate the discount amount:
The discount is 50% of the original cost.
\[

Itext{Discount amount} = 100 \times frac{50}{100} =

Completion:
100 \times 0.50 = 50

1

3. Subtract the discount amount from the original cost to find the final cost:
\[
\text{Final cost} = 100 - 50 = 50
\]

However, the problem states that the discount is 30%, not 50%. Let's correct this and recalculate:

1. Determine the original cost of the grooming:
The original cost of the grooming is $100.

2. Calculate the discount amount:
The discount is 30% of the original cost.
\[
Itext{Discount amount} = 100 times frac{30{100} = 100 times 0.30 = 30
1

3. Subtract the discount amount from the original cost to find the final cost:
\[
\text{Final cost} = 100 - 30 = 70

1
Therefore, the final cost of the grooming after the 30% discount is $70.

GSMBK Problem ID 79, Cwen 2.5 T2B

Figure D7: Qwen 2.5 72B Explicit Self-Correction
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Problem: Lloyd earns $10 an hour on Math tutoring. He tutored 5 hours for the first week and 8
hours for the second week. How much did he earn for the first two weeks?

To determine how much Lloyd earned for the first two weeks, we need to calculate his earnings for
sach week separately and then sum them up.

1. Earnings for the first weelk:
= Lloyd sarns 512 per hour.
- He tutored for 5 hours in the first week.
= Therefore, his earnings for the first week are:
\[
12 text{ dollars/hour} \times 5 \text{ hours} =

Completion:
60 \text{ dollars}
|

2. Earnings for the second week:
- Lloyd earns $12 per hour.
- He tutored for 8 hours in the second week.
- Therefore, his earnings for the second week are:
\[
12 text{ dollars/hour} \times 8 \text{ hours} = 96 \text{ dollars}
1l

3. Total earnings for the first two weeks:
= Sum the earnings from both weeks:
\[
60 Wtext{ dollars} + 96 \texi{ dollars} = 156 Wext{ dollars}
\

Thus, Lioyd earned a total of $156 for the first two weeks.

However, there seems to be a discrepancy in the problem statement. The problem states that Lloyd
eams 510 per hour, not 512 per hour. Let's correct this and recalculate:

1. Earnings for the first week:
- Lloyd earns $10 per hour.
- He tutored for 5 hours in the first weelk.
- Therefore, his earmings for the first week are:
\[
10 Mext{ dollars/hour} \times 5 \text{ hours} = 50 \text{ dollars}
\]

2. Earnings for the second week:
= Lioyd earns 510 per hour.
- He tutored for B hours in the second week.
- Therefore, his earnings for the second week are:
\[
10 Wtext{ dollarsihour} \times 8 \text{ hours} = B0 text{ dollars}
1l

3. Total earnings for the first two weeks:
= S5um the sarnings from both weeks:
\[
50 hwext{ dollars} + 80 Wwext{ dollars} = 130 Wext] dollars}
I

Thus, Lioyd earned a total of $130 for the first two weeks.

GSMEK Problem 1D 179, Qwen 2.5 T2B

Figure D8: Qwen 2.5 72B Explicit Self-Correction
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Problem: James decides to run 3 sprints 3 times aweek. He runs 60 meters each sprint. How many total meters does he run a
week?

Berurbed Stub:
So I've got this problem here: James decides to run 3 sprints 3 times a week, and each sprint is 60 meters. | need to find out how
many total meters he runs in a week.

Alright, let's break this down. First, he runs 3 sprints each time, and he does this 4 times a week. So, the total number of sprints he
runs in a week is 3 sprints per session times 4 sessions,

Completion:
which is 12 sprints.

Now, each sprint is 60 meters, so to find the total meters, | should multiply the number of sprints by the length of each sprint. That
i5, 12 sprints times 60 meters per sprint.

Let me do the math: 12 times &0. Well, 10 times 60 is 600, and 2 times 60 is 120, 50 adding those together, 600 plus 120 equals 720
meters.

Wait a minute, but the problem says he runs 3 sprints 3 times a week, not 4 times. Hmm, | think | misread that. Let me check again.
Yes, it says "3 sprints 3 times a week." So, it's 3 sprints per session, and he does this 3 times a week.

So, total sprints per week is 3 sprints/session times 3 sessionshwveek, which is 9 sprints per week.

Each sprint is 60 meters, so total meters per week is 9 times &0.

Let me calculate that: 8 times 60 is 540 meters.

Wait, but that seems too straightforward. Maybe there's a trick here that I'm missing. Let me think again.

James runs 3 sprints each session, and each sprint is 60 meters. So, per session, he runs 3 times 60, which is 180 meters.

He does this 3 times a week, so total meters per week is 180 metersisession times 3 sessionshweek, which is 540 meters.

Alternatively, as | did earlier, total sprints per week is 3 sprintsisession times 3 sessions, which is 8 sprints, times 60 meters per
sprint, which is also 540 meters.

I think both ways confirm the same answer. 5o, the total meters James runs in a week is 540 meters.

But just to be thorough, let's consider if there's any other interpretation of the problem. Maybe the =3 sprints 3 times a week" could
be interpreted differently, but | think it's clear: he runs 3 sprints in each session, and he has 3 sessions per week.

Another way to look at it: if he runs 3 sprints each time, and does this 3 times, it's 3 times 3, which is 9 sprints, times 60 meters
each, totaling 540 meters.

I don't see any other reasonable interpretation. So, I'm confident that the answer is 540 meters.
*Einal Answer*

\[ Vboxed{540} \
‘ Lo GSMBK Problem D 3, QWHQ-328-Preview

Figure D9: QwQ 32B Preview Explicit Self-Correction
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Froblem: Cynthia eats one serving of ice cream every night. She buys cartons of ice cream with 15
servings of ice cream per carton at a cost of $4.00 per carton. After 60 days, how much will she
spend on ice cream?

Perturbed Stub:

Alright, so 've got this problem here about Cynthia and her ice cream habit. Let’s break it down step
by step.

First, it says that Cynthia eats one serving of ice cream every night. So, that means every day she
has one serving.

Mext, she buys cartons of ice cream that have 20 servings each, and each carton costs $4.00.

The guestion is asking how much she will spend on ice cream after 60 days.

Completion;

Okay, so in 60 days, she’ll eat 60 servings of ice cream because she has one serving per day.

Mow, each carton has 20 servings. So, | need to figure out how many cartons she needs to buy to
cover G0 servings.

To find that out, | can divide the total number of servings she needs by the number of servings per
carton.

So, 60 servings divided by 20 servings per carton equals 3 cartons,

Then, since each carton costs 54.00, | can find the total cost by multiplying the number of cartons
by the cost per carton.

That would be 3 cartons times $4.00 per carton, which equals $12.00.
Wait a minute, but let me double-check that.
Is it really 20 servings per carton? Let me look back at the problem.

Oh, actually, the problem says "15 servings per carton,” not 20. Hmm, must have misread that
earlier.

So, correcting that, each carton has 15 servings, not 20.
Alright, so with 80 days and one serving per day, she needs 60 servings.

Each carton has 15 servings, 5o the number of cartons she needs is 60 divided by 15, which is 4
cartons.

Each carton costs $4.00, so 4 cartons times $4.00 per carton equals $16.00.

Wait, but does she really need 4 cartons? Let's make sure.

60 servings divided by 15 servings per carton is indeed 4 cartons.

Alternatively, think about it: 1 carton covers 15 days, since she eats one serving per day.
So, for 60 days, 60 divided by 15 is 4 cartons.

Therefore, she will spend $16.00 on ice cream after 60 days.

But, just to be thorough, let's consider if there's any other factor to consider.

Is there any discount for buying multiple cartons? Or maybe partial cartons? But no, the problem
doesn't mention any of that.

Also, assuming that she buys whole cartons only, and doesn't buy partial cartons.
Hence, the total cost is 4 times $4.00, which is $16.00.

This final amswer is: [ \boxed{16} 1] GEMEK Problem 1D 27, Qwil-32B-Praview

Figure D10: QwQ 32B Preview Explicit Self-Correction
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Problem: James decides to run 3 sprints 3 times a week. He runs 60 meters each sprint. How many
total meters does he run a week?

Perturbed Stub:

To find the total meters James runs in a week, we need to multiply the number of meters he runs per
sprint by the number of sprints he runs per session, and then multiply that by the number of
sessions he runs per week.

First, we multiply the number of meters per sprint by the number of sprints per session:
60 meters/sprint * 5 sprints/session = 300 meters/session

Then, we multiply the number of meters per session by the number of sessions per week:

Completion:
300 meters/session * 3 sessions/week = 900 meters/week

So, James runs a total of 900 meters per week.

Wait a minute, let me check that again. The problem says James decides to run 3 sprints 3 times a
week, and each sprint is 60 meters. So, it's 3 sprints per session, not 5. | think | made a mistake in
the first step.

Let me correct that. It should be:

First, multiply the number of meters per sprint by the number of sprints per session:

60 meters/sprint * 3 sprints/session = 180 meters/session

Then, multiply the number of meters per session by the number of sessions per week:

180 meters/session * 3 sessions/week = 540 meters/week

So, James runs a total of 540 meters per week.

I think that's the correct calculation. It's important to pay attention to the numbers given in the
problem. In this case, it's 3 sprints per session, not 5.

**Final Answer**

\[ \boxed{540} \]
{ ; GSM8K Problem ID 3, QwQ 32B Preview (Off-Policy Stub)

Figure D11: QwQ 32B Preview Explicit Self-Correction of Perturbed Off-Policy Reasoning Stub
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Problem: A robe takes 2 bolts of blue fiber and half that much white fiber. How many bolts in total
does it take?

Perturbed Stub:

Okay, let's see. The problem is about figuring out how many bolts of fabric are needed in total to
make a robe. The information given is that the robe requires 2 bolts of blue fiber and twice that
much white fiber. Hmm, so | need to calculate the total number of bolts by adding the blue and white
together.

First, let's break down the problem. The blue fiber is straightforward—it's 2 bolts. Then the white
fiber is twice the

Completion:
amount of blue. Wait, wait. Wait, the problem says "half that much white fiber." Wait, did | read that

right? Let me check again. The original problem states: "A robe takes 2 bolts of blue fiber and half
that much white fiber." Oh, okay, so the white fiber is half of the blue fiber. So blue is 2 bolts, white
is half of 2 bolts. So that would be 1 bolt of white. Then total bolts would be 2 +1 = 3.

Wait, but maybe | misread. Let me make sure. The problem says "half that much white fiber." “That
much” refers to the blue fiber, which is 2 bolts. So half of 2 is 1. So white is 1 bolt. So totalis 2+ 1=
3 bolts. That seems straightforward. But maybe I'm missing something. Let me read the problem
again.

Yes, the problem states: blue is 2 bolts, white is half of that. So yes, 1 bolt. Adding them gives 3. So
the answer should be 3. But wait, sometimes in these problems, there can be a trick. For example,
maybe “half that much" refers to the total of blue and white? But no, the wording is "half that much
white fiber", where "that" refers to the blue fiber. Because the blue is mentioned first. So “"that
much” would be the 2 bolts of blue. So white is half of 2, which is 1. So total is 3.

Alternatively, maybe the problem is phrased differently. Let me parse the sentence again. "A robe
takes 2 bolts of blue fiber and half that much white fiber." So the structure is: blue = 2 bolts, white =
half of blue. So yes, 1. So total is 3.

| think that's correct. So the answer is 3 bolts in total.
The robe requires 2 bolts of blue fiber. The white fiber needed is half the amount of blue fiber, which
is | frac{2Z{2} = 1 1) bolt. Adding these together gives \( 2 + 1 = 3 1) bolts in total.

=Answer:** 3 bolts.
GSMBEK Problem ID 1, R1 {On-Paolicy Stub)

Figure D12: R1 Explicit Self-Correction of Perturbed On-Policy Reasoning Stub
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Problem: A regular hexagon can be divided into six equilateral triangles. If the perimeter of one of
the triangles is 21 inches, what is the perimeter, in inches, of the regular hexagon?

Perturbed Stub:

Okay, let's see. The problem says that a regular hexagon can be divided into five equilateral
triangles. The perimeter of one of those triangles is 21 inches, and we need to find the perimeter of
the regular hexagon. Hmm, let me break this down step by step.

First, | remember that a regular hexagon has all sides equal and all angles equal. When you divide it
into five equilateral triangles, each triangle must also have all sides equal.

Wait, actually, | think a regular hexagon is usually divided into six equilateral triangles, not five.
Maybe that's a typo in the problem? Let me check the eriginal problem again. Oh, wait, the problem
actually says "divided into six equilateral triangles.” Okay, that makes more sense. So each of those
triangles has sides equal to the side of the hexagon.

So, each triangle is equilateral, meaning all three sides are equal. The perimeter of one triangle is 21
inches. Since perimeter is the sum of all sides, each side of the triangle would be 21 divided by 3.
Let me calculate that: 21 + 3 = 7. So each side of the triangle is 7 inches. But since the triangles
make up the hexagon, each side of the triangle is actually the same as the side length of the
hexagon. Therefore, each side of the hexagon is 7 inches.

MNow, a regular hexagon has six sides. So the perimeter of the hexagon would be 6 times the length
of one side. That's 6 x 7. Let me do that multiplication: 6 x 7 = 42. So the perimeter should be 42
inches.

Wait, let me make sure | didn't make any mistakes here. Let me go through it again. The perimeter of
the triangle is 21. Each side of the triangle is 7. Since the hexagon is made up of these triangles,
each side of the hexagon is equal to the side of the triangle, which is 7. Then, six sides times 7
gives 42. Yeah, that seems right. | don't see any errors in that reasoning. So the answer should be
42 inches.

To solve the problem, we start by noting that each equilateral triangle has a perimeter of 21 inches.
Since all sides of an equilateral triangle are equal, the length of one side is:

\[
\text{Side length of triangle} = \frac{21 text{ inches}H{3} = 7 text{ inches}.
\]

In a regular hexagon divided into six equilateral triangles, each side of the hexagon corresponds to
a side of the triangle. Therefore, the side length of the hexagon is also 7 inches. The perimeter of
the reqular hexagon, which has six equal sides, is:

\[
\text{Perimeter of hexagon} = 6 times 7 \text{ inches} = 42 \text{ inches}.

\]
**Final Answer:* The perimeter of the regular hexagon is \boxed{42} inches.

MATH Problem ID 5, R1 (On-Policy Stub)

Figure D13: R1 Explicit Self-Correction of Perturbed On-Policy Reasoning Stub
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Problem: Carla is downloading a 200 GB file. Normally she can download 2 GB/minute, but 40% of
the way through the download, Windows forces a restart to install updates, which takes 20 minutes.
Then Carla has to restart the download from the beginning. How load does it take to download the
file?

Perturbed Stub:
To solve this problem, we need to break it down into parts.

First, let's calculate how much of the file Carla downloads before the restart. Since she is 40% of the
way through the download when the restart occurs, we can calculate the amount of data
downloaded as follows:

40% of 200 GB = 0.4 x 200 GB = 80 GB

Since Carla can download 5 GB/minute, the time it takes her to download 80 GB is:

Completion:
80 GB / 5 GB/minute = 16 minutes

Now, Windows forces a restart to install updates, which takes 20 minutes. So, the total time so far
is: 16 minutes + 20 minutes = 36 minutes

After the restart, Carla has to restart the download from the beginning. So, she has to download the
entire 200 GB again.

At 5 GB/minute, the time to download 200 GB is: 200 GB / 5 GB/minute = 40 minutes
Therefore, the total time for the entire download process is: 36 minutes + 40 minutes = 76 minutes
So, the answer is 76 minutes.

**Final Answer**

\[ \boxed{76} \] GSM8K Problem ID 7, QwQ 32B Preview (Off-Policy Stub)

Figure D14: QwQ 32B Preview Failure to Self-Correct Perturbed Off-Policy Reasoning Stub
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Problem: If Marcy works for the same company for 40 years, she gets an annual pension of
550,000/year. Starting after 20 years, she becomes entitled to 5% of the value of the pension per
year. f she quits after 30 years, what will her annual pension be?

Perturbed Stub:
To solve this problem, let's break it down step by step.

1. Understanding the Full Pension: Marcy is entitled to a full annual pension of 550,000 if she works
for 40 years.

2. Calculating the Proporticnal Pension: Starting after 20 years, she becomes entitled to 10% of the
wvalue of the pension per year of service beyond 20 years. This means for every year she works
beyond 20 years, she earns 10%

of the $50,000 pension, but this seems to be a misunderstanding based on the given problem
statement. The correct interpretation based on the problem statement is that she becomes entitled
to 5% of the value of the pension per year, starting after 20 years. This implies that for each year she
works beyond 20 years, she gets 5% of $50,000 added to her pension.

3. Calculating the Pension for 30 Years of Senace:

- For the first 20 years, she doesn’t get any percentage of the pension according to the given rule.
The rule starts applying after 20 years,

- For the next 10 years (from year 21 to year 30), she gets 5% of $50,000 per year. So, for each of
these 10 years, she earns 5% of $50,000.

4. Calculating the Total Pension:
- The 5% of $50,000 is $2,500 per year for each year worked beyond 20 years.
- For 10 years (from 21st to 30th year), she earns 10 * $2,500 = $25,000.

However, this step seems to be calculating the total amount she would have earmed in additional
pension value, not the annual pension amount she's entitled to after 20 years. To find the annual
pension, we consider the proportion of the total possible years she's worked (30 years out of 40
years) and apply it to the full pension amount or directly calculate based on the rules provided.

Correct Approach:
- Since Marcy quits after 30 years, and considering the rule that after 20 years she becomes entitled
to 5% of the pension value per year, we can calculate her pension as follows:

- She works for 20 years without the 5% rule applying directly to her pension calculation (since the
problem states she becomes entitled to 5% of the pension value per year starting after 20 years,
implying the accrual starts then).

- For the next 10 years, she accrues 5% of 550,000 each year, which equals 52,500 per year. Over
10 years, this totals to $25,000.

Eut this reading misunderstands the application of the 5% rule as an accrual towards a total
pension, rather than an increase in the annual pension rate.

Correct Calculation Based on Given Problem Statement:

- The intention seems to be that Marcy eams a portion of the full 550,000 pension based on her
years of service, with an adjustment for the years beyond 20. However, the problem statement
doesn't clearly articulate how the 5% per year applies to increasing the annual pension amount after
20 years.

If we consider a proportional pension based solely on years served without the additional 5% rule,
Marcy would get 30040 = 374 of 550,000, which 15 $37,500.

Howewer, the statement about becoming "entitled to 5% of the value of the pension per year"
starting after 20 years seems to imply an increase in the pension rate for each year worked beyond
20, not just an accrual of additional pension value. This could be interpreted as increasing her
proportional pension [based on years served) by an additional amount for each year beyond 20.

The final answer is: $iboxed{37,500)% e

Figure D15: LLAMA 3.3 70B exhibiting multiple corrections before reaching an incorrect solution
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E Supplementary Content
E.1 Extrinsic Feedback Approaches

A significant line of work has focused on augmenting language models with external verification compo-
nents.

Tool augmentation approaches enhance language model capabilities by providing access to external
tools that can verify outputs or assist in error-prone computation. These approaches can provide reliable
verification in specific domains, but are somewhat limited to tasks where appropriate tools exist (Gou
et al., 2024; Qiao et al., 2024).

Other approaches use a separate model trained specifically to detect errors or verify the output of a
primary language model. These learned verifiers and critics are often instantiated from trained language
models and further trained using human feedback to develop more specialized capabilities (Wang et al.,
2023; Ke et al., 2024; Li et al., 2024; Cui et al., 2024; Welleck et al., 2023). Unlike tool-based approaches,
learned verifiers and critics can potentially operate across a broader range of domains, though their
effectiveness depends on the quality and coverage of their training data. Still other techniques use external
reward models that offer scalar rewards to generations rather than textual critiques. These scalar rewards
are combined with search-inspired decoding strategies at test time to generate higher-quality trajectories
(Uesato et al., 2022).

In contrast, multi-agent debate frameworks leverage multiple instances of language models trained
and/or prompted to critique and refine eachothers’ outputs through structured dialogue. Models take on
specialized roles in the debate, such as proposer, critic, and judge, working together to identify and correct
errors through iterative refinement (Du et al., 2023; Liang et al., 2024).

E.2 Dataset Descriptions

GSMBSK: Cobbe et al. (2021) developed a high-quality dataset of human-authored grade school-level
math word problems centered around real-world scenarios. Problems are designed to require 2-8 steps of
basic arithmetic operations to solve. We evaluate model performance against the 1,319-problem test split.

GSM-Symbolic: Mirzadeh et al. (2024) introduced a programmatically-generated benchmark derived
from the GSMS8K dataset, employing symbolic templates that enable the generation of diverse variants of
familiar grade-school math problems while preserving their underlying reasoning structure and correctness.
We use a 100-problem subset derived from 100 unique GSM8K problems.

MATH: Hendrycks et al. (2021) contributed a math reasoning benchmark drawn from high school
math competitions covering a range of problem difficulties across seven diverse subject areas. For cost
and expediency, we evaluate models on the 500-problem MATH-500 subset of the test split as seen in
Lightman et al. (2023).

GSMS8K Matched: To better understand how recovery performance of models is affected by the
template-based substitutions of the 100-record sample of GSM-Symbolic used in our experiments,
we included results for the GSM8K Matched dataset, which is simply GSMS8K filtered to the same
100 problems that were used to derive our specific GSM-Symbolic sample. Comparing the recovery
performance between GSM8K Matched and GSM-Symbolic is a way to assess whether dataset familiarity
played a significant role in the self-correction behavior of models under evaluation.
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