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Abstract

Several parameter-efficient fine-tuning meth-001
ods based on adapters have been introduced002
as a streamlined approach to incorporate not003
only a single specialized knowledge into ex-004
isting Large Language Models (LLMs) but005
also multiple of them at once. However, un-006
derstanding their generalizability across dif-007
ferent out-of-domain tasks and their adversar-008
ial robustness remains unexplored. Thus, in009
this study, we conduct a comprehensive anal-010
ysis to elucidate the workings of the Mixture011
of Out-of-Domain Adapters, offering insights012
across various facets, ranging from training013
data characteristics to the intricacies of adapter014
weights within the framework of the Mixture015
of Adapters. Specifically, we propose to an-016
alyze how the signed directions of adapters’017
weights during mixing correlate with their gen-018
eralizability and how such analysis allows us019
to design a more effective model pruning algo-020
rithm that balances space, time, and predictive021
performance. The source code of the paper will022
be publicly available.023

1 Introduction024

Pre-trained Large Language Models (LLMs) are of-025

ten complex and large in size. This makes the fine-026

tuning of a distinct model for every new special-027

ized tasks very computationally expensive. Con-028

sequently, several parameter-efficient fine-tuning029

methods that are based on adapters have been intro-030

duced as a streamlined approach for incorporating031

new, specialized knowledge into existing LLMs.032

Several works have proposed to train a distinct033

adapter for each new domain (Houlsby et al., 2019;034

Pfeiffer et al., 2021; Hu et al., 2022). However,035

to further improve model robustness, a myriad of036

efforts now aim to utilize a blend of these adapters,037

intending to seamlessly merge knowledge from038

diverse knowledge sources. For instance, Adapter-039

Fusion (Pfeiffer et al., 2021) proposes to integrate040

multiple task adapters. However, it does not specify041

Adapter Pool

Feature Space

Step 1: Domain adaptat ion

Step 2: Adapters mixing

Figure 1: Mixing the adapter weights across various tasks
may result in the importance weights of individual tasks nulli-
fying each other, thereby yielding a merged adapter without
maintaining any influential features after the fusion process.
The evaluation method includes two steps: In Step 1, we train
domain adapters with domain-specific knowledge. In Step 2,
we mix adapters and evaluate with downstream tasks

any particular architecture or training methodolo- 042

gies for assimilating external knowledge. A similar 043

approach K-Adapter (Wang et al., 2021a) is also 044

somewhat limited, training only on T-REx triples, 045

hence missing the versatility to accommodate un- 046

structured knowledge. On the other hand, more re- 047

cent approaches such as MixDA (Diao et al., 2023) 048

do not only train domain-specific adapters but also 049

implement mechanisms for adapter routing, albeit 050

with variations in routing techniques, foundational 051

models, and training approaches. 052

Following this trend, existing works in this do- 053

main mostly focus on training multiple adapters 054

for multiple tasks and continuously adding more 055

adapters for incoming new tasks. This can be in- 056

efficient for the new domain tasks that have only 057

a few examples, making the learning among the 058

tasks unequal. Therefore, more recent works such 059

as Matena and Raffel (2022); Wang et al. (2022, 060

2021b); Li et al. (2022); Chronopoulou et al. (2023) 061

opt for weight-space averaging of model and/or 062

adapters trained on different domains, resulting 063

in Mixture of Expert Adapters, reporting supe- 064

rior predictive performance across out-of-domain 065

tasks. However, several questions regarding the 066

final mixtures of out-of-domain adapters remain 067
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unanswered, especially those regarding their gen-068

eralizability and their adversarial robustness when069

adapters from very different tasks are combined.070

Given the reported superiority in space, time, and071

predictive performance in these works, it is worth072

analyzing their performance trade-off in practice073

and investigating how such performance correlates074

with their defacto weight-space averaging mecha-075

nism, which is often the key component in classical076

ensemble Machine Learning literature.077

Therefore, borrowing the pop-culture saying that078

“mixed drinks and cocktails aren’t actually the same079

thing”, contrast from existing works, we hypoth-080

esize that not all Mixture of Expert Adapters are081

created equal and all have superior performance.082

Then, we attempt to explain and give answers to083

questions when and what to mix when it comes to084

domain-specific adapters. Specifically, we want to085

answer the following questions: (1) What will hap-086

pen to model generalization, and robustness when087

one additional adapter is injected to LLMs? (2)088

How does each domain knowledge affect to model089

parameters? (3) In the case of several adapters090

that are very different from each other, is there any091

way to fuse these adapters more efficiently than092

the weight averaging method? To answer these093

questions, we will focus on analyzing the correla-094

tion between signed directions of adapter weights095

during mixing and task-specific predictive perfor-096

mance as our main hypothesis for performance gain097

analysis (Figure 1). Although simple, this intuitive098

and novel hypothesis also allows us to design a099

more effective model pruning as an application.100

Our contributions are summarized as follows.101

1. This is the first and most comprehensive analysis102

on the generalizability and adversarial robustness103

of mixture of domain-specific adapters with 3104

different adapter methods on 13 diverse datasets,105

2. It provides insights and analysis on when and106

what adapters to mix to achieve optimal per-107

formance via the lens of signed directions of108

adapters’ weight matrices,109

3. It demonstrates applications of such insights in110

more effective adapter-based model pruning.111

2 Related works112

Adapter Fine-tuning. The primary method for113

adapting general-purpose LLMs to downstream114

tasks is via full fine-tuning, which requires adjust-115

ing all models’ parameters (Peters et al., 2018; De-116

vlin et al., 2019a). However, this results in re-117

dundant copies of fine-tuned models for each task, 118

posing a significant space challenge for systems 119

handling numerous tasks. To address this, various 120

parameter-efficient fine-tuning methods have been 121

proposed, including prompt-based tuning (Li and 122

Liang, 2021) and adapter-based tuning (Houlsby 123

et al., 2019; Pfeiffer et al., 2021; Hu et al., 2022). 124

Additionally, approaches like K-Adapter (Wang 125

et al., 2021a), AdapterFusion (Pfeiffer et al., 2021), 126

MAD-X (Pfeiffer et al., 2020) and AdaMix (Wang 127

et al., 2022) further optimize their adapters for 128

various downstream tasks by maintaining a set of 129

adapters and combine them together during infer- 130

ence. However, their adapters only focus on tasks 131

that require additional in-domain and not new or 132

out-of-domain knowledge. Thus, works such as 133

MixDA (Diao et al., 2023) propose a promising 134

way to adapt new domain knowledge while pre- 135

serving existing one. 136

Mixture of Expert Adapters. Wang et al. (2022) 137

fine-tunes so-called Mixture of Experts (MoEs) 138

with adapters on a downstream task and averaging 139

their weights during inference. Moreover, Wang 140

et al. (2021b) enhances performance in an unseen 141

target language by ensembling the source language 142

adapters. Exploring performance in novel domains 143

through weight averaging, (Li et al., 2022) focuses 144

on entire language models. Similarly, AdapterSoup 145

(Chronopoulou et al., 2023) opts for weight-space 146

averaging of adapters trained on different domains. 147

Weight averaging is identified as a viable solution 148

in this context, as it allows for the preservation of 149

LLMs performance on new domains while ensuring 150

robust in-domain results, as evidenced by studies 151

such as (Jin et al., 2023a) and (Chronopoulou et al., 152

2023). These diverse strategies contribute to the 153

evolving landscape of model merging and ensem- 154

ble techniques in the realm of fine-tuned LLMs. 155

However, none of them comprehensively evaluates 156

and analyzes the generalizability and adversarial 157

robustness of the mixed model under various con- 158

ditions of out-of-domains knowledge. 159

3 Mixture of Adapters Benchmark 160

Our benchmark includes two steps. First, we train 161

several adapters with domain-specific knowledge. 162

Second, we mix those adapters in different com- 163

binations and evaluate each of them on different 164

downstream tasks on two aspects: (1) generalizabil- 165

ity and (ii) adversarial robustness under adversarial 166

text attacks. 167
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Figure 2: Cosine similarity among datasets. Universal Sen-
tence Encoder (USE) (Cer et al., 2018) is used to generate
embeddings of 1K randomly sampled documents from each
dataset. Cosine similarities are then calculated using the cen-
troid embeddings of each dataset.

3.1 Dataset168

Diverse Knowledge Datasets. To simulate knowl-169

edge diversity, we gather a total of 13 distinct170

and diverse out-of-domain datasets or classification171

tasks for evaluation. They are MNLI (Williams172

et al., 2018), QNLI (Rajpurkar et al., 2016),173

RTE (Bentivogli et al., 2009), MRPC (Dolan and174

Brockett, 2005), QQP (Iyer et al., 2017) and175

SST2 (Socher et al., 2013) from the GLUE domain176

corpus. PubMed-20K RCT dataset (Dernoncourt177

and Lee, 2017) from Biology domain for sentence178

classification. IMDB dataset from a Movie Review179

domain. Ag News, Financial (Malo et al., 2014)180

and Guardian Authorship (Altakrori et al., 2021)181

are News domain datasets across World, Sports,182

Business, Science/Technology, and Financial top-183

ics. Wiki Toxic 1 and Tweets Hate Speech are184

two Informal text domain for toxicity detection.185

We refer the readers to Appendix A.1 for detailed186

statistics such as number of documents, average187

document length, and sentence lengths.188

Semantic and Topic Distributions. Figure 2,189

Figure 3 illustrates the cosine similarity among190

datasets and the topic distribution across different191

domain datasets, respectively. The figures reveal192

the intricate relationships within our diverse se-193

lected datasets. Notably, SST2 and IMDB, both194

originating from the same movie corpus, exhibit195

proximity in topic embedding spaces. On the con-196

trary, non-formal datasets such as Wiki and Tweets197

are distinctly distant from other datasets in this re-198

gard. For a more detailed exploration of the topics199

within the training data, please refer to Sec. A.2 of200

Appendix.201

1https://www.kaggle.com/competitions/jigsaw-toxic-
comment-classification-challenge/
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Figure 3: Visualization of Topic distribution over all datasets.
Latent Dirichlet Allocation (LDA) (Blei et al., 2003) is used
to extract 10 most important words that represent the topics of
each domain dataset. We then use FastText 2 to extract their
embeddings and average them with PCA for 2D visualization.

3.2 Mixing Fine-Tuned Adapters 202

Models and Individual Adapters. We design 203

our evaluation on two transformer-based mod- 204

els, namely BERT (Devlin et al., 2019b) and 205

RoBERTa (Liu et al., 2019) with a total of 3 di- 206

verse and well-known adapter methods. They are 207

Houlsby (Houlsby et al., 2019), Pfeifer (Pfeiffer 208

et al., 2021) and LoRA (Hu et al., 2022). This 209

adapter-based method introduces variations in the 210

adapter architecture and parameterization, con- 211

tributing to the exploration of efficient and effective 212

ways to adapt pre-trained models for specific down- 213

stream tasks. In particular, Houlsby introduces 214

two adapter blocks with bottleneck networks in 215

each Transformer block, augmenting the RoBERTa 216

model for downstream tasks. Similarly, the Pfeiffer 217

adapter differs in architecture, incorporating only 218

one adapter layer in each Transformer block, in 219

contrast to the two layers introduced by Houlsby. 220

Pfeiffer makes minor adjustments to include layer 221

normalization. LoRA takes a distinctive approach 222

by freezing the MLP modules of transformers and 223

representing updates to attention weights with two 224

low-rank matrices to optimize space while effec- 225

tively retaining model performance. 226

Mixing Adapters. From a pre-trained large model 227

(PLM) such as BERT and RoBERTa, denoted as 228

θPLM , we proceed to train a suite of optimal 229

adapters tailored for diverse domains, specifically 230

θD1 , θD2 , . . . , θDk
. In scenarios involving tasks 231

that have only a few examples, the fusion process 232

amalgamates the weights of all adapters, facilitat- 233

ing predictions without the need for further fine- 234

tuning. Following (Chronopoulou et al., 2023), the 235

final inference become: 236

f(x, θPLM +
1

k

i=k∑
i=1

θDi) (1) 237
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3.3 Adversarial Text Generation238

Textual adversarial attacks are popular in AI ro-239

bustness research. Technically speaking, given a240

dataset D={(xi, yi)}i∈[N ], where x represents the241

sample and y denotes the ground truth label, a tex-242

tual adversarial attack aims to attack an LLM fθ243

with a classification loss function L by perturbing244

each sample x with δ given a certain budget C:245

arg maxδ∈CL[fθ(x+ δ), y], (2)246

Toward evaluating the robustness of mixture of247

adapters, we then modify the existing black-box248

and white-box textual attacks to implement Equa-249

tion 2. We utilize the popular TextFooler (Jin et al.,250

2020) as the black-box attack, which aims to re-251

place words with synonyms or contextually similar252

words to deceive LLMs. We utilize the well-known253

FGDS (Goodfellow et al., 2015) as the white-box254

attack, which can efficiently craft adversarial ex-255

amples by perturbing embedding of text data in the256

direction of the sign of the gradient of the loss func-257

tion to the input, thereby exposing vulnerabilities258

in model robustness.259

3.4 Combinatory Evaluation260

We first train a single adapter for each of the 13261

tasks, resulting in a total of 13 adapters upon com-262

pletion of training. Subsequently, for each target263

task, we generate combinations from the set of 13264

tasks. To illustrate, for MNLI, when combining two265

adapters, we have the flexibility to choose 1 adapter266

out of the remaining 12, resulting in 12 possible267

combinations. For a set of 3 adapters, including268

MNLI, we select 2 task adapters out of the 12 to269

generate C2
12 combinations. This process continues270

similarly for sets ranging from 4 to 13 adapters,271

where, in the case of 13 adapters, all adapters are272

combined. In summary, for each target task, we273

have
∑12

i=1C
i
12 combinations. Subsequently, for274

each combination in the set of k adapters, we evalu-275

ate task performance after merging, computing the276

mean and variance over all combinations.277

4 Experiments278

4.1 Implementation Details279

We employ training and evaluation datasets to280

gauge the accuracy of datasets in the GLUE corpus.281

On the Ag News, Authorship, Financial, IMDB,282

Tweets, and Wiki-Toxic, we partition the training283

set into three segments with an 8:1:1. For Black-284

Box (TextFooler (Jin et al., 2020)), we set the mini-285

mum embedding cosine similarity between a word 286

and its synonyms as 0.8, and the minimum USE 287

similarity is 0.84. With WhiteBox (FGDS (Good- 288

fellow et al., 2015)), we choose the magnitude of 289

the perturbation in embedding space as 0.01. We 290

use adapters with a dimension of 64 and 256 using 291

RoBERTa-large and BERT-base encoders follow- 292

ing the setup of (Houlsby et al., 2019), (Pfeiffer 293

et al., 2021). With LoRA, we use rank r=4 follow- 294

ing the setup of (Hu et al., 2022). Detailed training, 295

evaluation dataset, and hyper-parameter configura- 296

tion for different tasks are presented in Sec. A.3 in 297

the Appendix. 298

4.2 Results 299

We present the performance of RoBERTa with 300

Houlsby adapter with different numbers of addi- 301

tional mixing domains in Figure 4. Table 1 shows 302

how much the predictive performance drops with- 303

out and with adversarial black-box and white-box 304

attacks when mixing all adapters. Overall, the aver- 305

age performance drops over all tasks on the clean 306

test set from the original performance to a mix 307

of all adapters is 11.3%, and that for black-box 308

and white-box attacks are 12.1% and 10.2 %, re- 309

spectively. For further results on different model 310

performances in other adapter methods, we refer 311

the readers to Figures 10, 11, 12, 13 in Sec. A.4 of 312

the Appendix. 313

Finding #1: As we add more tasks or domains, 314

the predictive performance of every single task 315

decreases, reaching its lowest point when we in- 316

corporate the maximum of 13 adapters. The same 317

behaviors were also observed in (Jin et al., 2023b) 318

where they merge the weight of pre-trained models. 319

Notably, task accuracy remains stable for QNLI 320

and SST2 when mixing adapters, indicating that 321

incorporating knowledge from other domains does 322

not consistently impair model performance. In con- 323

trast, a substantial decrease in accuracy is observed 324

for the remaining tasks during the merging of do- 325

main adapters, especially between RCT, IMDB, 326

Ag News, and Authorship. This suggests that the 327

nature of mixture domains or tasks might have a 328

crucial effect on the mixture of adapters, causing it 329

to forget the task-specific knowledge. 330

Finding #2: On average, adversarial setting 331

dropped 12.1% in black-box compared to 11.3% 332

in clean. The overall predictive performance was 333

significantly lower under the white-box compared 334

to the black-box attack, highlighting the efficacy 335
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Figure 4: Accuracy of RoBERTa with Houlsby Adapter across various distribution datasets. The x-axis denotes the number of
domain adapters to be mixed, ranging from 1 to 13.

Dataset mnli mrpc sst2 rte qnli qqp rct ag authorship financial imdb tweets wiki Average

∇clean 13.0 8.3 4.9 8.5 5.2 8.6 20.1 13.8 11.4 14.3 14.2 12.3 12.1 11.3
∇blackbox 12.1 16.0 10.4 10.2 10.1 9.8 12.3 12.6 13.4 13.8 13.0 11.8 10.5 12.1
∇whitebox 10.0 11.0 8.3 9.4 12.0 10.2 12.5 12.1 10.5 9.5 10.0 10.2 7.5 10.2

Table 1: Average absolute performance drop (in percentage %) when mixed from all domain adapters on clean,
black-box and white-box attack.

of white-box attack methods. Specifically, on the336

RCT dataset, the accuracy drop on clean is 20%337

which is much bigger on black-box and white-box338

attacks with 12.3% and 12.5%.339

Finding #3: Variance in task accuracy on ad-340

versarial attacks, when combining different do-341

main adapters, is observed to be larger than the342

variance in clean accuracy (Figure 4). The dif-343

ference in performance variance with and without344

adversarial attacks suggests that the incorporation345

of adapters from different domains enhances the346

model’s robustness, contributing to a more resilient347

performance in the face of adversarial attacks.348

Mixing adapters from different domains makes349

a model that can provide prediction out-of-350

distribution/ unseen tasks without retraining. How-351

ever, mixing the adapter decreases performance in352

the current task. Therefore, it is important to un-353

derstand which task we should use to mix to have354

a final adapter that can have good enough perfor-355

mance in the out-of-distribution while maintaining356

its performance in the original task.357

5 Effects of Sign Differences of Adapter358

Weights during Mixing: A Hypothesis359

A Hypothesis. The ideal scenario when incorpo-360

rating an adapter with new tasks is to make min-361

imal adjustments to its weights, both in terms of 362

values–i.e., magnitudes, and directions, to sustain 363

its original performance. However, quantifying 364

such disparity in adapter weights during fusion, 365

considering both values and directions, proves to 366

be overly intricate. In our analysis, we simplify 367

this assessment by focusing on the sign directions 368

of the adapter weights. Intuitively, following the 369

mixing process of k individual adapter weight in 370

Equation 1 (Sec. 4), we hypothesize that the sign 371

differences–i.e., positive v.s. negatives, in adapter 372

weights during mixing correlate with the mixture 373

of k number of domain-specific adapters’ general- 374

izability. As illustrated in Figure 1, the averaging 375

of adapter weights across various tasks may lead to 376

the nullification of importance weights for individ- 377

ual tasks. Consequently, the merged adapter might 378

lose influential features during the fusion process, 379

emphasizing the importance of carefully managing 380

the fusion procedure. 381

We first test and analyze such correlation with 382

individual adapters (mixture with k=1), dual 383

adapters (k= 2), and then generalize to multiple 384

adapters (k≥2). To demonstrate the utility of our 385

analysis, we provide an application of our hypothe- 386

sis on effective model pruning in Sec. 6. 387
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Figure 5: Fraction on differences of adapter weight direction.

5.1 Individual Adapters (k=1)388

We calculate the difference in the direction of389

adapter weights on RoBERTa and normalize it by390

the total number of adapter weights, as depicted in391

Figure 5. We refer the readers to Sec. A.5 in the392

Appendix for results on BERT. Figure 3 indicates393

that datasets with distinct topic distributions and394

cosine similarities (Sec. 3.1) exhibit varying weight395

directions. This suggests that adapters follow dif-396

ferent optimization trajectories, leading to diverse397

optimal weight values. Interestingly, a consistent398

trend in the difference in weight direction is ob-399

served across various model architectures (BERT,400

RoBERTa) and adapter methods (e.g., Figure 5 and401

Figure 9 of Appendix A.5). The reason is that402

adapters act as small MLP layers that integrate403

task-specific knowledge into pre-trained models404

(Meng et al., 2022) in different adapter methods.405

This shared functionality contributes to a similar406

trend in weight direction differences, highlighting407

the robustness and generalizability of the observed408

behavior across different architectural and method-409

ological variations.410

5.2 Dual Adapters (k=2)411

Weight Direction. Figure 6 illustrates the propor-412

tion of changes in weight direction for each adapter413

during the integration of two domain-specific414

adapters. This investigation is conducted within the415

context of the Pfeiffer Adapter using a pre-trained416

RoBERTa model. Task Performance. Figure 6417

illustrates the proportion of weight changes in di-418

rection and task accuracy resulting from the com-419

bination of two adapter weights. Overall, task per-420

formance experiences a decline when merging its421

adapter with the adapter weight from another task.422

Notably, tasks with substantial differences in the423

fraction of weight direction witness a pronounced424

performance decrease. Specifically, MNLI, RCT,425

Ag News, Financial, and Authorship exhibit signif-426

icant performance drops due to substantial differ-427

ences in adapter weight direction. This results in 428

a substantial change in the current adapter weight 429

upon mixing. Conversely, tasks such as MRPC, 430

QNLI, and RTE demonstrate either marginal im- 431

provement or no change in performance when 432

mixed with other adapters. This is attributed to 433

the minimal difference in adapter weight direction 434

after mixing, ranging from 5% to 10% compared 435

to the original weight. 436

5.3 Multiple Adapters (k≥2) 437

Weight Direction. Figure 7 depicts the proportion 438

of weight direction conflicts relative to the number 439

of adapter weights being merged. Similar to the 440

dual-adapter setting, we observe that increasing the 441

number of mixed adapters amplifies the disparity 442

in the target adapter weight direction. This effect 443

is significant in tasks such as MNLI, QQP, RCT, 444

Ag News, Authorship, and Financial, where the tar- 445

get adapter weight exhibits substantial dissimilarity 446

compared to other adapters. Task Performance. 447

In the set of tasks exhibiting substantial disparities 448

when mixing adapter weights, the model experi- 449

ences a large performance decrease post-mixing. 450

Conversely, tasks within the MRPC, QQP, RTE, 451

and SST2 groups demonstrate a more modest per- 452

formance drop when their adapters are mixed. This 453

can be attributed to the relatively minor differences 454

in adapter weights compared to other tasks, as de- 455

picted in Figure 5. The mixing of these adapters 456

does not result in a significant alteration of model 457

parameters, preserving crucial feature weights for 458

the target task. 459

6 Towards Effective Model Pruning 460

To demonstrate the utility of our analysis in Sec. 5, 461

we will apply it to tackle the task of model prun- 462

ing. As shown in Figure 6, we reveal that task 463

performance experiences a significant drop when 464

integrating adapters with pronounced disparities 465

in weight signs–i.e., positive with negative signs. 466

Moreover, our observation indicates that only a lim- 467

ited number of weights significantly contribute to 468

task performance, suggesting redundancy within 469

the weights that can be pruned without compromis- 470

ing the original task performance (Frankle et al., 471

2021). To mitigate the impact of weight sign dif- 472

ferences, we propose mixing only a sparse version 473

of the adapter’s weights. This strategy indirectly 474

reduces the fraction of weight sign conflicts. Con- 475

sequently, by minimizing the fraction of weight 476
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Figure 6: Fraction of weights altering direction during the consolidation of two adapters. The dashed blue line denotes the
accuracy achieved by a standalone adapter trained on a specific task. While the solid red line illustrates the variations in accuracy
when merging the adapter with another task’s adapter.

sign conflicts, the mixing process becomes more477

resilient to the inadvertent elimination of important478

weights by less significant or redundant weights.479

This phenomenon is visually depicted in Step 2480

of Figure 1, where significant weights in the two481

adapters are preserved, and small or unimportant482

weights of opposing signs are minimized.483

Pruning Adapters at Initialization. Sparse484

Adapter (He et al., 2022), employs pruning at ini-485

tialization across every layer of adapters, being able486

to achieve comparable or even superior predictive487

performance than standard adapters, even when488

the sparse ratio reaches up to 80%. By adopting489

a similar process of pruning adapters at initializa-490

tion together with our analysis in Sec. 5, we can491

eliminate redundant parameters at an early stage,492

circumventing the need for a time-consuming itera-493

tive pruning process, as discussed in prior work by494

Frankle et al. (Frankle and Carbin, 2019).495

Specifically, considering an adapter with weights496

wl inserted in the layer l ∈ {1, · · · , L}, parame-497

ters can be pruned by a binary mask ml as w̃l
i =498

wl
i ⊙ml

i, where w̃l
i denotes the pruned parameters,499

wl
i and ml

i denote the i-th element of wl and ml,500

respectively. Given target sparsity s, scores z are501

assigned to all parameters w, and redundant param-502

Algorithm 1: Magnitude pruning on
adapters weight.

Input: adapter paramters w, sparse ratio s.
Output: pruned adapter w̃.
1: w ← Initialization(w)
2: Compute important score z = |w|
3: Compute the s-th percentile of z as zs
4: m← 1 [z − zs ≥ 0]
5: w̃ ← m⊙ w

eters with scores below the threshold zs (the s-th 503

lowest percentile of z) are removed. In this study, 504

we adopt magnitude pruning (Han et al., 2015), 505

where each parameter is assigned a score z = |w| 506

as its score and removes parameters with the low- 507

est scores. Following the methodology outlined in 508

(Frankle et al., 2021), we employ magnitude prun- 509

ing at the initialization stage as shown in Algorithm 510

1. 511

Task Performance with Pruned Adapters. We 512

present RoBERTa’s performance in Figure 8a, 513

where we systematically prune the weight of 514

the Pfeiffer adapter from 0% (without using the 515

adapter) to 100%. For a single task at the den- 516

sity level k, we retain only the largest, i.e., the 517

top-k% influential parameters of the correspond- 518

ing adapter, and evaluate task performance with 519

7
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Figure 7: Fraction of weights changing direction during the mixing of multiple adapters, ranging from 2 to 13. The dashed blue
line corresponds to the accuracy of a single adapter trained on a specific task, while the solid red line depicts the fluctuation in
task accuracy resulting from merging the adapter with another task’s adapter.

the pruned adapter. This evaluation is conducted520

across all 13 tasks, and the average performance is521

computed. Remarkably, retaining only the top 30%522

influential parameters does not lead to performance523

degradation. This observation suggests redundancy524

in adapter parameters, contributing to the increase525

in the fraction of weight direction conflicts when526

merging these adapters (Figure 7).527

Task Performance when Mixing Pruned528

Adapters. Weight ensemble is practical for529

out-of-distribution domains or resource-restricted530

settings, preserving PLM performance on new531

domains while delivering robust in-domain results532

(Jin et al., 2023a). However, element-wise average533

parameter weights can lead to a reduction in the534

importance of influential parameters due to the535

combination of weights in opposite directions.536

To evaluate our hypothesis, we first pruned all537

the adapter weights to retain only the top 30%538

weight parameters. We then mixed these adapters539

to investigate whether removing redundancy540

parameters would help improve performance on541

mixed adapters. Figure 8b shows the performance542

on MNLI when different sparse adapters are mixed.543

Overall, when pruning important weights, the544

fraction of weight difference in direction decreases.545

Interestingly, mixing these sparse adapters can546

help remove parameter redundancy on tasks,547

contributing to improved model generalization.548
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Figure 8: (a). Average RoBERTa performance with a single
sparse adapter on 13 tasks with increasing density of adapter
weight. 0%: pruning all adapter weights, keeps only the
weight of the pre-trained model, while 100% denotes keeping
all the weights of the adapters. (b). Model performance when
increasing the # of sparse adapters being mixed. The red line
represents the MNLI accuracy when mixing out-of-domain
adapters, while the dashed green line depicts the MNLI per-
formance when mixing sparse out-of-domain adapters. The
dashed blue line represents the MNLI performance of a single
adapter.

7 Conclusion 549

In conclusion, our study provides a comprehensive 550

investigation into the inner workings of the mixture 551

of out-of-distribution adapters, yielding insights 552

across diverse aspects from the characteristics of 553

training data to the sign of adapter weights. By 554

examining the signed directions of adapter weight, 555

we offer valuable insights and analyses to guide the 556

optimal selection of adapters for achieving peak 557

performance and establish a correlation between 558

model pruning and the mixture of adapters, enhanc- 559

ing our understanding of their interconnected roles 560

in the context of sparse neural networks. 561
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Limitation562

Despite the progress we made, there still exist limi-563

tations in our work. Primarily, our exploration fo-564

cused solely on one classic pruning method, namely565

Magnitude Pruning. It is essential to acknowl-566

edge the possibility of other advanced pruning tech-567

niques that can take advance of neural network ar-568

chitecture. Consequently, future endeavors should569

delve into investigating these alternatives. Further-570

more, our examination was confined to natural lan-571

guage understanding tasks. A valuable avenue for572

future research would involve extending our analy-573

sis to encompass text generation tasks, particularly574

within the context of the current transformer-based575

language model, such as machine translation utiliz-576

ing GPT.577
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Jonas Pfeiffer, Ivan Vulić, Iryna Gurevych, and Se-688
bastian Ruder. 2020. MAD-X: An Adapter-Based689
Framework for Multi-Task Cross-Lingual Transfer.690
In EMNLP.691

Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and692
Percy Liang. 2016. SQuAD: 100,000+ questions for693
machine comprehension of text. In EMNLP.694

Richard Socher, Alex Perelygin, Jean Wu, Jason695
Chuang, Christopher D Manning, Andrew Y Ng, and696
Christopher Potts. 2013. Recursive deep models for697
semantic compositionality over a sentiment treebank.698
In EMNLP.699

Ruize Wang, Duyu Tang, Nan Duan, Zhongyu Wei,700
Xuanjing Huang, Guihong Cao, Daxin Jiang, Ming701
Zhou, et al. 2021a. K-adapter: Infusing knowledge702
into pre-trained models with adapters. In ACL.703

Xinyi Wang, Yulia Tsvetkov, Sebastian Ruder, and Gra-704
ham Neubig. 2021b. Efficient test time adapter en-705
sembling for low-resource language varieties. In706
EMNLP.707

Yaqing Wang, Sahaj Agarwal, Subhabrata Mukherjee,708
Xiaodong Liu, Jing Gao, Ahmed Hassan Awadal-709
lah, and Jianfeng Gao. 2022. AdaMix: Mixture-of-710
adaptations for parameter-efficient model tuning. In711
EMNLP.712

Adina Williams, Nikita Nangia, and Samuel Bowman.713
2018. A broad-coverage challenge corpus for sen-714
tence understanding through inference. In NAACL.715

Dataset mnli mrpc sst2 rte

Train 392,702 3,668 67,349 2,490
Test 9,815 408 872 277

Dataset qnli qqp rct ag
Train 104,743 363,846 178,882 120,000
Test 5,463 40,430 30,135 7,600

authorship financial imdb tweets wiki
2,743 4,846 22,500 31,962 127,656
686 484 2,500 3,196 63,978

Table 2: Number of instances for each dataset divided
by training and test set.
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Figure 9: Fraction on differences of adapter weight direction.

A Appendix 716

A.1 Linguistic statistic 717

Table 3 shows linguistic statistics in terms of train- 718

ing text. 719

A.2 Topic distribution of training datasets 720

Tables from 4 to 16 show 10 topics and correspond- 721

ing important words which are exacted from LDA 722

for each training dataset. 723

A.3 Hyper-parameter 724

Training and evaluation datasets. To assess per- 725

formance in out-of-distribution scenarios, we con- 726

duct evaluations on a diverse set of 13 datasets cov- 727

ering various topics, ranging from movie reviews, 728

news, authorship, and healthcare, to non-formal 729

language text such as Wiki Toxic and Tweets. 730

For datasets within the GLUE corpus, we employ 731

training and evaluation datasets to gauge accuracy 732

across different settings. In the case of Ag News, 733

Authorship, Financial, IMDB, Tweets, and Wiki- 734

Toxic, we partition the training set into three seg- 735

ments with an 8:1:1 ratio, utilizing them for train- 736

ing, evaluation, and test datasets, respectively. This 737

approach ensures a comprehensive evaluation of 738

model performance across a wide spectrum of do- 739

mains and linguistic styles. Table 2 shows data 740

statistics on train/test datasets. 741
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Data Source Average
Document Length

Average
Sentence Length

Average
# Sentences per Document

MNLI 15.1 14.7 1.0
MRPC 21.9 21.1 1.0
QNLI 18.2 18.0 1.0
QQP 11.1 9.9 1.2
RTE 26.2 18.1 1.4
SST 10.4 10.4 1.0
RCT 26.5 26.3 1.0

Ag-news 38.4 29.1 1.3
Authorship 1038.6 20.2 51.3
Financial 23.1 22.8 1.0

IMDB 233.8 21.6 10.8
Tweets 15.9 9.6 1.6

Wiki-toxic 67.8 15.4 4.4

Table 3: Length statistics.

Table 4: Topic distribution on MNLI dataset

#Topic MNLI
1 well, time, got, take, one, much, day, something, ive, even, way, long, little, make, back
2 kind, system, though, come, went, well, today, view, church, including, president, seems, across, run, policy
3 say, get, cost, guess, were, business, car, local, whole, north, rather, getting, question, technology, capital
4 service, state, world, get, big, pretty, give, war, yes, standard, real, here, came, call
5 probably, high, thought, however, set, hand, enough, said, since, type, jon, yet, and, service
6 could, mean, around, part, another, change, percent, made, course, life, book, fact, name, room
7 government, program, federal, information, country, problem, le, new, national, may, number, agency, report, organization
8 year, two, house, case, old, three, town, street, century, one, city, study, man, four, different
9 know, like, think, thats, right, really, people, thing, good, go, one, lot, going
10 yeah, work, legal, rule, last, year, he, american, small, home, company, act, group, analysis, public

Setting on text adversarial attack. In this742

study, we employ two types of attacker methods:743

TextFooler (Jin et al., 2020) and FGDS (Goodfellow744

et al., 2015).745

TextFooler word-level attacks focus on replacing746

words within the text with synonyms or contextu-747

ally similar words. By making ostensibly minor al-748

terations to the input text, these attacks can deceive749

LLMs into producing incorrect outputs or substan-750

tially modifying their predictions. We meticulously751

fine-tune the hyperparameters of TextFooler to ob-752

tain more appropriate synonyms. We set the mini-753

mum embedding cosine similarity between a word754

and its synonyms as 0.8, and the minimum Univer-755

sal Sentence Encoder similarity is 0.84.756

FGDS (Goodfellow et al., 2015) is a white-box757

embedding-level attack. FGDS uses the Fast Gra-758

dient Sign Method (FGSM) to calculate gradients759

of the model’s loss to the input text and generates760

an adversarial example by perturbing the embed-761

ding of input text in the direction that maximizes762

the loss. We choose the magnitude of the pertur-763

bation in embedding space as 0.01 on BERT and764

RoBERTa models.765

Adapter Configuration. We use adapters with766

a dimension of 64 and 256 using RoBERTa-large767

and BERT-base encoders following the setup of 768

(Houlsby et al., 2019), (Pfeiffer et al., 2021). With 769

LoRA, we use rank r = 4 following the setup of 770

(Hu et al., 2022). 771

Hardware Information. We evaluate model per- 772

formance on AMD Ubuntu 22.04.2 with Ryzen 773

Threadripper PRO 5975WX, 1800MHz, Cached 774

512 KB and 4 × GPU Nvidia A6000. Hyper- 775

Parameters. Detailed hyper-parameter configura- 776

tion for different tasks is presented in Table 17. 777

A.4 Model performance when mixing 778

adapters across tasks 779

Tables 10, 11, 12 and 13 show task accuracy when 780

mixing multiple adapters. 781

A.5 Additional result on weight different 782

Figure 9 shows the difference in the direction of 783

adapter weights and normalizes it by the total num- 784

ber of adapter weights in BERT. 785
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Table 5: Topic distribution on MRPC dataset

#Topic MRPC
1 said, court, company, would, official, statement, decision, made, state, appeal, two, board
2 said, year, people, president, program, time, million, two, last, house, official, weapon
3 said, million, would, state, period, compared, men, get, democratic, plan, company, united, also, could
4 percent, share, cent, million, stock, point, nasdaq, billion, new, index, trading, rose, per, year
5 said, also, state, iraq, center, united, attack, hospital, killed, war, three, american, people
6 said, two, home, police, told, state, friday, last, year, federal, company, yesterday, national
7 standard, poor, index, chief, point, said, percent, justice, one, spx, broader, executive, three
8 said, analyst, expected, street, many, suit, call, yesterday, angeles, wall, los, research, one, change, according
9 case, said, court, filed, death, also, charged, lawsuit, charge, state, found, reported, office, cancer

10 said, would, server, window, network, one, new, microsoft, also, taken, people, company

Table 6: Topic distribution on QNLI dataset

#Topic QNLI
1 city, american, south, large, west, season, de, roman, service, art, london, first, located, street, new
2 state, united, new, including, people, city, national, million, school, north, government, army, many, within, building
3 also, system, later, early, used, based, part, control, four, use, death, official, known, act, called
4 group, language, east, among, found, common, company, india, federal, movement, population, early, included, production, range
5 the, church, term, example, university, greek, german, like, english, specie, god, word, per, old, one
6 form, although, following, law, central, rule, culture, without, often, modern, territory, society, treaty, considered, christian
7 war, world, british, life, development, empire, first, region, community, year, france, though, time, set, began
8 well, three, include, place, power, party, league, may, needed, right, one, political, club, a, event
9 became, first, time, john, film, president, number, year, french, one, day, land, america, process, le

10 century, music, around, house, home, period, age, record, late, established, several, standard, time, world, river

Table 7: Topic distribution on QQP dataset

#Topic QQP
1 like, become, feel, get, job, movie, good, student, want, engineering, girl, website, sex, study, go
2 best, way, difference, learn, whats, money, make, online, book, india, buy, start, good, language, programming
3 much, best, time, weight, year, lose, old, place, month, day, iphone, read, possible, class
4 thing, day, business, get, first, going, example, one, prepare, video, woman, word, men
5 work, note, india, indian, ever, computer, black, r, science, you, help, rupee, different
6 would, life, trump, world, country, new, donald, war, india, win, happen, president, clinton, hillary
7 get, friend, used, long, why, bad, back, see, take, cant, good, facebook, system, relationship, person
8 someone, love, english, one, know, improve, account, people, get, instagram, tell, average, hair, password
9 mean, app, song, name, android, give, bank, right, what, company, india, working, get, now, create

10 people, quora, question, think, do, me, answer, google, stop, use, state, get, many, live

Table 8: Topic distribution on RTE dataset

#Topic RTE
1 year, bank, world, ago, police, place, human, people, said, man, problem, game, many, took, explosion
2 people, attack, california, killed, life, united, day, lost, air, one, space, injured, national, capital, said
3 oil, said, nuclear, company, new, president, iran, million, military, john, un, country, bush, price
4 said, world, state, united, minister, country, million, people, nobel, south, peace, war, trade, prize, mexico
5 woman, corp, parliament, case, confirmed, said, rabies, represented, cause, poorly, fire, president, police, loss
6 year, new, said, one, would, died, university, show, company, family, first, service, since, country, home
7 state, iraq, said, bush, bomb, found, used, water, home, killed, caused, damage, one, police
8 party, police, president, new, two, officer, name, drug, state, prime, people, minister, last, year, democratic
9 new, said, government, year, iraq, would, york, official, today, baghdad, also, euro, announced, percent, minister

10 said, year, leader, new, sanfrancisco, work, justice, two, president, government, end, free, guerrilla

Table 9: Topic distribution on SST2 dataset

#Topic SST2
1 film, really, enough, movie, something, make, interesting, many, like, subject, intelligent, laugh, short
2 movie, bad, film, better, great, fun, one, look, director, story, ultimately, smart, cinema, put
3 performance, funny, way, moment, film, cast, another, screen, yet, big, work, perfect, made
4 new, material, ve, movie, rather, film, special, seen, minute, enjoyable, might, offer, story, effect
5 comedy, drama, thriller, romantic, documentary, actor, moving, clever, funny, sometimes, pleasure, often, movie, film
6 work, film, movie, hard, well, keep, filmmaker, ever, life, original, sense, dull, quite, could
7 like, feel, movie, much, people, film, make, see, get, character, one, thing
8 good, real, film, worth, fascinating, make, time, lack, bit, amusing, humor, tale, pretty, run
9 character, one, best, film, movie, story, far, compelling, two, every, year, picture, little
10 love, audience, film, story, character, seems, entertainment, way, powerful, care, take, one, movie, spirit

12



Table 10: Topic distribution on RCT dataset

#Topic RCT
1 group, patient, week, randomized, study, received, control, year, mg, randomly, placebo, day
2 patient, session, visit, cohort, failure, lesion, myocardial, hospital, twice,death, heart, infarction
3 analysis, using, data, model, used, test, sample, analyzed, regression, characteristic, time, collected, cell, method, performed
4 outcome, primary, month, patient, baseline, measure, score, secondary, treatment, scale, assessed, symptom, week, followup
5 risk, associated, level, weight, factor, effect, disease, body, increased, diabetes, insulin, high, glucose, change, activity
6 study, patient, treatment, effect, therapy, efficacy, may, effective, result, evaluate, safety, weather, clinical, outcome, intervention
7 group, difference, significant, significantly, compared, control, treatment, score, higher, lower, time, observed, rate
8 trial, study, randomized, intervention, care, health, controlled, clinical, quality, life, conducted, prospective, effectiveness, child, number
9 patient, event, surgery, adverse, postoperative, complication, procedure, pain, undergoing, surgical, rate, incidence, common, infection, injection

10 mean, respectively, ratio, patient, group, median, versus, interval, year, day, month

Table 11: Topic distribution on Tweets dataset

#Topic Tweets
1 new, get, here, music, home, cool, playing, free, want, fun, season, shop, update, reason
2 day, one, night, time, good, week, last, never, first, get, year, got, lot, today
3 day, father, love, happy, time, weekend, take, friday, dad, fathersday, model
4 want, bull, up, do, help, trump, whatever, direct, dominate, waiting, libtard, yet, sleep, post
5 thankful, need, good, positive, orlando, morning, city, tear, news, blessed, friend, dream, bing, yeah, bong
6 user, amp, day, see, cant, go, like, new, today, one, people, get, wait, make
7 birthday, like, positive, affirmation, happy, baby, amp, god, girl, woman, feel, hate, hot, you
8 love, work, life, happy, happiness, make, always, food, quote, smile, wedding, moment, right, feeling, music
9 healthy, blog, gold, silver, altwaystoheal, forex, healing, grateful, dog, buffalo, peace, really, story
10 love, me, smile, summer, beautiful, fun, cute, girl, selfie, friend, sun, instagood, beach, photo

Table 12: Topic distribution on IMDB dataset

#Topic IMDB
1 story, film, life, movie, character, one, love, time, people, see, way, family, would, well
2 movie, like, one, good, really, it, film, bad, see, even, time, would, make, get
3 get, one, man, the, go, woman, take, back, he, find, there, scene, two, girl
4 hamilton, gadget, arkin, scooby, talespin, stallion, smoothly, tenderness, shaggy, gil, inspector, keller, nevada, hopelessness
5 war, american, documentary, soldier, political, world, german, country, history, america, military, army, hitler
6 bollywood, indian, kapoor, khan, akshay, fi, amitabh, ramones, verhoeven, christina, sci, braveheart, kumar, chiller
7 film, one, the, scene, character, story, director, much, plot, well, even, work, time
8 film, role, performance, great, play, best, good, cast, one, actor, comedy, john
9 show, series, episode, year, tv, time, great, first, kid, dvd, one, funny, still, watch
10 match, matthau, luke, shakespeare, neil, bruce, scarface, boxing, hamlet, elvis, branagh, lucas, polanski

Table 13: Topic distribution on Ag News dataset

#Topic Ag News
1 palestinian, said, iraqi, killed, iraq, reuters, attack, baghdad, arafat, israeli, bomb, scored, force, city
2 win, world, first, point, coach, cup, lead, victory, team, second, no, champion, night, final
3 president, afp, said, minister, election, bush, leader, india, state, reuters, prime, united
4 reuters, oil, price, stock, new, search, dollar, google, market, york, rate, apple, share, record
5 court, drug, say, ap, could, may, new, year, eu, case, said, state, scientist, trial
6 space, nasa, canadian, dec, press, former, nba, williams, winter, houston, monday, arsenal, sunday
7 said, company, inc, million, deal, corp, billion, sale, year, percent, reuters, buy, business
8 microsoft, new, software, internet, service, system, computer, technology, phone, ibm, music, online, web, company
9 china, police, said, reuters, people, worker, british, government, official, party, japan, group, chinese

10 game, new, year, red, one, time, season, first, team, series, last, york

Table 14: Topic distribution on Financial dataset

#Topic Financial
1 company, finnish, new, plant, finland, construction, order, line, contract, service, unit, production, investment
2 company, share, bank, said, also, capital, start, issue, term, financial, price, business, executive, dividend
3 eur, profit, sale, net, operating, million, period, quarter, compared, loss, year
4 finnish, said, today, million, company, first, helsinki, year
5 company, mobile, said, phone, nokia, solution, business, pretax, finland, network, product, group, store, customer
6 market, board, option, company, share, stock, director, member, concerning, meeting, general, bank, flow, chairman
7 share, company, group, lower, helsinki, stock, president, capital, holding, new, right
8 service, finland, customer, corporation, company, electronics, solution, industry, business, helsinki, ltd, group
9 company, expected, sale, said, people, production, paper, year, finland, plant, cut, staff, expects

10 euro, service, company, item, nokia, excluding, technology, business, mobile, device, market, product
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Table 15: Topic distribution on Authorship dataset

#Topic Authorship
1 one, would, may, people, year, even, could, time, last, minister, public, police, many, blair, say
2 one, would, war, farmer, even, new, blair, bush, could, need, time, iraq, much, week
3 labour, new, people, government, tax, year, time, even, public, brown, blair, party, money
4 would, one, government, new, world, year, labour, much, state, blair, last, british
5 new, public, government, labour, people, year, one, would, may, way, time, make, right, life, need
6 people, time, public, said, even, government, lord, like, party, make, day
7 one, bush, american, world, year, right, war, child, people, british, state, new
8 people, one, child, like, time, family, get, year, burrell, may, still, even, much
9 would, one, blair, bush, war, nuclear, even, it, new, make, could, weapon, people, party

10 would, one, year, people, could, even, royal, like, woman, time, war, right, iraq

Table 16: Topic distribution on Wiki Toxic dataset

#Topic Wiki Toxic
1 page, talk, edit, please, user, edits, wikipedia, editor, comment, block, blocked, editing, discussion, thanks, stop
2 image, use, you, copyright, page, fair, picture, please, medium, wikipedia, see, template, deleted, file, photo
3 article, deletion, deleted, page, please, tag, may, speedy, notable, talk, guideline, subject, wikipedia, criterion, add
4 nigger, hate, bitchfuck, faggot, lol, class, rape, fat, asshole, mama, fucker, hairy, ha, boymamas
5 like, know, get, people, it, think, you, want, one, time, go, thing, me, really
6 state, english, country, american, language, people, name, war, city, world, government, history, british, jew, group
7 fuck, ass, suck, fucking, shit, u, hi, cunt, school, moron, go, bitch, shut, cock, dick
8 utc, year, new, game, redirect, song, old
9 page, wikipedia, talk, help, please, link, welcome, question, article, thank, thanks, like, name, best

10 article, one, would, source, also, think, section, fact, see, it, like, point, say, time, reference

Task Learning rate epoch batch size warmup weight decay adapter size

BERTBASE

MNLI 4e-4 20 32 0.06 0.1 256
MRPC 4e-4 5 32 0.06 0.1 256
QNLI 4e-4 20 32 0.06 0.1 256
QQP 4e-4 20 32 0.06 0.1 256
RCT 4e-4 20 32 0.06 0.1 256
RTE 4e-4 5 32 0.06 0.1 256
SST2 4e-4 10 32 0.06 0.1 256
Tweets 4e-4 5 32 0.06 0.1 256
IMDB 4e-4 5 32 0.06 0.1 256
Ag News 4e-4 20 32 0.06 0.1 256
Financial 4e-4 5 32 0.06 0.1 256
Authorship 4e-4 5 32 0.06 0.1 256

RoBERTaLARGE

MNLI 3e-4 20 64 0.6 0.1 64
MRPC 3e-4 5 64 0.6 0.1 64
QNLI 3e-4 20 64 0.6 0.1 64
QQP 3e-4 20 64 0.6 0.1 64
RCT 3e-4 20 64 0.6 0.1 64
RTE 3e-4 5 64 0.6 0.1 64
SST2 3e-4 10 64 0.6 0.1 64
Tweets 3e-4 5 64 0.6 0.1 64
IMDB 3e-4 5 64 0.6 0.1 64
Ag News 3e-4 20 64 0.6 0.1 64
Financial 3e-4 5 64 0.6 0.1 64
Authorship 3e-4 5 64 0.6 0.1 64

Table 17: Hyperparameter configurations for various tasks.
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Figure 10: Performance Evaluation of RoBERTa Using the Pfeiffer Adapter across Varied Domain Datasets.

1 3 5 7 9 11 13
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Ac
cu

ra
cy

MNLI

1 3 5 7 9 11 13
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

MRPC

1 3 5 7 9 11 13
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

QNLI

1 3 5 7 9 11 13
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

QQP

1 3 5 7 9 11 13
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

RCT

1 3 5 7 9 11 13
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

RTE

1 3 5 7 9 11 13
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Ac
cu

ra
cy

SST2

1 3 5 7 9 11 13
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Tweets

1 3 5 7 9 11 13
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

IMDB

1 3 5 7 9 11 13
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Ag News

1 3 5 7 9 11 13
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Financial

1 3 5 7 9 11 13
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Authorship

Clean Black-box attack (TextFooler) White-box attack (FGDS)

Figure 11: Performance Evaluation of RoBERTa Using the LoRA Adapter across Varied Domain Datasets.
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Figure 12: Performance Evaluation of BERT Using the Houlsby Adapter across Varied Domain Datasets.
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Figure 13: Performance Evaluation of BERT Using the Pfeiffer Adapter across Varied Domain Datasets.
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