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Abstract001

Legal consultation question answering (Legal002
CQA) presents unique challenges that differ003
substantially from traditional legal QA tasks,004
including high contextual dependency, multi-005
stage reasoning, and a lack of large-scale an-006
notated datasets. To address these issues, we007
propose JURISMA, a modular multi-agent col-008
laborative framework to decompose complex009
legal queries into interpretable subtasks. Our010
system integrates a structured legal element011
graph for semantic grounding, a Draft Agent012
for initial opinion generation, and a Manager013
Agent to dynamically coordinate refinement014
through auxiliary agents such as FormatCheck015
and LawSearch. To facilitate training and eval-016
uation, we construct JURISCQAD, a novel017
dataset comprising over 43,000 real-world Chi-018
nese legal consultations, annotated with both019
positive and adversarial responses under expert020
supervision. Experiments on the LawBench021
benchmark demonstrate that our approach sig-022
nificantly outperforms state-of-the-art general023
and legal-domain LLMs across multiple lexical024
and semantic metrics.025

1 Introduction026

Legal consultation is a key focus in legal natural027

language processing (NLP) (Zhong et al., 2020). Its028

queries are complex, span multiple sub-tasks, and029

involve numerous legal entities and relationships.030

Such a complexity makes the accurate extraction031

and interpretation of involved elements critical to032

the quality of system responses as illustrated in033

Figure 1. Moreover, Legal Consultation Question034

Answering (Legal CQA) differs significantly from035

traditional legal QA in terms of its objectives, data036

characteristics, modeling approaches, and applica-037

tion scenarios. The specific differences are seen in038

Appendix B.039

Previous studies on Legal CQA generally fol-040

low the two workflows: the first focuses on legal041

Figure 1: An illustrative example of legal consultation
task decomposition, highlighting key challenges,
limitations of prior approaches, and the proposed
solution via our multi-agent framework JURISMA.

knowledge enhancement through continued pre- 042

training of large language models (LLMs) on legal 043

statutes and related materials(Huang et al., 2023). 044

However, due to the lack of high-quality domain- 045

specific training data, such pretraining yields lim- 046

ited improvements and imposes significant compu- 047

tational costs. The second workflow emphasizes 048

finer-grained input structuring to guide generation, 049

such as sentence-level statute retrieval (Ma et al., 050

2023; Ni et al., 2025). Yet, legal questions are 051

inherently multi-structured and case-specific, re- 052
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quiring flexible decomposition and context-aware053

modeling. Existing approaches often lack the ca-054

pability to dynamically identify and reason over055

entities and events from a legal perspective.056

We thus summarize the three core challenges057

presented in Legal CQA: (1) high contextual de-058

pendency, requiring precise understanding of legal059

entities and their relationships within user queries;060

(2) complex task composition, involving multi-061

ple interdependent subtasks; and (3) lack of large-062

scale, high-quality training data that reflect real063

consultation scenarios.064

In this paper, we propose a multi-agent collab-065

oration framework for Legal CQA to address the066

first two challenges. Our framework, entitled JU-067

RISMA, stands for Judicial Multi-Agent, reflecting068

its design philosophy of simulating legal decision-069

making through a collaborative multi-agent archi-070

tecture. As illustrated in Figure 2, our system071

decomposes the legal consultation workflow into072

modular stages, supported by a cooperative multi-073

agent architecture.074

We evaluate our method against both general-075

purpose LLMs (e.g., GPT-4o (Hurst et al., 2024),076

Qwen-3B (Yang et al., 2025)) and legal-domain077

models on widely-used datasets. JURISMA078

achieves state-of-the-art performance across mul-079

tiple metrics, demonstrating superior capability in080

producing accurate, legally grounded, and user-081

aligned responses.082

We construct JURISCQAD, a dataset of 43K+083

real-world legal consultation instances collected084

from online legal platforms, to address the third085

challenge of insufficient training data, as illus-086

trated in Figure 3. Most existing Chinese legal087

QA datasets focus on statute extraction, judgment088

prediction, or multiple-choice formats, falling short089

in supporting open-ended, generative consultation090

tasks or providing large-scale, well-structured re-091

sponses with high-quality annotations (Li et al.,092

2024b). JURISCQAD organizes each instance as a093

triplet (question, positive answer, negative answer).094

To ensure data quality, we leverage our team’s le-095

gal expertise and collaborate closely with large096

language models for initial answer generation and097

refinement. The dataset spans a wide range of high-098

frequency legal domains, capturing both the linguis-099

tic styles and the practical concerns of real users.100

Experiments demonstrate that models trained on101

JURISCQAD achieve substantial improvement102

in generating accurate and context-aware responses103

in legal consultation settings.104

Our main contributions are summarized as fol- 105

lows: 106

(1) To address the high contextual dependency 107

in legal consultation, we introduce JURISMA, a 108

pluggable multi-agent framework that decomposes 109

the task into modular subtasks and coordinates 110

them via a Manager Agent for dynamic routing 111

and multi-round refinement. 112

(2) To tackle the complex task composition, we 113

propose a structured semantic graph representation 114

that captures legal entities, events, relations, user 115

intents, and legal issues from free-form queries, 116

serving as a shared context for graph-driven gener- 117

ation. 118

(3) To alleviate the data scarcity in this domain, 119

we construct JURISCQAD dataset with 43K+ real- 120

world queries, each paired with expert-verified pos- 121

itive and negative answers, ensuring high-quality 122

supervision for both training and evaluation. 123

2 Related Work 124

Evolution of Legal QA Methodologies. Early sys- 125

tems relied on traditional retrieval methods such 126

as BM25 (Shao et al., 2020; Jayawardena et al., 127

2024), which performed well on structured statute 128

lookup but struggled with ambiguity and long-form 129

queries. With the rise of generative LLMs, domain- 130

adapted models like LawGPT (Zhou et al., 2024) 131

enhanced semantic understanding via pretraining, 132

yet suffered from uncontrollable reasoning and le- 133

gal inconsistency. Hybrid pipelines (e.g., retrieve- 134

then-read (Louis et al., 2024)) improved grounding 135

but lacked support for dynamic legal knowledge 136

integration. In contrast, our multi-agent framework 137

leverages a Manager Agent to coordinate subtasks 138

and synchronize legal basis updates during iterative 139

review, improving both completeness and validity. 140

Legal Knowledge Representation and Aug- 141

mentation. Static injection methods (e.g., LEGAL- 142

BERT (Shao et al., 2020)) enrich legal embed- 143

dings but struggle with evolving laws. Retrieval- 144

augmented methods (e.g., LSIM (Yao et al., 2025)) 145

offer real-time updates via semantic similarity, but 146

often confuse legally distinct yet linguistically sim- 147

ilar terms. Our structured semantic graph explicitly 148

models entity–relation–fact chains, reducing ambi- 149

guity and enhancing interpretability. 150

Multi-Agent Approaches in Legal Tasks. Ex- 151

isting legal multi-agent systems often follow rigid 152

pipelines (e.g., LawLuo (Zhang et al., 2025)), lim- 153

iting adaptability in real consultations. General 154
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Figure 2: Overview of JURISMA. Legal queries are first parsed into structured graphs, then processed by a set of
cooperating agents under the control of a Manager Agent, enabling multi-stage legal response generation.

Figure 3: Overview of the JURISCQAD construction pipeline, including real-case collection, negative sample
generation, expert validation, and final DPO-based model training.

frameworks like ReAct (Yao et al., 2023) support155

dynamic reasoning, but lack legal-domain com-156

pliance checks. We introduce a Manager Agent157

that dynamically assesses draft quality and coor-158

dinates cooperative repair via FormatCheck and159

LawSearch agents, mitigating error propagation160

and enhancing legal robustness.161

Data Resources and Evaluation. Datasets like162

LegalQA (Nigam et al., 2023) and LLeQA (Louis163

et al., 2024) focus on statute retrieval or synthetic164

Q&A, lacking realism and linguistic diversity. This165

problem is acute in Chinese legal NLP, where166

most models (e.g., LawGPT) are trained on arti-167

ficial data, leading to domain shift. We address168

this gap by constructing a 43K-scale dataset of169

real-world legal consultations with expert-verified170

triplet annotations (query, positive, negative), cov- 171

ering high-frequency domains and supporting ro- 172

bust, grounded evaluation. 173

3 Methodology 174

In this section, we introduce the task formulation, 175

followed by a detailed description of the three pri- 176

mary phases in our multi-agent system: element 177

graph extraction phase, multi-agent iterative op- 178

timization phase, and content revision phase.We 179

then describe our test set correction procedure, the 180

construction of a high-quality training dataset, JU- 181

RISCQAD, and the model training process using 182

Direct Preference Optimization (DPO). 183
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3.1 Task Formulation184

Unlike traditional legal QA tasks such as statute185

matching or multiple-choice assessment, Legal186

CQA focuses on open-domain user queries posed in187

natural language that often embed factual complex-188

ity and personalized legal dilemmas. These queries189

are typically informal, structurally loose, and se-190

mantically ambiguous, frequently involving multi-191

ple overlapping legal relations and reasoning steps.192

In response to these demands, an effective system193

must satisfy three essential goals: (1) accurately194

capture user intent, (2) generate legally sound and195

context-relevant responses, and (3) present legal196

references with clarity and professionalism.197

Formally, given a user query q ∈ Q, the goal198

of Legal CQA is to generate a response r ∈ R199

such that: Align(r, q) semantic alignment with200

user’s factual context and legal intent Legal(r)201

compliance with current Chinese legal provisions202

Express(r) professional,accurate, and clear lan-203

guage experssion.204

While most existing systems adopt an end-to-205

end generation paradigm, they often overlook the206

cognitive and procedural decomposition underlying207

real-world legal reasoning. In this work, we pro-208

pose a cognitively inspired, decoupled pipeline that209

decomposes the task into three phases, as shown210

in Figure 2. These phases are coordinated through211

a shared semantic context in the form of an ele-212

ment graph and are orchestrated by a centralized213

controller, enabling iterative and controllable rea-214

soning workflows.215

3.2 Phase I: Element Graph Extraction216

Motivated by the observation that legal reasoning217

revolves around identifying key facts, actors, and218

their legal relations, we design a Legal Element219

Recognition Agent to extract a graph-based repre-220

sentation G, which explicitly encodes legal entities,221

events, and their semantic relationships.222

This graph-based formulation is theoretically223

grounded in jurisprudential conceptions of legal224

reasoning, which view law as a structured system225

composed of legal subjects, facts, relationships,226

and norms. Such a perspective is consistent with227

Hart’s theory of primary and secondary rules (Hart,228

2012) and Kelsen’s hierarchical model of norma-229

tive systems (Kelsen, 1967).230

From a computational standpoint, our design is231

also informed by advances in structured semantic232

parsing, particularly Abstract Meaning Represen-233

tation (AMR) (Banarescu et al., 2013), Semantic 234

Role Labeling (SRL), and knowledge-graph-based 235

question answering. 236

Specifically, as shown in Figure 2, we define the 237

legal element graph as G = (V,E), where V and 238

E represent the set of nodes and edges, respectively. 239

The node set V includes: 240

Entities, such as plaintiffs, defendants, or organiza- 241

tions, annotated with attributes like roles, statuses, 242

and temporal markers; 243

Events, representing legal actions or disputes (e.g., 244

signing, breach of contract); 245

User claims, key facts, and derived legal ques- 246

tions. 247

The edge set E captures Relations among these 248

elements, such as kinship, contractual obligations, 249

or causal dependencies. 250

The resulting graph G is serialized in JSON for- 251

mat and acts as a global contextual abstraction, 252

supporting both interpretability and controllability 253

in downstream modules. For an illustration of this 254

graph, please refer to Appendix C. 255

3.3 Phase II: Multi-agent Iterative 256

Optimization 257

Given the constructed legal element graph G, we 258

generate an initial legal opinion draft r0 using a 259

dedicated Draft Agent. To achieve high-quality 260

generation, we convert the structured graph G into 261

a serialized prompt PG. This prompt is then con- 262

catenated with the original user query q to form the 263

model input, providing a rich semantic context for 264

conditioned generation: 265

x = [PG; q] ⇒ r0 = f(x) (1) 266

Unlike black-box generation, this design empha- 267

sizes structure-aware prompting, which aligns the 268

generation trajectory with legal logic and domain 269

expectations. The output r0 serves as a preliminary 270

response and enters the refinement loop governed 271

by downstream agents. 272

To ensure the draft response satisfies legal ade- 273

quacy and linguistic clarity, we introduce a central- 274

ized decision-making module, termed the Manager 275

Agent. Rather than following a fixed pipeline, the 276

manager dynamically assesses the quality of r0 and 277

routes it to appropriate sub-agents for refinement. 278

The detailed procedure is illustrated in Algorithm 1. 279

The design of the Manager Agent is grounded 280

in both cognitive and computational theories. It 281

mirrors human legal writing workflows, where 282
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Algorithm 1: Multi-Agent Controlled Draft
Optimization

Input :User query q; initial draft r0 = f([PG; q])
Output :Final legal response rfinal
▷ rt: draft at iteration t
▷ at: routing action from ManagerAgent
▷ T: max number of iterations
▷ f: initial generation model with

structured input
1 t← 0;
2 while t < T do
3 at ← ManagerAgent(rt);
4 if at = ∅ or at = Pass then
5 break;

6 if at includes FormatCheck then
7 rt ← FormatAgent(rt);

8 if at includes LawSearch then
9 rt ← LawSearchAgent(rt, q);

10 t← t+ 1;

11 rfinal ← ContentCheckAgent(rt);
12 return rfinal;

a draft typically undergoes structural review, le-283

gal verification, and stylistic polishing by differ-284

ent experts (Ashley, 2017). Technically, our ap-285

proach aligns with modular control architectures286

in multi-agent systems, where a centralized plan-287

ner dynamically activates task-specific modules288

based on intermediate outputs (Russell and Norvig,289

2016). Moreover, the iterative feedback loop used290

for draft refinement parallels recent advances in291

planning-based generation and multi-pass text op-292

timization (Zhang et al., 2020).This multi-agent293

loop enables dynamic correction and incremental294

quality improvement until the response meets stan-295

dards for legal compliance, factual adequacy, and296

stylistic fluency.297

3.4 Phase III: Content Revision298

Upon completion of all revision phases, a Content299

Optimization Agent finalizes the output by rewrit-300

ing it into a professionally formatted, user-facing301

response. This process adheres to several stan-302

dards—such as clarity, conciseness, professional-303

ism, and coherence—to ensure the response aligns304

with practical expectations in legal communication.305

The output is explicitly partitioned into two seg-306

ments:307

Response: the main advisory opinion directed to-308

ward the user;309

Legal Basis: the referenced statutory articles sup-310

porting the recommendation.311

This dual-structured output not only facilitates312

user comprehension but also ensures legal account-313

ability and transparency, aligning the system’s out- 314

put with real-world consultation norms. 315

3.5 Test Set Correction and Data Curation 316

High-quality open-source evaluation datasets for 317

Chinese legal consultation remain scarce. For 318

evaluation, we adopt the widely used LawBench 319

dataset (Fei et al., 2024), which provides question- 320

answer pairs sourced from real-world legal consul- 321

tation websites. However, upon close inspection, 322

we observed a significant number of responses in 323

the test set containing legal inaccuracies, including 324

but not limited to incorrect conclusions, irrelevant 325

or misleading answers, and misinterpretation of 326

legal provisions. Such issues substantially under- 327

mine the reliability of evaluation results. 328

To address this, we conduct a systematic correc- 329

tion of the test set using a collaborative strategy 330

involving both model-assisted review and expert 331

verification. Specifically, we employ LLMs to au- 332

tomatically identify legal inaccuracies and gener- 333

ate revision suggestions, which are then reviewed 334

line-by-line by licensed legal professionals to en- 335

sure linguistic clarity and legal validity. Detailed 336

justifications for each revision are provided in Ap- 337

pendix D.We fully acknowledge and appreciate the 338

contributions of the LawBench team to the field of 339

legal NLP; our corrections are intended solely to 340

provide a more reliable and equitable evaluation 341

environment for fair model comparison. 342

More significantly, we construct a large-scale 343

Chinese legal consultation dataset, JURISCQAD, 344

consisting of over 43K examples sourced from real- 345

world user queries. As shown in Figure 3, we 346

first perform data cleaning to remove noise and 347

inconsistencies. Next, a LLM is used to gener- 348

ate challenging negative answers that are fluent 349

but legally inaccurate. Finally, we perform expert- 350

guided verification to ensure the accuracy, validity, 351

and consistency of both positive and negative sam- 352

ples, leveraging our team’s legal training and do- 353

main expertise. This process results in high-quality 354

training triplets (query,positive,negative). 355

We adopt the DPO framework for training on 356

this dataset. Each training instance is organized as 357

a triple (x, y+, y−), where x denotes the user query, 358

y+ is a high-quality human reference response, and 359

y− is a model-generated suboptimal response. The 360

training objective is defined as: 361

∆θ(x, y
+, y−) = log πθ(y

+ | x)− log πθ(y
− | x)

(2) 362
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363

Pθ(x, y
+, y−) = σ

(
β ·∆θ(x, y

+, y−)
)

(3)364

365
LDPO(θ) = −E(x,y+,y−)∼D

[
logPθ(x, y

+, y−)
]

(4)366

where σ(·) is the sigmoid function and β is a tem-367

perature scaling parameter.368

Section 4.3 provides strong empirical evidence369

for the effectiveness of this dataset.370

4 Experiment Details371

4.1 Experimental Setup372

Dataset and evaluation metrics. We conduct com-373

prehensive evaluations using a revised version of374

LawBench (Fei et al., 2024), one of the most widely375

used benchmarks in Chinese legal consultation. As376

detailed in Section 3, we identified factual and legal377

issues in the original answers and applied a hybrid378

correction process to improve reliability. The result-379

ing test set offers legally accurate, well-structured380

responses and serves as the gold standard for all381

experiments.382

We report performance using multiple com-383

monly adopted metrics: Rouge-1, Rouge-2, Rouge-384

L (Lin, 2004), Bleu-1, Bleu-2, Bleu-N (Papineni385

et al., 2002), BertScore (Zhang et al., 2019) and386

BLEURT (Sellam et al., 2020). All scores are com-387

puted using official or widely adopted implementa-388

tions with default parameters.389

Baselines. We compare our method against a di-390

verse set of strong baselines, grouped into two391

categories: (1) General LLMs, including GPT-392

4o (Hurst et al., 2024) and Qwen3-14B (Yang393

et al., 2025), represent state-of-the-art general-394

purpose chat models without legal domain spe-395

cialization. Notably, Qwen3-14B was released396

in late April 2025, reflecting the latest advances397

in open-source instruction-tuned LLMs. (2) Le-398

gal LLMs, including Chatlaw-33b (Cui et al.,399

2024), Fuzi-mingcha (Deng et al., 2023), Han-400

fei (He et al., 2023), Lawgpt (Zhou et al., 2024),401

Lawyer-llama (Huang et al., 2023), Lexilaw (Li402

et al., 2024a), and Wisdom-Interrogatory (Wu403

et al., 2024). These models are specifically trained404

or adapted for Chinese legal tasks, with various405

sources of legal corpora. All models are evalu-406

ated in zero-shot using the same prompt template.407

All reported results are averaged over 5 runs with408

different random seeds to ensure robustness and409

reduce variance.410

Implement Details. We introduce the selected411

LLMs, hyperparameter settings and other details in 412

Appendix A. 413

4.2 Main Results 414

The main results are presented in Table 1, and we 415

summarize our key findings as follows: 416

(1) Our method achieves the best overall per- 417

formance across most evaluation metrics. Com- 418

pared to both general-purpose and legal-specialized 419

LLMs, our approach consistently outperforms all 420

baselines on ROUGE, BLEU-2, BLEU-N, and 421

BERTSCORE, and ranks second in BLEURT. By 422

explicitly modeling legal factors and user intent, 423

our system improves both factual accuracy and le- 424

gal relevance in the generated responses. 425

(2) Legal LLMs vary significantly in perfor- 426

mance depending on their training data and 427

alignment strategies. Models such as WISDOM 428

and HANFEI perform relatively well on several 429

metrics, while others like LAWGPT and CHATLAW- 430

33B consistently underperform. These discrepan- 431

cies may stem from differences in the quality of 432

legal corpora, the presence (or absence) of legal 433

reasoning supervision, and the degree of alignment 434

with user-oriented tasks. 435

(3) Our method excels in both lexical precision 436

and semantic fidelity. Its superior BERTSCORE 437

and near-best BLEURT scores demonstrate the 438

system’s ability to generate legally sound, contex- 439

tually appropriate responses that go beyond super- 440

ficial token overlap. This is especially important in 441

legal consultation scenarios, where semantic cor- 442

rectness and normative justification are more criti- 443

cal than surface-level phrasing. 444

Figure 4: Rouge-L and BertScore comparison before
and after DPO across Qwen2.5 models (3B/7B/14B),
with consistent gains across model sizes validating the
generalizability of the dataset.

4.3 Dataset Evaluation 445

To evaluate the effectiveness of our constructed le- 446

gal consultation dataset, we conduct DPO on three 447
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Table 1: Main results on the revised LawBench test set. “†” indicates statistically significant improvement over all
baselines under a paired t-test with p < 0.05. Bold numbers denote the best performance. Underlined numbers
indicate the second-best results.

Models
Rouge (%) Bleu (%)

BertScore (%) Bleurt (%)Rouge-1 Rouge-2 Rouge-L Bleu-1 Bleu-2 Bleu-N

General LLM
GPT4o 40.24 15.27 24.50 34.94 12.34 8.89 73.22 55.16
Qwen3-14b 42.55 19.24 27.27 21.93 10.25 8.10 74.64 62.38

Legal LLM
Chatlaw-33b 27.78 7.40 18.15 17.84 3.81 1.46 67.77 57.54
Fuzi-mingcha 32.31 9.92 17.41 23.13 7.07 5.19 70.47 52.46
Hanfei 30.79 10.21 18.37 13.47 4.26 2.68 69.68 58.37
Lawgpt 20.52 5.22 7.26 5.15 1.01 0.49 63.44 46.94
Lawyer-llama 30.61 9.50 18.82 24.65 6.28 3.35 69.17 58.47
Lexilaw 31.23 9.61 18.15 14.40 4.76 3.33 70.00 58.12
Wisdom 36.60 15.74 23.12 34.89 10.16 8.04 71.97 56.09

Our Method
JurisMA 44.68† 23.42† 31.14† 32.54 16.18† 14.25† 75.05 58.63

general-purpose LLMs from the Qwen2.5 series:448

3B, 7B, and 14B. Figure 4 summarizes the per-449

formance before and after DPO fine-tuning across450

multiple metrics.451

(1) DPO consistently improves performance452

across all model scales. All models exhibit no-453

table gains in both lexical metrics (e.g., ROUGE and454

BLEU) and semantic metrics (e.g., BERTSCORE).455

For example, Qwen2.5-3B sees an improvement of456

+5.15 on ROUGE-L and +3.26 on BLEU-2. The im-457

provements are more pronounced in larger models,458

with Qwen2.5-14B achieving a +5.56 point gain on459

ROUGE-L and +4.45 on BLEU-N.460

(2) The results validate the usefulness of our461

dataset for DPO-style supervision. Despite being462

constructed from real-world queries and weakly463

supervised negative samples, the dataset proves ef-464

fective in aligning model outputs with legal correct-465

ness and stylistic clarity, even without additional466

reward modeling or prompt engineering.467

4.4 Ablation Study468

To assess the contribution of each module in our469

system, we conduct an ablation study by removing470

key components individually: KG (legal element471

graph), Manager (decision routing), and Revise472

process. The results for both Qwen2.5-7B and 14B473

models are presented in Table 2.474

(1) All modules contribute to performance.475

The full system achieves the best results, with476

Qwen2.5-14B reaching 31.14 ROUGE-L, 14.25477

BLEU-N, and 75.05 BERTSCORE. Removing any478

module leads to clear degradation.479

Table 2: Ablation study showing performance drops
when removing key modules. Results confirm the
importance of structured graph input, dynamic task
routing, and iterative refinement.

Models Rouge-L (%) Bleu-N (%) BertScore (%)

w/o KG
Qwen2.5:7b 21.33 (-6.68) 7.72 (-3.6) 71.23 (-2.59)
Qwen2.5:14b 21.57 (-9.57) 7.21 (-7.04) 71.74 (-3.31)

w/o Manager
Qwen2.5:7b 21.41 (-6.6) 7.81 (-3.51) 71.62 (-2.2)
Qwen2.5:14b 21.30 (-9.84) 6.89 (-7.36) 71.68 (-3.37)

w/o Revision
Qwen2.5:7b 20.58 (-7.43) 7.10 (-4.22) 70.64 (-3.18)
Qwen2.5:14b 19.96 (-11.18) 6.10 (-8.15) 69.56 (-5.49)

Full
Qwen2.5:7b 28.01 11.32 73.82
Qwen2.5:14b 31.14 14.25 75.05

(2) Revision is critical for semantic quality. 480

Excluding the revision stage results in the largest 481

BERTSCORE drop (–5.49 for 14B), showing that 482

iterative polishing improves fluency and legal clar- 483

ity. 484

(3) The manager enhances consistency. Re- 485

moving the manager reduces BLEU-N and 486

BERTSCORE, confirming its role in dynamic feed- 487

back and controllable generation. 488

(4) The legal graph boosts factual ground- 489

ing. Without the legal graph, both ROUGE-L and 490

BERTSCORE decline, indicating its importance in 491

encoding legally salient facts. 492
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Figure 5: Case study comparing model outputs on a time-sensitive legal query. Color highlights indicate legal focus,
conclusion, statute, and principle

4.5 Generalization Evaluation493

To assess the robustness and generalizability of494

our method beyond the Chinese-language test sets,495

we further evaluate JURISMA on the English496

RULEQA subset from the LegalBench benchmark.497

This dataset contains factually complex, rule-based498

legal questions that require precise statutory reason-499

ing. We randomly sample 50 instances and perform500

evaluation across 5 different random seeds to ob-501

tain averaged results. As detailed in Appendix E,502

JURISMA consistently outperforms both general-503

purpose and legal-domain LLMs, demonstrating504

strong cross-lingual and task-level generalization505

capability.506

4.6 Case Study507

To qualitatively assess interpretability and legal508

reasoning, we present a case study based on a real-509

world consultation: whether a man’s drunk driving510

incident in early 2011 would affect his child’s eli-511

gibility for applying an aviation school. The core512

legal issue is time-sensitive, as drunk driving was513

not classified as a criminal offense until May 1,514

2011.515

As shown in Figure 5, we annotate model re-516

sponses with four highlight colors: Dark red sen-517

tences indicate the core legal focus; Green sen-518

tences denote each model’s final conclusion; Light519

red sentences mark the cited statutory basis; Blue520

sentences highlight references to underlying legal521

principles.522

Our method delivers the most accurate and con-523

cise judgment: the incident occurred before the law 524

came into effect, hence no criminal record, and no 525

eligibility issue. It explicitly cites Article 133-1 526

of the Criminal Law and invokes the principle of 527

non-retroactivity. In contrast, GPT-4o provides a 528

lengthy, less focused explanation, and LAWGPT 529

fails to cite the most directly applicable statute, 530

omitting precise legal grounding. 531

This example demonstrates our system’s 532

strength in aligning factual analysis with legal au- 533

thority and reasoning principles, enhancing trust- 534

worthiness in high-stakes consultation scenarios. 535

5 Conclusion 536

In this paper, we propose JURISMA, a cognitively 537

inspired multi-agent framework for Legal Consulta- 538

tion Question Answering (Legal CQA). By convert- 539

ing complex legal queries into structured semantic 540

graphs and coordinating agents via a centralized 541

Manager Agent, our method enables controllable, 542

interpretable, and legally compliant reasoning. 543

We also introduce JURISCQAD, a 43K-scale 544

expert-validated dataset of real-world legal consul- 545

tations, supporting preference-aligned DPO train- 546

ing and robust evaluation. 547

Experiments show that JURISMA significantly 548

outperforms both general and legal-specialized 549

LLMs. Ablations confirm the impact of structured 550

prompting and dynamic routing, while case stud- 551

ies demonstrate alignment with statutory principles 552

and legal reasoning norms. 553
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Limitations554

While JURISMA achieves strong performance, sev-555

eral limitations remain. First, the multi-agent archi-556

tecture introduces additional latency, which may557

hinder real-time deployment.Second, although JU-558

RISCQAD covers diverse legal scenarios, it may559

still be biased toward high-frequency consultation560

topics, limiting performance on rare or complex561

cases. Finally, our evaluation is based on automatic562

metrics and expert-verified datasets; integration of563

human-in-the-loop feedback and real-world user564

studies remains an important direction for future565

work.566
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A More Details for Experimental Setup709

A.1 JurisCQAD Dataset Details710

The core structure and statistics of the JurisCQAD711

dataset are summarized in Table 3.712

Table 3: Summary of JurisCQAD Dataset

Property Description

Source Real-world legal consulta-
tion platforms

Language Chinese
Size 43,126 triplets
Data Format (query, positive answer, neg-

ative answer)
Annotation Method LLM-assisted generation +

expert verification (4 legal
experts)

Negative Sample Strategy LLM-generated distractors
with legal/semantic flaws

Domains Covered Contract law, tort liability,
family law, labor disputes,
etc.

Average Query Length 15.14 tokens
Average Positive Answer
Length

264.97 tokens

Average Negative Answer
Length

194.79 tokens

Usage Used for supervised fine-
tuning and DPO training

A.2 Implementation Details 713

We perform DPO fine-tuning on Qwen2.5 models 714

of three different sizes (3B, 7B, 14B). All models 715

are trained with LoRA adapters (rank=8, α=16) 716

using the HuggingFace + Deepspeed framework 717

(Stage 2) on up to 2 × A100 80GB GPUs. Gradient 718

accumulation is set to 8, and we use a batch size 719

of 8 per device, for an effective batch size of 128. 720

Mixed precision training is enabled via bf16. All 721

training runs use AdamW with a cosine learning 722

rate schedule, an initial learning rate of 1× 10−5, 723

and no warm-up. 724

The dataset used is JurisCQAD, comprising 725

43K+ real-world consultation queries with expert- 726

verified (query, positive, negative) triplets. We train 727

for 3 epochs with max sequence length 1024. The 728

DPO β is set to 0.1, and the loss is computed using 729

sigmoid preference loss without reward normaliza- 730

tion. 731

All prompts follow the Qwen dialogue template, 732

with system instructions embedded. We do not ap- 733

ply quantization or offloading, and DeepSpeed of- 734

fload is disabled. Model checkpoints are saved ev- 735

ery 100 steps. No external reward model or RLHF 736

phase is used. Evaluation is performed in zero-shot 737

mode using the same prompt template across all 738

models. 739

In the JURISMA, we employ Qwen2.5-14B- 740

Instruct as the underlying model for all agent com- 741

ponents. Although newer models such as Qwen3- 742

14B-Instruct have been released with stronger 743
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base capabilities, our method—when built upon744

Qwen2.5—still consistently outperforms Qwen3-745

14B across all metrics in legal consultation tasks.746

This highlights the effectiveness of our framework747

design, independent of backbone improvements.748

We deliberately avoid using larger models to ensure749

reproducibility and reduce computational costs,750

thereby demonstrating that strong performance can751

be achieved through structural innovation rather752

than model scaling alone. All datasets and model753

baselines used in this study are publicly available754

under licenses that permit academic use. We en-755

sure that our use is consistent with their intended756

purpose, strictly limited to research contexts.757

Our proposed dataset, JURISCQAD, was con-758

structed from publicly accessible legal consultation759

forums. All collected samples underwent careful760

anonymization and manual screening to eliminate761

personally identifiable information (PII) and poten-762

tially offensive content. To ensure ethical integrity,763

all data was processed solely for non-commercial764

research use, in line with prevailing data use poli-765

cies and licensing norms. The dataset will be re-766

leased for academic purposes only under a research-767

friendly license.768

B Legal QA & Legal CQA Comparison769

Table 4 provides a comparative overview of tradi-770

tional Legal QA tasks and the more complex Legal771

Consultation QA (Legal CQA), highlighting their772

differences in task objectives, data sources, and773

evaluation metrics.774

Table 4: Comparison between Legal QA and Legal
Consultation QA (Legal CQA)

Comparison
Dimension

Legal QA Legal CQA

Task Goal Answer exam questions
or legal provisions

Respond to real-world le-
gal concerns from users

Task Type Mostly multiple-choice or
extraction tasks

Requires generation of
context-relevant legal sug-
gestions

Data Source Legal exams, statutory
texts

Legal forums and Q&A
communities

Data Character-
istics

Standardized answers,
concise questions

Long, complex questions
with diverse factual sce-
narios

Question Struc-
ture

Short, standardized text Long, unstructured, and
often informal expres-
sions

Legal Context Involves a single legal
provision

Involves multiple statutes
and factual elements

Evaluation
Metrics

Accuracy, F1 score BLEU, METEOR, human
evaluation (completeness,
professionalism, rele-
vance)

Answer Diver-
sity

Single correct answer Multiple plausible an-
swers depending on
context

C Example of Element Graph 775

Table 5 presents each node and its detailed at- 776

tributes in the element graph extracted from the 777

case study Figure 5 question: “I had a drunk driv- 778

ing incident in 2011. At that time, drunk driving 779

had not yet been criminalized. It was only after 780

May 1st of that year that it became a criminal of- 781

fense. Will this affect my child’s application to an 782

aviation school?” 783

D Test Set Correction Cases 784

To enhance the reliability and legal validity of eval- 785

uation, we manually reviewed and revised a subset 786

of LawBench test cases. Among 500 test queries, 787

340 were found to contain legal or factual errors 788

and were subsequently corrected. Each correction 789

involved identifying flaws in the original answer, 790

followed by regeneration using expert-reviewed 791

LLMs. Table 6 summarizes representative exam- 792

ples and reasons for revision. 793

E Generalization study 794

Table 7 shows generalization results on the LEGAL- 795

BENCH-RuleQA subset (50 samples, averaged over 796

5 seeds). 797
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Table 5: Example of Element Graph

Section Content
Entities

• User (Person): Drunk driving record in 2011; the user themself committed the act.

• Child (Person): Child of the user; intends to apply for an aviation school.

• Drunk Driving (Illegal Act): Occurred in 2011; not criminalized at the time (before May 1,
2011).

• Aviation School (Institution): Has specific eligibility requirements for applicants.

Event

• Description: The user committed drunk driving in 2011.

• Time: 2011

• Legal Context: Drunk driving was not yet criminalized before May 1, 2011.

• Change Effect: Criminalization started after May 1, 2011, but the user’s act occurred earlier.

Relationships

• Kinship: User → Child

• Application Target: Child → Aviation School

• Legal Involvement: User → Drunk Driving

User Claims

• What should I do?

• Is it illegal?

• Can my child apply to an aviation school?

Key Facts

• The user committed drunk driving in 2011.

• Drunk driving was not criminalized before May 1, 2011.

• The user’s child intends to apply for an aviation school.

• Aviation schools have specific background requirements.

Legal Questions

• Will the drunk driving record affect the child’s application to aviation school?

• Was drunk driving a criminal offense in 2011?

• What are the background screening standards for aviation school applicants?
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Table 6: Representative Examples of Test Set Corrections

Case ID Revision Reason Key Correction

1 Original answer failed to distinguish pre-/post-May 1,
2011 legal status of drunk driving and omitted aviation-
specific background check regulations.

Added analysis of non-criminal administrative penalty
and cited Article 133-1 of the Criminal Law and aviation
review guidelines.

2 Original answer discussed unrelated payment default
topic and lacked any applicable law to the real estate
recovery dispute.

Rewritten answer clarified legal ownership transfer, in-
voked Civil Code articles on registration, good faith
acquisition, inheritance, and statute of limitations.

3 Original answer incorrectly stated that all owners must
sign service contracts. It misunderstood the legal effect
of contracts signed by the owners’ committee and con-
fused public and private contracting rules.

Clarified that a legally signed service contract by the
owners’ committee is binding for all owners under Civil
Code Article 939 and Property Management Regula-
tions.

4 Original answer cited outdated or inaccurate medical in-
surance provisions and failed to reflect local retirement
policies.

Updated answer clarified retirement exemption from
further payments, citing Social Insurance Law and re-
gional cumulative contribution rules.

5 Original answer misunderstood liability in sublease and
construction. Misapplied contract law and omitted ten-
ant’s liability for subtenants’ actions.

Added correct explanation using Articles 714, 716, 577
of Civil Code, showing tenant’s liability for third-party
damages and breach of duty to maintain the property.

6 Original answer failed to cite core law on execution
exemption and missed user’s intent to reserve minimum
livelihood funds.

Correction referenced Civil Procedure Law Article 243
and Supreme Court regulations on exempt property and
basic living standards.

7 Original answer did not address user’s question on how
to reserve part of pension funds during execution. It
also missed the legal basis for such exemption.

Clarified court must reserve necessary funds during
pension account freeze, citing Civil Procedure Law and
relevant enforcement provisions.

8 Original answer failed to answer whether the drawer
could stop check payment. Misquoted irrelevant provi-
sions and missed core check law rules.

Corrected to include legal conditions under which a
drawer may suspend payment, citing Negotiable In-
struments Law, Payment and Settlement Measures, and
Supreme Court judicial interpretations.

Table 7: Generalization results on the LEGALBENCH-RuleQA subset (50 samples, averaged over 5 seeds). “†”
indicates statistically significant improvement over all baselines under a paired t-test with p < 0.05. Bold numbers
denote the best performance. Underlined numbers indicate the second-best results.

Models
Rouge (%) Bleu (%)

BertScore (%)Rouge-1 Rouge-2 Rouge-L Bleu-1 Bleu-2 Bleu-N

General LLM
GPT4o 10.10 1.40 8.11 4.66 0.49 0.21 57.88

Legal LLM
Lawyer-llama 8.42 0.07 7.70 3.70 0.03 0.97 57.13

Our Method
JurisMA 20.25† 10.72† 12.81† 16.94† 6.72† 5.41† 70.48†
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