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Abstract

We introduce MODELING, a novel benchmark001
of Linguistics Olympiad-style puzzles which002
tests few-shot reasoning in AI systems. Solving003
these puzzles necessitates inferring aspects of a004
language’s grammatical structure from a small005
number of examples. Such puzzles provide a006
natural testbed for language models, as they007
require compositional generalization and few-008
shot inductive reasoning. Consisting solely of009
new puzzles written specifically for this work,010
MODELING has no risk of appearing in the011
training data of existing AI systems: this ame-012
liorates the risk of data leakage, a potential con-013
founder for many prior evaluations of reason-014
ing. Evaluating several large open source lan-015
guage models and GPT on our benchmark, we016
observe non-negligible accuracy, demonstrat-017
ing few-shot emergent reasoning ability which018
cannot merely be attributed to shallow mem-019
orization. However, imperfect model perfor-020
mance suggests that MODELING can be used021
to measure further progress in linguistic reason-022
ing.023

1 Introduction024

Large language models (LLMs) perform well on025

(at least some) evaluations of both few-shot mul-026

tilingual adaptation (Lin et al., 2022) and reason-027

ing (Bubeck et al., 2023). However, evaluating028

the intersection of these two skills—multilingual029

few-shot reasoning—is difficult: even relatively030

low-resource languages can be found in large train-031

ing corpora, raising the concern that when we in-032

tend to evaluate a model’s ability to generalize to a033

new language, that language may have in fact been034

present during the model’s training. If such lan-035

guage contamination (Blevins and Zettlemoyer,036

2022) has occurred, apparent cases of few-shot rea-037

soning could actually be due to memorization.038

Towards understanding the capability of mod-039

els to perform multilingual few-shot reasoning,040

we propose MODELING, a benchmark of Rosetta041

Here are some phrases in Ayutla Mixe:
Ëjts nexp. → I see.

Mejts mtunp. → You work.

Juan yë’ë yexyejtpy. → Juan watches him.

Yë’ë yë’ uk yexpy. → He sees the dog.

Ëjts yë’ maxu’unk nexyejtpy. → I watch the baby.

Now, translate the following phrases.
Yë’ maxu’unk yexp. → The baby sees.
The baby watches the dog. → Yë’ maxu’unk yë’ uk
yexpy.

Figure 1: A representative sample puzzle (based on
Ayutla Mixe, which is spoken in Oaxaca, Mexico). Pro-
viding the answers (in bolded red) requires using the
labeled pairs to reason about word meanings, morphol-
ogy (the -y suffix), and word order—all in an extremely
low-resource environment (there appear to be fewer than
3 pages in Ayutla Mixe on the Internet, so models are
unlikely to have had substantial experience with the
language beyond the examples shown here).

stone puzzles (Bozhanov and Derzhanski, 2013). 042

This type of puzzle, originating from competitions 043

called Linguistics Olympiads, contains a small 044

number of sentences in a target language not previ- 045

ously known to the solver. Each sentence is trans- 046

lated to the solver’s language such that the provided 047

sentence pairs uniquely specify a single most rea- 048

sonable underlying set of rules; solving requires 049

applying these rules to translate new expressions 050

(Figure 1). 051

Sourced from a diverse array of low-resource 052

languages, MODELING covers a range of linguis- 053

tic phenomena such as noun/adjective order and 054

possessive syntax, requiring inductive reasoning 055

and compositional generalization to solve. MOD- 056

ELING’s languages are chosen to be extremely 057

low-resource such that the risk of training data con- 058

tamination is low, and unlike prior datasets (Şahin 059

et al., 2020), it consists entirely of problems writ- 060
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