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Abstract
Diffusion models have emerged as state-of-the-art
generative models for image generation. How-
ever, sampling from diffusion models is usually
time-consuming due to the inherent autoregres-
sive nature of their sampling process. In this
work, we propose a novel approach that accel-
erates the sampling of diffusion models by paral-
lelizing the autoregressive process. Specifically,
we reformulate the sampling process as solving a
system of triangular nonlinear equations through
fixed-point iteration. With this innovative formu-
lation, we explore several systematic techniques
to further reduce the iteration steps required by
the solving process. Applying these techniques,
we introduce ParaTAA, a universal and training-
free parallel sampling algorithm that can lever-
age extra computational and memory resources
to increase the sampling speed. Our experiments
demonstrate that ParaTAA can decrease the infer-
ence steps required by common sequential sam-
pling algorithms such as DDIM and DDPM by
a factor of 4∼14 times. Notably, when apply-
ing ParaTAA with 100 steps DDIM for Stable
Diffusion, a widely-used text-to-image diffusion
model, it can produce the same images as the se-
quential sampling in only 7 inference steps. The
code is available at https://github.com/
TZW1998/ParaTAA-Diffusion.

1. Introduction
In recent years, diffusion models have been recognized as
state-of-the-art for generating high-quality images, demon-
strating exceptional resolution, fidelity, and diversity (Ho
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et al., 2020; Dhariwal & Nichol, 2021; Song et al., 2020b).
These models are also notably easy to train and can be effec-
tively extended to conditional generation (Ho & Salimans,
2022). Broadly speaking, diffusion models work by learn-
ing to reverse the diffusion of data into noise, a process that
can be described by a stochastic differential equation (SDE)
(Song et al., 2020b; Karras et al., 2022):

dxt = f(t)xtdt+ g(t)dwt, (1)

where dwt is the standard Wiener process, and f(t) and
g(t) are the drift and diffusion coefficients, respectively.
The reverse process relies on the score function ϵ(xt, t)

def.
=

∇x log p(xt), and its closed form can be expressed either as
an ordinary differential equation (ODE) (Song et al., 2020b):

dxt =

(
f(t)xt −

1

2
g2(t)ϵ(xt, t)

)
dt, (2)

or as an SDE:

dxt =
(
f(t)xt − g2(t)ϵ(xt, t)

)
dt+ g(t)dwt. (3)

With the ability to evaluate ϵ(xt, t), it becomes possible to
generate samples from noise by numerically solving the
ODE (2) or the SDE (3). The training process, therefore,
involves learning a parameterized surrogate ϵθ(xt, t) for
ϵ(xt, t) following a denoising score matching framework
described in (Song et al., 2020b; Karras et al., 2022).

Accelerating Diffusion Sampling. As previously men-
tioned, the sampling process in diffusion generative models
involves solving the ODE (2) or SDE (3). This process re-
quires querying the learned neural network ϵθ in an autore-
gressive way, which can limit sampling speed particularly
when ϵθ represents a large model such as Stable Diffusion
(SD) (Rombach et al., 2022). To accelerate the sampling
process, existing works explore several avenues, which we
summarize briefly here.

One avenue is to distill the ODE trajectory of the diffusion
sampling process into another neural network that enables
fewer-step sampling, with representative works including
(Song et al., 2023b; Liu et al., 2023; Sauer et al., 2023;
Salimans & Ho, 2022; Meng et al., 2023; Geng et al., 2023).
However, this class of methods often leads to degradation
in image quality and diversity.
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Another direction involves developing faster sequential
ODE/SDE solvers for (2)/(3) based on mathematical princi-
ples, with contributions from (Lu et al., 2022; Song et al.,
2020a; Karras et al., 2022; Zhao et al., 2023). However, the
improvements from these approaches tend to be incremental,
given the years of progress in the field.

A recent and promising direction, pioneered by (Shih et al.,
2023), aims to parallelize the autoregressive sampling pro-
cess of diffusion models by employing Picard-Lindelöf (PL)
iterations for solving the corresponding ODE/SDE. This
approach has three main advantages over other existing
methods: 1. It does not require extra training; 2. It can lead
to (almost) the same images as sequential sampling; 3. It
can significantly reduce the inference steps by leveraging
extra computing resources. Similar concepts of paralleliz-
ing autoregressive inference have also been investigated in
the acceleration of Large Language Models (LLMs), such
as speculative sampling (Leviathan et al., 2023; Sun et al.,
2023), and in common autoregressive procedures (Song
et al., 2021; Lim et al., 2023). We focus on this direction in
this work, proposing a novel and more efficient algorithm
for parallelizing the sampling process of diffusion models.

1.1. Prior Work

To the best of our knowledge, the recent work by (Shih et al.,
2023) stands as the only study focusing on the parallel sam-
pling of diffusion models. For a general ODE expressed as
xt =

∫ t

0
S(xu, u)du, the PL iteration adopted in (Shih et al.,

2023) refines an initial discretized trajectory xold
0 , ..., xold

T

through the following fixed-point iteration:

xnew
i =

1

T

i−1∑
u=0

S
(
xold
u ,

u

T

)
, for i = 0, ..., T. (4)

This approach allows the computationally intensive task,
evaluating S

(
xold
u , u

T

)
: u = 0, ..., T , to be executed in par-

allel. In practice, (Shih et al., 2023) observed that the PL
iteration (4) requires significantly fewer than T steps to con-
verge, thus expediting the autoregressive sampling process.

1.2. Our Contributions

In this paper, we introduce a novel and principled formu-
lation for the parallel sampling of diffusion models, which
includes the method proposed by (Shih et al., 2023) as a
special case. The primary advantage of this new formulation
is that it enables us to rigorously investigate its convergence
properties, thus new techniques to improve sampling effi-
ciency are made possible. Besides, differing from (Shih
et al., 2023), our study is exclusively concentrated on image
generation. Specifically, our contributions are:

(1) We formulate the parallel sampling of diffusion mod-
els as solving a system of triangular nonlinear equations

using fixed-point iteration (FP), which can be seamlessly
integrated with any existing sequential sampling algorithms
by adjusting the coefficients in the equations.

(2) Inspired by classical optimization theory on nonlinear
equations, we develop several techniques to enhance the
efficiency of FP. Firstly, we reveal that the convergence be-
havior of FP is largely attributed to the iteration function,
and propose a systematic way to construct an improved itera-
tion function via equivalent transformation on the nonlinear
equations. Secondly, to efficiently bootstrap the informa-
tion from previous iterations, we propose a new variant of
the Anderson Acceleration technique (Walker & Ni, 2011)
tailored for the triangular nonlinear equations. Lastly, we
identify two practical tricks through experiments: early stop-
ping—terminating the iteration once a perceptual criterion
is met in the generated image; and a useful initialization
strategy—initializing the process with the solution from a
similar, previously solved equation.

(3) As a byproduct, particularly for text-to-image generation
with Stable Diffusion, we observe that when initializing with
the sampling trajectory of a similar prompt, one can obtain
a smooth interpolation between the source image and the
target image in very few steps. This can have implications
for tasks such as image variation, editing (Meng et al., 2022),
and prompt optimization (Hao et al., 2022).

Paper Outline. We begin by formulating the diffusion sam-
pling problem as solving triangular nonlinear systems in
Section 2, and then discuss how to obtain a better iteration
function for FP. In Section 3, we introduce how data from
previous iterations should be used to speed up the iteration
process. Subsequently, we discuss the two useful tricks to
further enhance sampling efficiency in Section 4. Lastly,
Section 5 presents experimental results on cutting-edge im-
age diffusion models, demonstrating the effectiveness of our
proposed methods.

2. Formulating Diffusion Sampling as Solving
Triangular Nonlinear Equations

We observe that every existing sampling algorithm for dif-
fusion models, such as DDIM (Song et al., 2020a), DPM-
Solver (Lu et al., 2022), and Heun (Karras et al., 2022),
follows the autoregressive procedure in (5). Let T denote
the discretization steps for the ODE/SDE, and ξ0, .., ξT be
noise vectors drawn from standard Gaussian distribution.
Starting with xT = ξT , one computes xT−1, ..., x0 sequen-
tially via the following equation from t = T to t = 1:

xt−1 =
T∑
i=t

at,ixi +
T∑
i=t

bt,iϵθ(xi, i) + ct−1ξt−1, (5)

where at,i, bt,i, ct are coefficients determined by the specific
sampling algorithm. Notably, for ODE solvers like DDIM
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(Dhariwal & Nichol, 2021), it holds that c0 = ... = cT−1 =
0, whereas for SDE solvers like DDPM (Ho et al., 2020),
c0, ..., cT−1 are all non-zero.

For simplicity and due to a limit time, this work focuses
on commonly used first-order solvers such as DDIM and
DDPM, while leaving extensions to higher-order solvers
like DPM-Solver and Heun as future works. For first-order
solvers, (5) can be simplified to:

xt−1 = atxt + btϵθ(xt, t) + ct−1ξt−1, t = 1, ..., T. (6)

Following the insights from (Song et al., 2021), we found
that this autoregressive procedure (6) can be viewed as trian-
gular nonlinear equations with x0, ..., xT−1 as the unknown
variables. Besides, by further examination on (6), we reveal
that these equations can be expressed in various equivalent
forms. For instance, by incorporating the (t+1)-th equation
into the first term of the t-th equation in (6), we derive an
alternative t-th equation:

xt−1 =at

(
at+1xt+1 + bt+1ϵθ(xt+1, t+ 1) + ctξt︸ ︷︷ ︸

=xt

)
+ btϵθ(xt, t) + ct−1ξt−1. (7)

This leads us to define a series of equivalent nonlinear sys-
tems for the autoregressive procedure (6).
Definition 2.1 (k-th order nonlinear equations). For any
1 ≤ k ≤ T with xT = ξT , we define

xt−1 = F
(k)
t−1(xt, xt+1, ..., xtk) , t = 1, ..., T (8)

as the k-th order nonlinear equations for the autoregressive
sampling procedure (6), where F

(k)
t−1 is defined as

F
(k)
t−1(xt, xt+1, ..., xtk)

def.
= āt,tkxtk

+

tk∑
j=t

āt,j−1bjϵθ(xj , j) +

tk∑
j=t

āt,j−1cj−1ξj−1, (9)

and tk
def.
= min{t+ k − 1, T}, āi,s =

∏s
j=i aj . We denote

āi,s = 1 for s < i.

From this definition, it is evident that the equations (8) with
k = 1 correspond exactly to the autoregressive sampling
procedure (6). Regarding this family of nonlinear equations,
we assert the following:
Theorem 2.2. The nonlinear equations (8) with different
orders k are all equivalent and possess a unique solution.

Fixed-point iteration is a classical method for solving
nonlinear equations like (8). Given the set of variables
xi
0, ..., x

i
T−1 at the i-th iteration, the fixed-point iteration

calculates the (i+ 1)-th iteration as follows:

xi+1
t−1 = F

(k)
t (xi

t, x
i
t+1, ..., x

i
tk
), t = 1, ..., T. (10)

As can be seen, performing one iteration in (10) involves
evaluating ϵθ(x

i
1, 1), ..., ϵθ(x

i
T , T ), which equates to infer-

ring the neural network ϵθ T times. Fortunately, with suffi-
cient computational resources like GPUs, these evaluations
can be processed all in parallel, making the time cost com-
parable to a single query of ϵθ. Crucially, as demonstrated
in Section 5 and also (Shih et al., 2023), fixed-point iteration
(10) typically requires significantly less than T steps to gen-
erate a sample matching the one obtained via autoregressive
procedure (6), thus accelerating the sampling process.

Notably, the selection of order k for the nonlinear equations
influences the computational graph in the fixed-point itera-
tion (10)—determining the number of variables from later
timesteps that are employed to update the variables from
earlier timesteps. We will explore the effect of order k on
the convergence of the fixed-point iteration in Section 2.3
with greater details.

2.1. Stopping Criterion

To examine the convergence of the fixed-point iteration (10),
we can employ the residuals of the nonlinear equations (8)
for a stopping criterion. Furthermore, given the equivalence
of nonlinear equations (8) across different orders k, a uni-
versal stopping criterion is applicable for all. In this study,
we choose to use the residuals of the first-order equations
for the stopping criterion. Specifically, the residual for the
t-th equation in (8) is defined as:

rt−1
def.
= ∥xt−1 − atxt − btϵθ(xt, t)− ct−1ξt−1∥22 (11)

Owing to the triangular structure of (8), for any 0 <
t ≤ T , we can conclude the convergence of the variables
xt−1, ..., xT−1 if the conditions rt−1 ≤ εt−1, ..., rT−1 ≤
εT−1 are met, where ε0, ..., εT−1 represent predetermined
time-dependent thresholds. Following previous research
(Shih et al., 2023), we set εt to τ2g2(t)d, with τ as the tol-
erance hyperparameter, d as the data dimension, and g(t)
as the diffusion coefficient from (1). Once the variables
xt−1, ..., xT−1 have converged, further updates are unnec-
essary, and they can remain fixed.

2.2. Saving Computation By Solving Subequations

When T is large, computing ϵθ(x
i
1, 1), ..., ϵθ(x

i
T , T ) simul-

taneously may demand substantial memory. To address this,
prior work (Shih et al., 2023) introduced the concept of a
sliding window—solving only a lower triangular subequa-
tions in (8) at a time. For instance, with a window size w,
one could initially iterate over the variables xT−w, ..., xT−1

by resolving the corresponding subequations. Once the
variables xt−1, ..., xT−1 converge, as determined by the
stopping criterion detailed in Section 2.1, the iteration win-
dow can be shifted to update xt−w, ..., xt−1 through their

3



Accelerating Parallel Sampling of Diffusion Models

respective subequations.

2.3. Effect of the Order of Nonlinear Equations

We have found that despite the equivalence of the nonlinear
system (8) across different orders k, the order k influences
the optimization landscape of the nonlinear system (8), and
consequently, the convergence speed of the fixed-point itera-
tion. It is known that the speed of convergence is associated
with the Lipschitz constant of the function F

(k)
t−1 (Argyros

& Hilout, 2013). If k is excessively large, the Lipschitz
constant of F (k)

t−1 could be potentially large, since it incor-
porates more variables, leading to instability and slower
convergence. Conversely, the fixed-point iteration (10) gen-
erally requires at least

⌈
T−1
k

⌉
steps to converge due to the

structure of the computational graph. This is because xt−1

is updated using information from xt, ..., xtk , meaning the
initial condition xT = ξT can only influence x0 after

⌈
T−1
k

⌉
iterations.

Hence, an appropriate value of k is crucial for expediting
the fixed-point iteration. We examined this by running fixed-
point iteration (10) under various k for the DDIM (Song
et al., 2020a) and DDPM (Ho et al., 2020) sampling algo-
rithms with 100 steps, using the DiT model (Peebles & Xie,
2023). The window size w is set to 100. Figure 1 illustrates
the impact of k on the convergence of residuals

∑T
t=1 rt−1.

As observed, small values of k lead to slow convergence
of residuals, whereas large k values result in instability,
particularly at the beginning for DDIM with T = 100.
Remark 2.3. While we provide insight into how the order
affects fixed-point iteration convergence, predicting the opti-
mal k from a theoretical standpoint is generally not feasible,
since the neural network ϵθ is a black-box. Thus, we rec-
ommend treating k as a hyperparameter and selecting the
optimal one based on empirical performance. Appendix C
contains grid search results on the effect of k on the conver-
gence speed for different sampling algorithms.
Remark 2.4. It is noteworthy that the PL iteration employed
by prior work (Shih et al., 2023) is equivalent to applying
a fixed-point iteration to solve the nonlinear equations (8)
with order k equal to the chosen window size w, and thus it
corresponds to the k = 100 in Figure 1.

3. Anderson Acceleration for Triangular
Nonlinear Equations

Anderson Acceleration (AA) (Anderson, 1965) is a clas-
sical method for expediting fixed-point iterations, which is
extensively utilized across various engineering disciplines
(Walker & Ni, 2011). The central idea of AA is to lever-
age information from previous iterations to approximate
the inverse Jacobian of the nonlinear system and to imple-
ment a Newton-like update using this approximation. In

(a) DDIM 100 steps (b) DDPM 100 steps

Figure 1. Convergence of residuals under different orders. x-axis
is the iteration steps while y-axis is the value of

∑T
t=1 rt−1.

this section, we explore the use of AA within the context
of parallel sampling of diffusion models and the resolution
of triangular nonlinear systems. First of all, let us describe
a straightforward implementation of standard AA for the
fixed-point iteration (10) with the use of up to m (m ≥ 1)
previous iterations. With the initialization x0

0, ..., x
0
T−1, the

process begins with a standard fixed-point iteration as indi-
cated by (10). For the i-th iteration with i ≥ 1, we introduce
the following notations.

Notations. Let mi = min{m, i}, ∆xi
t = xi+1

t −xi
t, X i

t =[
∆xi−mi

t , ...,∆xi−1
t

]
, Ri

t = F
(k)
t

(
xi
t+1, ..., x

i
(t+1)k

)
−xi

t,

∆Ri
t = Ri+1

t − Ri
t, F i

t =
[
∆Ri−mi

t , ...∆Ri−1
t

]
. For any

0 ≤ t1 ≤ t2 < T and any vectors/matrixes v1, ..., vT−1,
we denote vt1:t2 =

[
v⊤t1 , ..., v

⊤
t2

]⊤
. For any matrix V , we

denote V [i : j, t : s] as the submatrix of V with rows i, ..., j
and columns t, ..., s. If j and s are not specified, denote
j = T − 1 and s = T − 1.

Assuming that the subequations in (8) for t = t1, ..., t2 are
being solved and that F i⊤

t1:t2F
i
t1:t2 has full rank, the update

rule for (AA) is provided by the following equation:

xi+1
t1:t2 = xi

t1:t2 −GiRi
t1:t2 , (12)

where Gi is considered an approximate inverse Jacobian of
Ri

t1:t2 , and is computed as follows:

Gi = −I + (X i
t1:t2 + F i

t1:t2)(F
i⊤
t1:t2F

i
t1:t2)

−1F i⊤
t1:t2 (13)

The justification for (13) is that Gi satisfies the Inverse
Multisecant Condition (Fang & Saad, 2009):

GiF i
t1:t2 = X i

t1:t2 , (14)

and the Frobenius norm
∥∥Gi + I

∥∥
F

is the smallest possible
for all matrices meeting this condition (14) (Walker & Ni,
2011). It is evident from (12) that when Gi is set to −I , the
AA update simplifies to the standard fixed-point iteration.

3.1. Triangular Anderson Acceleration

We identified a critical issue in the update rule of the AA
as given in (12): For some timesteps j < t, the update
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of xi+1
t could be influenced by the value of xi

j due to the
matrix Gi potentially being dense. This has occasionally
led to numerical instability in our practices1. To understand
this instability, we find that xt always converges before xj

2,
which suggests that using the state of xj to update xt can be
counterproductive, particularly when xt is near convergence
but xj is not.

Armed with this key observation, we propose an adapted
version of AA that is well-suited for triangular nonlinear
equations like (8). The principal idea is to constrain the
matrix Gi in (12) to be block upper triangular—A formal
definition is given as follows:

Definition 3.1 (Block Upper Triangular Matrix). Consider
a matrix G ∈ R(t2−t1)d×(t2−t1)d. We define G as block
upper triangular if, for any t1 ≤ t ≤ t2, j ≤ (t− t1)d, and
1 ≤ s ≤ d, it holds that G[(t− t1)d+ s, j] = 0.

By doing so, the updated value xi+1
t in (12) receives in-

formation exclusively from those xi
j with j ≥ t. In the

subsequent theorem, we present a closed-form solution that
fulfills both the inverse multisecant condition (14) and the
block upper triangular stipulation as defined in Definition
3.1, while also being optimally close to −I with respect to
the Frobenius norm.

Theorem 3.2. Assume m < d and that F i⊤
t2 F i

t2 has full
rank. Let Qi ∈ R(t2−t1)d×(t2−t1)d be a block upper trian-
gular matrix, and for any t1 ≤ t ≤ t2:

Qi [t′ : t′′, t′ :] = (X i
t + F i

t )(F i⊤
t:t2F

i
t:t2)

−1F i⊤
t:t2 , (15)

where t′
def.
= (t− t1)d+1 and t′′

def.
= (t− t1)d+ d. Then the

matrix T i = −I + Qi meets both the inverse multisecant
condition (14) and the block upper triangular requirement
from Definition 3.1, and

∥∥T i + I
∥∥
F

is minimal among all
matrices that comply with these conditions.

Employing the T i derived from Theorem 3.2, we introduce
a tailored update rule for AA in the context of triangular
nonlinear equations: xi+1

t1:t2 = xi
t1:t2 − T iRi

t1:t2 , and we
refer this method as Triangular Anderson Acceleration
(TAA). In this study, we do not undertake a detailed theo-
retical analysis on TAA. This omission is because even the
theoretical aspects of standard AA are still actively being
researched in the field of optimization (Evans et al., 2020;
Rebholz & Xiao, 2023). Instead, we concentrate on assess-
ing the empirical performance of this new type of Anderson
Acceleration approach.

Figure 2 shows the results of comparing fixed-point iteration,
AA, and TAA in the same scenario as Figure 1. We observe
that both AA and TAA improve upon the optimal fixed-point

1Specifically, we have observed instances of numerical over-
flow when applying AA with 16-bit precision.

2Refer to Figure 6a in Appendix B for empirical evidence.

iteration from Figure 1 by a large margin, regardless of the k
used. Moreover, TAA is notably faster than AA, especially
for the DDPM with 100 steps, and it remains stable even
when using 16-bit precision for calculations. Additionally,
similar to the fixed-point iteration, TAA can also benefit
from selecting an optimal k.
Remark 3.3. In practice, we utilize (F i⊤

t:t2F
i
t:t2+λI)−1 with

λ > 0 being a small constant, for stabilizing the computa-
tion of T i in (15).
Remark 3.4. Apart from the method for determining T i

as outlined in Theorem 3.2, we also explored a heuristic
approach to acquire a block upper triangular matrix by di-
rectly extracting the upper triangular portion of Gi from
(13). While this method also enhances standard AA, it still
faced numerical instability and was less effective compared
to the approach using T i from Theorem 3.2. Further details
are available in Appendix B.
Remark 3.5. The computation of the matrix T i in Theorem
3.2 adds only minimal computational and memory overhead
to the standard fixed-point iteration (10). Firstly, the storage
for the history matrices F i

t1:t2 and X i
t1:t2 , of dimension

(t2 − t1)d × mi, is neglectable compared to that of the
neural network ϵθ. Secondly, the operations in (15) consist
of simple matrix multiplication and inversion; the matrix
F i⊤

t:t2F
i
t:t2 ∈ Rmi×mi can be efficiently computed as the

value of m is typically chosen to be between 2 and 5.

(a) DDIM 100 steps (b) DDPM 100 steps

Figure 2. Convergence of FP, AA, TAA under different k.

3.2. Safeguarding Triangular Anderson Acceleration

Fixed-point iteration, as described in (10), is known to con-
verge within T steps for triangular systems like (8) (see
Proposition 1 in (Song et al., 2021)). Unfortunately, neither
the original AA nor the TAA possesses this worst-case con-
vergence guarantee. To address this, we have identified a
sufficient condition for the general update rule in the form
of (12) to ensure convergence within T steps.

Theorem 3.6. Consider a general update rule: In the i-th
iteration, the update is xi+1

0:T−1 = xi
0:T−1−GiRi

0:T−1, with
Gi being any arbitrary matrix. If for any j where Ri

j+1 =

... = Ri
T = 0 3, the matrix Gi satisfies Gi[jd :, jd :] = −I ,

3Note that Ri
T ≡ 0 since the initial variable xT is set to ξT .
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then the update rule will converge within T steps.

Please see Appendix A for the proof and a more detailed
explanation of this theorem. In practice, we impose this
condition from Theorem 3.6 on the TAA update rule by post-
processing. Fortunately, this post-processing step applied
to the matrix T i has virtually no impact on the empirical
performance of TAA in our experiments. Additional details
can be found in Appendix B.

4. Early Stopping and Initialization
This section introduces two practical techniques that can
further accelerate the fixed-point iteration.

4.1. Early Stopping

In our experiments, we observe that high-quality images
are often produced much earlier than the residuals of fixed-
point iteration meet the stopping criterion. As an example,
while using TAA with the fixed-point iteration for DDIM
100 steps, we find that high-quality images, nearly indistin-
guishable from those generated sequentially, can appear as
early as step 7 ∼ 11. In contrast, the stopping criterion is
typically met at around step 13 ∼ 17. More demonstrations
on this point can be found in Section 5 and Appendix D.
Consequently, it is feasible to halt the parallel sampling
process whenever a satisfactory image is obtained.

From a practical standpoint, such early termination is easy
to implement, particularly for tasks like interactive image
generation where users can judge the quality of the current
image and decide when to terminate the iteration process.

4.2. Initialize from Existing Sampling Trajectory

To further accelerate parallel sampling, one can initialize the
fixed-point iteration using an existing sampling trajectory
with a similar input condition. The underlying principle
is that if two nonlinear equations are similar, the solution
to one can serve as the initial point for solving the other.
For instance, in text-to-image generation with two similar
prompts P1 and P2, if we have already obtained a sampling
trajectory x0, ..., xT−1 for P1, we can use this to initialize
parallel sampling for P2. This is a common scenario as
users often adjust prompts to achieve the desired image,
leading to a wealth of available trajectories for initialization.
Additionally, akin to the method in SDEdit (Meng et al.,
2022), one can also fix the later steps of the trajectory (e.g.,
xTinit , ..., xT−1) when initializing sampling for P2, and only
update the earlier steps (e.g., x0, ..., xTinit−1). This ensures
the resulting image to be close to the one from prompt p1.

As we will show in Section 5.3 and Appendix F, starting
from an existing sampling trajectory can greatly reduce the
steps needed for parallel sampling to converge. Furthermore,

this method often transforms the image to abide the new
prompt in a smooth way if Tinit is properly set.

With all the techniques discussed in Sections 2, 3, and here,
the complete version of our proposed algorithm, ParaTAA,
is summarized in Algorithm 1.

Algorithm 1 ParaTAA: Parallel Sampling of Diffusion Mod-
els with Triangular Anderson Acceleration
Require: Diffusion model ϵθ , k-th order nonlinear equations[

F
(k)
0 , ..., F

(k)
T−1

]
, histroy size m, tolerance τ , diffusion co-

efficients g(t), window size w, initialization x0
0:T−1 and xT ,

fixed initaizliation steps Tinit, maximum iteration steps smax.
1: t1, t2 ← max{0, Tinit − w}, Tinit − 1
2: for s = 1 to s = smax do
3: Compute ϵθ(x

s−1
t+1 , t+ 1), t = t1, ..., t2 in parallel.

4: Compute the residuals rt1:t2 as (11).
5: Update t2 ← max{t1 ≤ t ≤ t2|rt > τg2(t)d}
6: if t2 is Null then
7: Break loop
8: end if
9: Update t1 ← max{0, t2 − w}

10: Compute and store Rs−1
t1:t2

, X s−1
t1:t2

, Fs−1
t1:t2

as in Sec. 3.
11: Compute T s−1 as in Theorem 3.2 and 3.6, do

xs
t1:t2 = xs−1

t1:t2 − T s−1Rs−1
t1:t2

12: end for
13: Return xs

0:T−1.

5. Experiments
5.1. Accelerating Image Diffusion Sampling

In this section, we present the effectiveness of our ap-
proach in accelerating the sampling process for two preva-
lent diffusion models: DiT (Peebles & Xie, 2023), a class-
conditioned diffusion model trained on the Imagenet dataset
at a resolution of 256x256, and text-conditioned Stable Dif-
fusion v1.5 (SD) (Rombach et al., 2022) with a resolution
of 512x512.

Scenarios. We consider accelerating four typical sequential
sampling algorithms: Euler-type ODE sampling algorithm
DDIM (Song et al., 2020a) with 25, 50, and 100 steps,
respectively, and SDE sampling algorithm DDPM (Ho et al.,
2020)4 with 100 steps.

Algorithms. We compare our proposed algorithm ParaTAA
with two baselines: (1) The fixed-point (FP) iteration (10)
with the order of equations k equal to the window-size w,
equivalent to the method proposed in (Shih et al., 2023),
and (2) The fixed-point iteration (10) with the optimal order
of equations k determined by grid search, referred as FP+.
ParaTAA has two hyperparameters: the history size m and

4Following (Song et al., 2020a), we treat DDIM with η = 1 as
a DDPM sampler.
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the order k, both of which are chosen via grid search. For
hyperparameter analysis in all four tested scenarios, please
refer to Appendix C. For all algorithms, we use the same
stopping threshold εt = τ2g2(t)d with τ = 10−3, and
initialize all variables with standard Gaussian Distribution.

Setting. We run these experiments using 8 A800 GPUs,
each with 80GB of memory. We set the window size w to
match the number of sampling steps for all scenarios, except
in the case of the DDPM 100 steps for SD, where we select
w = 40 to aim for an acceptable wall-clock time speedup.
In all scenarios, we employ classifier-free guidance (Ho &
Salimans, 2022) with a guidance scale of 5.

Evaluation. For DiT models, we assess the quality of sam-
pled images using the FID score (Heusel et al., 2017) and
the Inception Score (IS) (Salimans et al., 2016) with 5000
generated samples. For SD models, we generate random text
prompts combining a color and an animal, such as ”green
duck,” and evaluate the quality of the sampled images by
computing the CLIP Score (CS) (Radford et al., 2021) with
1000 samples.

Figure 3. Comparison of parallel sampling methods and sequential
sampling across various scenarios. The x-axis for all plots repre-
sents the maximum number of steps, smax. The first two columns
from the left show the FID and IS scores for the DiT model, re-
spectively, while the third column depicts the CS for the SD model.
The rows, from top to bottom, correspond to the scenarios with
DDIM 25 steps, DDIM 50 steps, DDIM 100 steps, and DDPM
100 steps, respectively. For visual examples of generated images
related to these results, please refer to Appendix D.

Results. Our primary findings are detailed in Figure 3 and
Table 1, offering several insightful observations. Firstly, Fig-

(a) DiT - IS (b) SD - CS

Figure 4. Convergence of ParaTAA under different window sizes.
The x-axis and y-axis are the same as Figure 3

ure 3 corroborates that early-stopping is a valid approach5.
Across all algorithms, the quality metrics of the generated
images match those of sequentially sampled images in sig-
nificantly fewer steps. By comparing FP and FP+, we can
clearly see the importance of choosing a properly order
k for nonlinear equations (8). Furthermore, our proposed
ParaTAA outperforms both fixed-point algorithms substan-
tially, underscoring the effectiveness of our Triangular An-
derson Acceleration technique. In Table 1, we encapsulate
the key outcomes from Figure 3, including data on wall-
clock time and inference steps. Notably, ”Steps” in Table
1 refers to the number of parallelizable inference steps for
the neural network ϵθ. It is evident that all parallel sampling
algorithms greatly reduce inference steps, particularly for
larger T scenarios, with ParaTAA consistently spending
the fewest steps in every case and cutting down the steps
required by sequential sampling by 4∼14x! Additionally,
it is apparent that, generally, DDPM needs more steps to
converge compared to DDIM. In terms of wall-clock time
speedup, ParaTAA can achieve a 1.5∼2.9x improvement.
Remark 5.1. The wall-clock time reported in Table 1 can be
further enhanced with optimized implementation, comput-
ing devices, and inter-GPU communication environments.
Theoretically, the achievable speedup is determined by the
ratio of inference steps required by sequential versus parallel
sampling, ranging from 4 to 14 times as discussed earlier.
Remark 5.2. Our own implementation of the fixed-point
iteration achieves results comparable to those in (Shih et al.,
2023). However, we opted not to adjust the stopping crite-
rion, as we observed it impacts the uniqueness of the gener-
ated image. In our SD experiments, we used 16-bit precision
instead of the 32-bit used in (Shih et al., 2023), which made
our measured wall-clock time significantly faster.
Remark 5.3. A key advantage of parallel sampling over
other acceleration methods is its ability to produce images
that are (almost) identical to those from sequential sampling.
Theorem 2.2 provides a guarantee for this assertion. For
real examples on this point, please refer to Appendix D.

5For the information on the number of inference steps to reach
the stopping criterion, we refer readers to Appendix C.
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Method DiT DDIM-25 DiT DDIM-50 SD DDIM-25 SD DDIM-50
Steps Time FID ↓ IS↑ Steps Time FID ↓ IS↑ Steps Time CS↑ Steps Time CS↑

Sequential 25 0.41s 20.5 442.6 50 0.84s 20.3 443.4 25 0.73s 23.9 50 1.44s 24.0
FP 17.8 0.42s 19.8 441.2 21.6 0.69s 20.2 442.0 14.1 0.98s 23.8 15.7 1.36s 24.0

FP+ 13 0.32s 18.7 436.5 17 0.58s 18.7 436.8 7 0.62s 23.8 7 0.93s 23.9
ParaTAA 9 0.25s 18.8 441.0 9 0.34s 19.1 441.9 7 0.63s 23.8 7 0.93s 23.9

DiT DDIM-100 DiT DDPM-100 SD DDIM-100 SD DDPM-100
Sequential 100 1.65s 20.6 446.9 100 1.69s 22.7 464.8 100 2.95s 24.2 100 2.98s 24.8

FP 23.0 0.98s 19.7 444.2 42.3 1.90s 21.4 459.6 15.8 2.16s 24.2 28.9 3.23s 24.8
FP+ 19 0.81s 19.8 443.7 31 1.29s 17.0 432.3 7 1.56s 24.2 21 2.45s 24.5

ParaTAA 11 0.56s 20.0 448.3 21 0.95s 22.1 457.8 7 1.53s 24.2 15 1.97s 24.8

Table 1. Performance comparison of various parallel sampling methods across different scenarios. It should be noted that for FP+ and
ParaTAA, the early-stopping step is selected based on insights from Figure 3, whereas for FP, early-stopping is not employed, and the step
value indicates the average number of inference steps required to satisfy the stopping criterion.

(a) Initialization (b) After 3 steps (c) After 5 steps

Figure 5. Iterations of ParaTAA with different initializations. The
rows from top to bottom shows: 1. Sampling with P1 with random
initialization; 2. Sampling with P2 with random initialization.
3. Sampling with P2 with trajectory of P1 as initialization and
Tinit = 50. 4. Same as 3 except that Tinit = 35. For optimal
viewing, please zoom in on the figure.

5.2. Effect of Window Size

In this section, we examine how the window size w affects
the trade-off between convergence and computation on the
DDIM 100 steps scenario for both DiT and SD models,
testing ParaTAA with varying window sizes.

Results. As depicted in Figure 4, the relationship between
the increase in window size and the reduction in inference
steps is not proportional. For instance, with SD, at w = 10,
ParaTAA needs 25 steps to achieve the desired CS level,
which is 4x fewer than that of sequential sampling. How-
ever, when we double the computation by setting w = 20,
the inference steps reduce only marginally to 21. This im-
plies that users should select a window size that balances
convergence speed and computational effort to optimize
wall-clock time speedup.

5.3. Initialization from Existing Trajectory

This section explores the impact of initializing parallel sam-
pling using a pre-existing trajectory through a case study.
We conduct an experiment utilizing the SD model with
DDIM 50 steps and two similar prompts, P1: ”A 4k de-
tailed photo of a horse in a field of flowers”, P2: ”An oil
painting of a horse in a field of flowers”. Our objective
is to investigate the difference in image generation for P2
when starting from a random initialization versus using the
trajectory of P1. Additionally, we assess how the initial step
count, Tinit, influences the convergence of sampling for P2
with this initialization.

Results. As shown in Figure 5, using random initialization
for prompts P1 and P2, ParaTAA does not yield high-quality
images within the first 5 steps. In contrast, initializing the
sampling of P2 with the trajectory from P1 results in a
considerably better image by the 5th step. By setting Tinit
to 35, ParaTAA manages to produce a good image by the
3rd step, with a smooth transition from the initial image.
Hence, we conclude that starting parallel sampling with an
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existing trajectory can significantly decrease the number of
inference steps needed for the sampling process to converge.
For an extended and quantitative evaluation of these findings,
please refer to Appendix E.

6. Conclusion
In this study, we frame parallel sampling for diffusion mod-
els as solving a system of triangular nonlinear equations.
We introduce a novel parallel sampling algorithm, ParaTAA,
which can substantially decrease the inference steps required
by sequential sampling while maintaining image quality.
Moreover, the triangular Anderson acceleration technique
developed in this work could be a subject of independent
interest, and we expect that the optimization research com-
munity will be interested in further exploring its theoretical
aspects in the near future.

While this work primarily demonstrates the acceleration for
image diffusion models, we anticipate that our proposed
method could have broader applications on tasks that in-
volve an autoregressive process, and one notable example is
autoregressive video generative models in (Ho et al., 2022;
Esser et al., 2023; Gupta et al., 2023).

Currently, for large models like SD, ParaTAA requires the
use of multiple GPUs to achieve considerable speedup in
wall-clock time. Nonetheless, as advancements in GPU
technology and parallel computing infrastructures evolve,
we anticipate that the cost will be significantly lower and
ParaTAA will become increasingly important for accelerat-
ing the sampling of large-scale diffusion models.
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A. Proof
Proof of Theorem 2.2. Initially, it is simple to verify that the sequential sampling procedure (6) has a unique solution.
Considering the initial conditions xT = yT = ξT , let us assume for the sake of contradiction that there exist two distinct
solutions x0:T−1 and y0:T−1.

xt−1 = atxt + btϵθ(xt, t) + ct−1ξt−1, t = 1, ..., T,

yt−1 = atyt + btϵθ(yt, t) + ct−1ξt−1, t = 1, ..., T.

Using an induction argument, let us assume that for some 0 < t ≤ T , we have xt = yt. Under this assumption, we can
show that

xt−1 = atxt + btϵθ(xt, t) + ct−1ξt−1

= atyt + btϵθ(yt, t) + ct−1ξt−1

= yt−1.

Hence the two solutions x0:T−1 and y0:T−1 are the same.

We will now demonstrate that for any 1 ≤ k ≤ T , the nonlinear equations given by (8) are equivalent. This implies that all
sets of nonlinear equations share the same unique solution, since the case of k = 1 corresponds to the sequential procedure
outlined in (6).

For the purpose of this proof, we define two sets of nonlinear equations to be equivalent if any solution to one set is also a
solution to the other, and vice versa. To simplify the exposition, we will prove the equivalence of the 1st order equations to
the 2nd order equations, while noting that the proof that k-th order equations are equivalent to (k + 1)-th order equations
follows a similar procedure. Assume that x0:T−1 is a solution to the 1st order equations. It follows directly that x0:T−1

satisfies the 2nd order equations as well, which can be seen by (7). Conversely, if we consider x0:T−1 as a solution to the
2nd order equations, it can be shown that

xt−1 =

at

(
at+1xt+1 + bt+1ϵθ(xt+1, t+ 1) + ctξt

)
+ btϵθ(xt, t) + ct−1ξt−1, t < T,

atxt + btϵθ(xt, t) + ct−1ξt−1, t = T.
.

With xT−1 = aTxT + bT ϵθ(xT , T ) + cT−1ξT−1, we can show that

xT−2 = aT−1

(
aTxT + bT ϵθ(xT , T ) + cT−1ξT−1

)
+ bT−1ϵθ(xT−1, T − 1) + cT−2ξT−2

= aT−1xT−1 + bT−1ϵθ(xT−1, T − 1) + cT−2ξT−2.

With the same procedure, we can show that xt−1 = atxt + btϵθ(xt, t) + ct−1ξt−1 for t = 1, ..., T − 2. Hence, x0:T−1 is a
solution of 1st order equations.

Proof of Theorem 3.2. Since T i = −I +Qi, the inverse multisecant condition (14) can be written as

QiF i
t1:t2 = X i

t1:t2 + F i
t1:t2 . (16)

Since Qi is a block upper triangular matrix, the condition (16) can be further simplified as

Qi[t′ : t′′, t′ :]F i
t:t2 = X i

t:t2 + F i
t:t2 , t = t1, t1 + 1, ..., t2. (17)

As one can see, for each t, the linear equations Qi[t′ : t′′, t′ :]F i
t:t2 = X i

t:t2 + F i
t:t2 is underdertermined, because

Qi[t′ : t′′, t′ :] ∈ Rd×(t2−t)d, F i
t:t2 ∈ R(t2−t)d×mi , X i

t:t2 ∈ R(t2−t)d×mi , rank(F i
t:t2) = mi and mi = min{m, i} < d.

As a classical result in linear regression analysis (Dennis & Schnabel, 1979), the minimum-norm solution for Qi[t′ : t′′, t′ :]
is given by

Qi[t′ : t′′, t′ :] = argmin
QFi

t:t2
=X i

t:t2
+Fi

t:t2

∥Q∥F (18)

= (X i
t + F i

t )(F i⊤
t:t2F

i
t:t2)

−1F i⊤
t:t2 . (19)
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Therefore,
∥∥T i + I

∥∥
F

is minimal among all matrices satisfying both the inverse multisecant condition (14) and the block
upper triangular condition in Definition 3.1.

Proof of Theorem 3.6. In this proof, we aim to establish that following t iterations of the update rule, the variables
xT−t, . . . , xT−1 converge. We will demonstrate this result using inductive reasoning. At the initial step of the induction,
given that R0

T is identically zero (denoted by R0
T ≡ 0), it follows that

G0[(T − 1)d :, (T − 1)d :] = −I.

Therefore, the update of xT−1 is given by

x1
T−1 = x0

T−1 − (−I)R0
T−1 = x0

T−1 +R0
T−1 = x0

T−1 + F
(k)
T−1(xT )− x0

t = F
(k)
T−1(xT ).

Therefore, x1
T−1 converges and hence R1

T−1 = F
(k)
T−1(xT )−x1

t = 0. Now we suppose that after t < T steps, xT−t, ..., xT−1

converges, i.e., Rt
T−t = Rt

T−1 = 0. Then, we have

Gt[(T − t− 1)d :, (T − t− 1)d :] = −I.

Hence similarly, we have

xt+1
T−t−1 = xt

T−t−1 − (−I)Rt
T−t−1 = xt

T−t−1 +Rt
T−t−1

= xt
T−t−1 + F

(k)
T−t−1(x

t
T−t, ..., x

t
(T−t)k

)− xt
T−t−1

= F
(k)
T−t−1(x

t
T−t, ..., x

t
(T−t)k

),

and hence Rt+1
T−t−1 = F

(k)
T−t−1(x

t+1
T−t, ..., x

t+1
(T−t)k

)− xt+1
T−t−1 = F

(k)
T−t−1(x

t
T−t, ..., x

t
(T−t)k

)− xt+1
T−t−1 = 0. Thus xT−t−1

converges after T + 1 steps. By this induction, we can conclude that all the variables x0, ..., xT−1 converges after T steps.

B. Further Exploration
In this section, we delve deeper into the study of the nonlinear equations (8) and the performance of Algorithm 1 in this
section. For all the experiments in this section, we adopt the DDPM with 100 steps as the sequential sampling algorithm and
employing DiT models. We present our findings in Figure 6.

In Figure 6a, we plot the convergence behavior of the variables x0, . . . , xT−1 under the fixed-point iteration (10), and
notice that their residuals do not converge uniformly. This is largely attributed to the triangular structure present in (8).
Specifically, the earlier step variables x81, . . . , x100 reach convergence within fewer than 10 steps, while the later step
variables x0, . . . , x20 take approximately 35 steps to converge. This observation reinforces our motivation for introducing
Triangular Anderson Acceleration—to prevent the updating of near-converged variables with information from those that
have not yet converged.

In Figure 6b, we examine the impact of the safeguarding technique described in Theorem 3.6. While this technique offers a
worst-case guarantee, we find that it does not detract from the empirical effectiveness of Triangular Anderson Acceleration.

The third figure, Figure 6c, demonstrates that simply extracting the upper triangular portion of the original Anderson
Acceleration matrix (13) (denoted as AA+), despite of an improvement over the standard Anderson Acceleration, still falls
short of our proposed Triangular Anderson Acceleration. More importantly, as shown in (13), utilizing only the upper
triangular component of Gi does not ensure that xi+1

t in (12) is exclusively updated using information from previous
iterations xi

j where j ≥ t. This is because the inputs from xi
j , with j < t, are still incorporated into Gi through the inversion

of the matrix (F i⊤
t1:t2F

i
t1:t2)

−1. It is also important to note that for these experiments, we utilize 32-bit precision in our
computations, as the AA and AA+ methods do not exhibit stability with 16-bit precision.
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(a) Convergence of residuals under differ-
ent timesteps (b) TAA with/without Safeguarding (c) Comparing TAA to AA+

Figure 6. More investigation on TAA.

C. Hyperparameter Analysis
In this section, we present grid search results for sampling with DiT models under the four scenarios outlined in Section 5.1:
DDIM with 25 steps, DDIM with 50 steps, DDIM with 100 steps, and DDPM with 100 steps. We fixed the window size w
to match the total number of sequential sampling steps. The grid search is performed for the order k and history size m in
Algorithm 1. We used the average number of steps required to achieve convergence for 100 different seeds as a metric to
assess the performance of different hyperparameters. It is important to observe that when m = 1, Algorithm 1 reverts to the
fixed-point iteration (10) since it does not utilize historical information. The results are summarized in Figure 7.

Based on the grid search results shown in Figure 7, we can draw several conclusions. Firstly, the optimal history size m
appears to be between 2 and 4, as utilizing additional historical information may be detrimental to performance. Secondly,
for m ≥ 2, the algorithm becomes quite resilient to changes in the order k, provided that k is sufficiently large. Conversely,
with m = 1, corresponding to fixed-point iteration, the algorithm performs best with a smaller k.

An interesting observation from Figure 7 is that for all DDIM scenarios (25, 50, and 100 steps), the ParaTAA algorithm
tends to converge in roughly the same number of steps. Furthermore, we note that the DDPM typically demands more steps
to reach convergence compared to the DDIM. We speculate that the inclusion of a noise term in the nonlinear equations (8)
may exacerbate the optimization landscape for the fixed-point iteration.

Since the SD models exhibit a similar pattern of hyperparameters as shown in Figure 7, we choose to use the same optimal
hyperparameters for both the DiT and SD experiments in Section 5.1.

(a) DDIM 25 steps (b) DDIM 50 steps (c) DDIM 100 steps (d) DDPM 100 steps

Figure 7. Hyperparameter Analysis for ParaTAA.

D. Qualitative Comparison
This section presents a qualitative visual comparison of the convergence behaviors of ParaTAA, FP, and FP+ as illustrated in
Figure 3. We feature examples from the following scenarios: DiT with DDIM at 100 steps, DiT with DDPM at 100 steps,
SD with DDIM at 100 steps, and SD with DDPM at 100 steps. The images displayed showcase the convergence process

14



Accelerating Parallel Sampling of Diffusion Models

at different iteration stages for each algorithm. Sequentially generated images are provided in Figure 8 for comparison,
while the images generated through parallel sampling are depicted in Figures 9, 10, 11, and 12, corresponding to the four
aforementioned scenarios.

As is evident from the visualizations, it is clear that our proposed ParaTAA algorithm significantly outperforms the naive
fixed-point iteration (FP) and its variant with optimal order (FP+). Moreover, for both DiT and SD models with DDIM at
100 steps, ParaTAA successfully produces images of similar quality to those obtained via sequential sampling within a mere
7 iterations. In the case of DDPM at 100 steps, ParaTAA achieves comparable results to sequential sampling within only 21
iterations.

(a) DiT DDIM-100 (b) DiT DDPM 100 (c) SD DDIM 100 (d) SD DDPM 100

Figure 8. Generated Images from Sequential Sampling. For DiT model, we use the class for ”elephant” as the input condition. For SD
model, we use the ”green duck” as the text prompt.

(a) After 7 steps (b) After 11 steps (c) After 15 steps (d) After 19 steps

Figure 9. Iterations of parallel sampling for DDIM 100 steps with DiT model. From top to bottom, the images are generated by ParaTAA,
FP and FP+ respectively.
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(a) After 17 steps (b) After 21 steps (c) After 27 steps (d) After 31 steps

Figure 10. Iterations of parallel sampling for DDPM 100 steps with DiT model. From top to bottom, the images are generated by ParaTAA,
FP and FP+ respectively.

(a) After 5 steps (b) After 7 steps (c) After 9 steps (d) After 11 steps

Figure 11. Iterations of parallel sampling for DDIM 100 steps with SD model. From top to bottom, the images are generated by ParaTAA,
FP and FP+ respectively.
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(a) After 11 steps (b) After 15 steps (c) After 21 steps (d) After 25 steps

Figure 12. Iterations of parallel sampling for DDPM 100 steps with SD model. From top to bottom, the images are generated by ParaTAA,
FP and FP+ respectively.

E. Quantitative Evaluation of Initialization from Existing Trajectory
In this section, we expand the results discussed in Section 5.3. We present a more detailed set of convergence images in
Figure 13 as a fine-grained complement to Figure 5. This allows for a clearer observation on convergence when initialized
with different methods. Additionally, we conduct a quantitative evaluation of the results shown in Figure 13, which is
depicted in Figure 14. Specifically, Figure 14 illustrates the progression of CLIP scores in relation to the second prompt
P2. It is evident that initializing with the trajectory leads to significantly faster convergence in terms of the CLIP scores
compared to initializing from noise.

F. Additional Examples of Smooth Image Variation
In Figure 15, additional examples are provided to demonstrate the capability of ParaTAA in facilitating smooth image
transitions. Specifically, for DDIM with 50 steps, we utilize ParaTAA between two similar prompts, P1 and P2. Initially,
we generate a trajectory from P1 using ParaTAA, which is then employed as the starting point for sampling from P2, with
the initialization timestep Tinit set between 35 and 40. The results indicate that ParaTAA can lead transformation from the
source to the target image in a seamless manner along the image manifold within very few iteration steps.
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(a) Initialization (b) After 1 steps (c) After 3 steps (d) After 5 steps (e) After 7 steps (f) After 9 steps

Figure 13. Iterations of ParaTAA with different initaizliations. P1: ”A 4k detailed photo of a horse in a field of flowers”. P2: ”An oil
painting of a horse in a field of flowers”. From top to bottom, the rows represents: 1. Sampling with P1 with random initialization; 2.
Sampling with P2 with random initialization. 3. Sampling with P2 with trajectory of P1 as initialization and Tinit = 50. 4. Sampling with
P2 with trajectory of P1 as initialization and Tinit = 35.

Figure 14. Quantative evaluation for the three settings: 1. Sampling with P2 with random initialization. 2. Sampling with P2 with
trajectory of P1 as initialization and Tinit = 50. 3. Sampling with P2 with trajectory of P1 as initialization and Tinit = 35. The y-axis is
the CLIP scores w.r.t the prompt ”An oil painting of a horse in a field of flowers”.
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(a) P1: ”A cute dog”→ P2: ”A cute cat”

(b) P1: ”A delicious hamburger”→ P2: ”A delicious pizza”

(c) P1: ”Two small balls”→ P2: ”Two huge balls”

(d) P1: ”Walking on Moon”→ P2: ”Walking on Mars”

Figure 15. Iterations of ParaTAA using an existing trajectory for initialization. From left to right, the columns represent the initial image,
the image after 1 step, the image after 3 steps, and the image after 5 steps.
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