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ABSTRACT

Recent studies have shown that Large Language Models (LLMs) have the poten-
tial to process extremely long text. Many works only evaluate LLMs’ long-text
processing ability on the language modeling task, with perplexity (PPL) as the
evaluation metric. However, in our study, we find that there is no correlation be-
tween PPL and LLMs’ long-text understanding ability. Besides, PPL may only
reflect the model’s ability to model local information instead of catching long-
range dependency. Therefore, only using PPL to prove the model could process
long text is inappropriate. The local focus feature of PPL could also explain some
existing phenomena, such as the great extrapolation ability of the position method
ALiBi. When evaluating a model’s ability in long text, we might pay more atten-
tion to PPL’s limitation and avoid overly relying on it.

1 INTRODUCTION

Recently, many researchers (Chen et al., 2023bjaj | Xiong et al., 2023; |Ding et al., [2023}; |Chen et al.}
2023c)) have proposed various approaches to scale up the context window of LLMs to more than
100k. Since there is not a comprehensive benchmark tailored for the evaluation of such extremely
long text understanding, such as question answering (QA) over 100K tokens, researchers use per-
plexity (PPL), an evaluation metric for language modeling|'| to demonstrate the model’s ability to
process long text (Chen et al.l 2023c; Ding et al.l 2023} [Liu et al., [2023; [Peng et al.| [2023).

However, only given LLMs are excellent in language modeling, can it indicate LLMs’ ability to
understand long text? We conduct experiments on three long context window LLM variants to figure
out this. We use several available benchmarks of downstream tasks, such as QA and summerization,
to evaluate their long-text understanding ability. Surprisingly, the models’ performance on language
modeling is inconsistent with their performance on most downstream tasks, implying the PPL can
not be a good indicator of the model’s long-text understanding ability.

We speculate that the phenomenon above may be because PPL is a reflection of the model’s ability
to model local information. We use LLaMA?2, which only has a short context window of 4,096 and
cannot handle long context, to prove our speculation. The experiment results show that, LLaMA?2
delivers comparable PPL with the long context window LLMs. The feature of PPL in reflecting
local information modeling ability can also explain why methods such as ALiBi (Press et al.l|[2022),
which makes the model mainly focus on local information, could enable models to extrapolate to
longer inference sequences while keeping the PPL at a low level.

2 LOWER PPL # UNDERSTANDING LONG TEXT BETTER

In this section, we compare the models’ performance in language modeling and several downstream
tasks, and figure out whether a lower PPL in language modeling indicates a better long-text un-
derstanding ability. We choose three model variants whose context windows are longer than 100K

*Corresponding author
'The definition and calculation method of PPL is shown in Appendix A lower PPL shows a higher
accuracy of a model in long-text language modeling
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Task LM QMSUM | NaQA | NaQA (32K-64K) | NaQA (64K-128K) | Retrieval
Metric PPL | | Rouge-L 1 F11 F11 F11 Acc. T
YARN 1.878 19.79 16.84 26.75 17.49 0.065

Yi 2.069 20.48 14.49 23.00 21.26 0.38

LongLoRA | 2.002 21.53 18.38 29.23 23.19 0.485
LLaMA 1.935 - - - -

Table 1: Performance on downstream tasks. LM is language modeling and NaQA is NarrativeQA.
32K-64K (64K-128K) indicates the input length is between 32K and 64K (64K and 128K).

tokens for experiments: 1) YARN-7B-128K (Peng et al., 2023)), 2) Yi-6B-200K 3) LongLoRA-
7B-100K (Chen et al.| [2023c).

We first calculate the PPL of each model with a 76k input lengt}ﬂ on 50 books randomly sampled
from the test set of PG-19 (Rae et al) [2019). While for downstream tasks, we use two public
benchmarks, QMSUM (Zhong et al., 2021) and NarrativeQA (Kocisky et al.,[2017), to evaluate the
models’ performance in long question answering and long document summarization. In addition,
following|Dacheng Li* & Zhang|(2023)), we use a finer-grained line retrieval test to evaluate models’
retrieval ability. The experiment details are shown in Appendix and Appendix

The experiment results are shown in Table [I| Column LM reports models’ PPL on the long text.
YARN delivers the lowest PPL of 1.878, compared to 2.069 of Yi and 2.002 of LongLoRA, which
indicates YARN’s better ability in long text language modeling. However, YARN does not deliver
the best performance in downstream tasks. Instead, LonglLoRA outperforms other models on all
downstream tasks. The inconsistency between the models’ performance in language modeling and
downstream tasks demonstrates that, although PPL is a fair evaluation for language modeling, it can
not be a good indicator of long-text understanding ability.

3 PPL MIGHT REFLECT LOCAL LANGUAGE MODELING ABILITY

To explain the phenomenon in Sec[2} we speculate PPL may be related to how well LLMs handle the
local information, rather than understanding the whole long text. Specifically, for long text language
modeling, LLMs may only use local tokens to predict the next token, finally achieving a low PPL.

To prove the speculation, we calculate the PPL of LLaMA2-7B on the same test corpus as the
experiment in Sec[2} Each token is predicted based on the previous 4k tokens, ensuring LLaMA?2 can
only use the local information in language modeling. We show experiment details in Appendix [A.T]

The experiment results in Table |1| show that LLaMA2 delivers a PPL of 1.935, lower than Yi and
LongLoRA with an input length of 76K, demonstrating that a model incapable of understanding
long text can also deliver a low PPL. In other words, the good performance of a model in long-text
language modeling can not indicate the model’s ability in long-text understanding. Therefore, PPL
may only reflect LLMs’ ability to handle the local information, rather than understanding long text.

As LLMs can only use local information to deliver low PPL on long text, it can explain the great
extrapolation ability of position embedding ALiBi (Press et al., 2022). Since the position represen-
tation method of ALiBi penalizes attention scores between distant query-key pairs, LLMs still focus
on the local information even with longer input, which is why the PPL can remain at a similar level.

4 CONCLUSION

PPL can be an effective evaluation metric for long-text language modeling ability, but not for long-
text understanding. A model without the ability to understand long text can also effectively use
local information to model a long text. Considering PPL can not be a good indicator for long
text understanding ability, except for using PPL to evaluate a model, we call for more diversified
evaluation metrics for long text processing ability from multiple aspects.

2https://github.com/01-ai/Yi
376K is the longest input length our machine can process. We get Out Of Memory Error with longer inputs
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A APPENDIX

A.1 PPL CALCULATION METHOD

For the method we use for LongLoRA, Yi and YARN in Sec[2] we split the given text into N chunks
with the size of 76k per chunk. Taking each chunk as input, the LLM makes predictions on every
token based on all of its previous tokens in the chunk. Specifically, the probability of token x; in the
chunk is calculated as:

P1(.131) :p(xi\xo,...,xi_l),i S [0,76000) (1)
After obtaining the prediction results of all chunks, i.e., obtaining the probability of every token in
the given text, we calculate the

PPL = average(—log(Pi(x;))),i € [0, L) (2)

where L is the length of the given text. The calculation method is the same as (Chen et al.| (2023c);
Peng et al.|(2023).

In the method we use for LLaMA?2 in Sec [3] every token is predicted based on a fixed number of
previous tokens. This is different from the former method, which makes predictions on the ¢, token
based on all previous tokens in the chunk. Specifically, if the index of the token in the given text
is equal to or larger than the context size of 4k, the probability of the token is calculated based on
its corresponding previous 4k tokens. Otherwise, its probability is calculated based on all of its
previous tokens. The equations are:

Py (z;) = p(xi|zi—1000, ---» Ti—1), 1 € [4000, L) 3)
Py(z;) = p(zi|zo, .-, i—1),1 € [0,4000) 4)

After obtaining the probability of every token in the given text, we calculate the PPL:
PPL = average(—log(Ps(x;))),i € [0, L) 5)

Such a calculation method can help models deliver a lower PPL compared to the former calculation
method under the same test corpus. Therefore, we adopt it for LLaMA2, which only has a limited
context window of 4,096, to show that a model can be good at long text language modeling even
though it cannot understand long text.

A.2 DETAILS FOR DOWNSTREAM TASKS

We adopt QMSUM and NarrativeQA from LongBench (Bai et al., 2023), a comprehensive bench-
mark for long-text understanding, to evaluate the models’ ability in long-text understanding. The
average length of test cases in QMSUM and NarrativeQA are 10,614 and 18,409 respectively. Fol-
lowing |Bai et al.| (2023), we use the Rouge-L score as the evaluation metric for QMSUM and the F1
score for NarrativeQA.

For the finer-grained line retrieval test, following Dacheng Li* & Zhang| (2023)), we construct a
synthetic dataset, which consists of 3,200 lines of key-value pairs, and ask the model to retrieve the
value of a certain key. The key-value pair is shown in the format: ”A person named (key) has a
cat. His cat’s name is (value)”. The average length of each test case is 76K. We report the average
retrieval accuracy of 200 runs.

The detailed prompt is:

Below is a record of lines I want you to remember. Each line begins with a person’s name and its
cat’s name. For each line index, memorize the person’s name and the cat’s name. At the end of the
record, I will ask you to retrieve the cat’s name of a certain person. Now the record start:

A person named (key_I) has a cat. His cat’s name is (value_l)....A person named (key_3200) has a
cat. His cat’s name is (value3_200).

Now the record is over. I remember the cat’s name of person {(example key_1) is (example value_I).
I remember the cat’s name of person (example_key 2) is {(example_value 2).
I remember the cat’s name of person (example_key_3) is {(example_ value_3).

I remember the cat’s name of person (test key) is
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