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Abstract

In the current environment, psychological is-001
sues are prevalent and widespread, with so-002
cial media serving as a key outlet for individ-003
uals to share their feelings. This results in004
the generation of vast quantities of data daily,005
where negative emotions have the potential to006
precipitate crisis situations. There is a rec-007
ognized need for models capable of efficient008
analysis. While pre-trained language models009
have demonstrated their effectiveness broadly,010
there’s a noticeable gap in pre-trained mod-011
els tailored for specialized domains like psy-012
chology. To address this, we have collected a013
huge dataset from Chinese social media plat-014
forms and enriched it with publicly available015
datasets to create a comprehensive database016
encompassing 3.36 million text entries. To en-017
hance the model’s applicability to psychologi-018
cal text analysis, we integrated psychological019
lexicons into the pre-training masking mech-020
anism. Building on an existing Chinese lan-021
guage model, we performed adaptive training022
to develop a model specialized for the psycho-023
logical domain. We assessed our model’s effec-024
tiveness across four public benchmarks, where025
it not only surpassed the performance of stan-026
dard pre-trained models but also showed a in-027
clination for making psychologically relevant028
predictions. Due to concerns regarding data pri-029
vacy, the dataset will not be made publicly avail-030
able. However, we have made the pre-trained031
models and codes publicly accessible to the032
community via: https://anonymous.4open.033
science/r/Chinese-MentalBERT-0893.034

1 Introduction035

Mental illnesses, particularly depression, impose a036

considerable strain on global societies. The World037

Health Organization reports that approximately038

3.8% of the global population suffers from depres-039

sion (Organization et al., 2023). Notably, the inci-040

dence of depression in China accounts for as high041

as 6.9% of the prevalence (Huang et al., 2019).042

Individuals experiencing emotional distress often 043

resort to passive coping mechanisms and seldom 044

seek professional help (Rüsch et al., 2005). Tra- 045

ditional channels for emotional crisis intervention, 046

such as hotlines and psychological clinics, are not 047

designed to proactively identify individuals facing 048

emotional challenges (Organization et al., 2014). 049

Moreover, the resources for such interventions are 050

frequently inadequate. The stigma associated with 051

mental illness has led many to use social networks 052

as a primary outlet for expressing their emotional 053

struggles (Primack et al., 2017). Platforms like X 054

(Twitter), and Sina Weibo in China serve as venues 055

for individuals to share their feelings and opinions 056

in real time, with posts often providing immediate 057

insights into one’s daily experiences and emotional 058

states (De Choudhury et al., 2013). Within specific 059

topics or hashtags on social media, there is a pro- 060

nounced focus on the expression of negative emo- 061

tions, with some users displaying evident suicidal 062

tendencies (Robinson et al., 2016). This situation 063

underscores the critical necessity to develop tools 064

aimed at enabling the early detection of such dis- 065

tress signals and implementing timely intervention 066

strategies (Coppersmith et al., 2018). 067

Language pre-training models, such as 068

BERT (Devlin et al., 2018), have demonstrated 069

remarkable success across a variety of language 070

tasks and have seen extensive application (Koro- 071

teev, 2021). Recently, the development of large 072

language model (LLM) technology has garnered 073

global interest, notably within the psychology 074

sector, where a plenty of exploratory applications 075

have been initiated (He et al., 2023). However, 076

according to research by (Qi et al., 2023), in 077

comparison to supervised learning methods, LLMs 078

are yet to fully addressed the complexity of 079

psychological tasks. Thus, the development of 080

pre-trained language models specifically targeting 081

for supervised learning still crucial, particularly 082

for the specific domains. 083
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To address the lack of large-scale pre-trained084

models tailored for specific applications in Chinese085

community mental health, we introduce the Chi-086

nese MentalBERT, a pre-trained language model087

specifically designed for psychological tasks. To088

the best of our knowledge, it is the first pre-trained089

language model developed specifically for the men-090

tal health field in Chinese. In this study, we em-091

ploy a domain-adaptive pre-training model (Cui092

et al., 2021), and introduce a novel lexicon guided093

masking machanism strategy based on the Chi-094

nese depression lexicon. We conduct four Chi-095

nese mental health datasets from social media and096

public dataset, including over 3.36 million data097

items for domain-adaptive pre-training. This lex-098

ion guided masking mechanism strategically biases099

the learning process towards vocabulary crucial for100

the intended application, enhancing the model’s rel-101

evance and effectiveness in its target domain. We102

evaluated the performance of our model on four103

mental health related public datasets, including:104

cognitive distortion multi-label classification, sui-105

cide risk classification, and two sentiment analysis106

tasks. The results demonstrate that our model out-107

performs the baseline. Due to privacy issues, we108

cannot open the data, we have made all the train-109

ing code and models publicly available to support110

research in Chinese mental health.111

2 Related work112

Social media has been used to identify signs of113

needing medical or psychological support (Ke-114

les et al., 2020). Recent studies show that men-115

tal health analyses on social media are using116

NLP technologies to capture users’ mental health117

states (Calvo et al., 2017).118

With the advent of BERT (Devlin et al., 2018),119

studies have been carried out on using this tech-120

nology to assess suicidal tendencies and identify121

depressive tendencies (Wang et al., 2019; Ambal-122

avanan et al., 2019; Matero et al., 2019). (Yang123

et al., 2022) leveraged knowledge graph method124

to screen high-suicide risk comments within on-125

line forums and explored various attributes such126

as time, content, and suicidal behavior patterns by127

analyzing these comments. (Fu et al., 2021) pro-128

posed a distant supervision method to develop an129

automated method capable of categorizing users130

into high or low suicide risk categories based on131

their social media comments. This model serves132

as an early warning system to aid volunteers in133

preventing potential suicides among social media 134

users. 135

On the other hand, many studies focus on 136

domain-adaptive pretraining in specific fields to 137

pursue better domain performance. (Chalkidis 138

et al., 2020) systematically examined methods for 139

adapting BERT to the legal field. They gathered 12 140

GB of varied English legal text from public sources 141

and achieved improved performance compared to 142

the baseline on three end-tasks. (Lee et al., 2020) 143

pre-trained the BERT model with a domain-specific 144

regimen on extensive biomedical corpora, leading 145

to improved performance compared to the origi- 146

nal BERT across various text mining tasks in the 147

biomedical field. 148

The two most closely related works to our study 149

are the research in the domain of mental health 150

data analysis. (Ji et al., 2022) implemented BERT 151

within the mental health sector by creating a tar- 152

geted dataset from Reddit, resulting in the devel- 153

opment of a model known as MentalBERT. Sub- 154

sequently, (Aragon et al., 2023) introduced a dual- 155

domain adaptation process for language models, 156

which involves firstly adapting the model to the 157

social media text and then to the mental health do- 158

main. Throughout both stages, the integration of 159

lexical resources played a critical role in directing 160

the language model’s masking procedure, thereby 161

ensuring a heightened focus on vocabulary asso- 162

ciated with mental disorders. Currently, there is 163

no pre-trained language model customized for the 164

Chinese mental health domain, and unique chal- 165

lenges exist within the Chinese field. To bridge this 166

gap, we collected around 4 million data from social 167

media for domain adaptive pre-training in the Chi- 168

nese mental health domain. The guided masking 169

mechanism based on the domain lexicon can help 170

the model focus on the key words. 171

3 Pretraining Corpus 172

• Comment from “Zoufan” Weibo treehole (Zo- 173

uFan, 2023): “Zoufan” Weibo accounts are 174

often likened to digital confession booths 175

or "tree holes," where users predominantly 176

express negative and pessimistic emotions. 177

These accounts serve as platforms for sharing 178

feelings of pessimism, desolation, and other 179

negative mental states. By 2020, we had col- 180

lected roughly 2.34 million comments from 181

351,069 users. However, from 2021 onwards, 182

data collection has been halted due to platform 183
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Figure 1: Overview of the domain adaptive pretraining process. The process initiates with the foundational
pretrained language model (Chinese-BERT-wwm-ext), followed by further pretraining with 3.36 millions mental
health tweets/comments sourced from social media. The pretraining phase integrates the knowledge from depression
lexicon to guide the masking process.

restrictions.184

• Weibo Depression “Chaohua” (super topic on185

Weibo) (Depression, 2024): it functions as a186

specialized sub-forum intended for communi-187

cation and information exchange among indi-188

viduals dealing with depression or those in-189

terested in learning more about it. This digi-190

tal space enables users to share personal ex-191

periences, discuss treatment options, provide192

mental health resources, and offer insights and193

understandings related to depression. In to-194

tal, we collected 504,072 tweets from 69,102195

users.196

• Sina Weibo Depression Dataset (SWDD) (Cai197

et al., 2023)1: this dataset represents a compre-198

hensive collection of depression-related data199

from Sina Weibo, including complete user200

tweeting histories up to January 1, 2021. It en-201

compasses user profiles and their entire tweet202

history, focusing exclusively on depression-203

related content. Our analysis leveraged only204

depression-related user and tweets and in-205

cluded data from 3,711 users and a total of206

785,689 tweets.207

• Weibo User Depression Detection Dataset208

(WU3D) (Wang et al., 2020)2: WU3D con-209

tains enriched information fields, including210

1https://github.com/ethan-nicholas-tsai/
DepressionDetection

2https://github.com/aidenwang9867/
Weibo-User-Depression-Detection-Dataset

Dataset Users Tweets
“Zoufan” Weibo treehole 351,069 2,346,879
Depression "Chaohua" 69,102 504,072

SWDD 3,711 785,689
WU3D 10,325 408,797
In total 434,207 4,045,437

Table 1: Summary statistics of pretraining corpus
datasets. The table shows the number of users and the
number of tweets in each dataset.

tweets, the posting time, posted pictures, the 211

user gender, etc. This dataset is labeled and 212

further reviewed by professionals. We use the 213

depressed user’s tweets data including 10,325 214

users and 408,797 tweets. 215

Ultimately, our corpus comprised over 4.04 mil- 216

lion tweets/comments from 434,207 users. After 217

thoroughly cleaning the dataset by removing exces- 218

sively short and meaningless sentences, we com- 219

piled 3,360,273 data. This refined dataset served 220

as the pre-training set for our model. 221

4 Methods 222

4.1 Basic pre-training model: 223

Chinese-BERT-wwm-ext 224

The proposed Chinese MentalBERT is a domain 225

adaptive pretrained version of Chinese-BERT- 226

wwm-ext (Cui et al., 2021). Domain-adaptive pre- 227

training has been proven to be effective (Gururan- 228

gan et al., 2020). The continual pretraining can 229
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benifit for the targeted downstream domain (Jin230

et al., 2022). The original pretrained model ac-231

quires knowledge from general domains. Our adap-232

tive pre-training process enhances the model’s abil-233

ity to perform tasks specifically within the Chi-234

nese comunity mental health domain. Chinese-235

BERT-wwm-ext integrates a “Whole Word Mask-236

ing” (WWM) strategy in its pre-training phase (Cui237

et al., 2021). Unlike the original BERT (Devlin238

et al., 2018), which typically masks only a single239

English word, Chinese-BERT-wwm-ext masks to240

mask entire Chinese words. This approach is due241

to the lexical differences between Chinese and En-242

glish: English uses single words to convey mean-243

ings, while Chinese relies on compound words244

composed of multiple characters for complete con-245

cepts. Masking single characters in Chinese leads246

to incomplete meanings, obstructing the model’s247

learning of the language’s structure. The pretrain-248

ing data is comprised of Chinese Wikipedia dump3,249

alongside an extensive collection of additional data250

including encyclopedic content, news articles, and251

question-answering websites, encompassing a total252

of 5.4 billion words.253

4.2 Masking mechanism guided by depression254

lexicon255

As previously discussed, the masking mechanism256

plays a pivotal role in the pre-training of language257

models. The pretrained model in general domain258

such as BERT and Chinese-BERT-wwm-ext, typi-259

cally employ random masking. This technique in-260

volves selecting a random words within a sentence261

to be masked, challenging the model to predict262

these hidden words based on their context. Al-263

though random masking is a proven method for264

enhancing a model’s contextual understanding, the265

development of knowledge-guided masking strate-266

gies represents an advanced step towards crafting267

domain-specific language models (Tian et al., 2020;268

Shamshiri et al., 2024).269

To better tailor our model to the specific needs270

of the mental health domain, we implemented a271

guided masking strategy utilizing a depression lex-272

icon. This approach begins by identifying whether273

the pre-training text contains lexicon words; if so,274

these words are masked for prediction training.275

Should the proportion of text occluded fall below276

20%, we augment the masked selection with addi-277

tional, randomly chosen words. It’s important to278

3https://dumps.wikimedia.org/zhwiki/latest

note the distinct strategies required for word guid- 279

ance and masking in English versus Chinese texts. 280

While masking in word-level suffices in English, 281

Chinese requires word segmentation to mask com- 282

pound words accurately, ensuring complete con- 283

cepts are expressed and understood by the model. 284

Our research investigates a lexicon-guided mask- 285

ing mechanism. The depression lexicon is devel- 286

oped by (Li et al., 2020). This lexicon is derived 287

from a labeled dataset of depression-related tweets 288

on Weibo, comprising 111,052 tweets from 1,868 289

users, including both depression-related and non- 290

depression-related content. The lexicon construc- 291

tion employs 80 seed words to establish seman- 292

tic associations between these seeds and potential 293

candidate words, forming a semantic association 294

graph. The label propagation algorithm (LPA) is 295

then applied to automatically assign labels to new 296

words within this graph. This enriched dictionary 297

serves as a input for machine learning algorithms, 298

improving the performance to detect a test subject’s 299

depressive state. 300

5 Experimental Settings 301

5.1 Dataset 302

The proposed pretrained model underwent evalu- 303

ation on four public datasets in the mental health 304

domain, including sentiment analysis, suicide de- 305

tection and cognitive distortion identification. The 306

distribution of experimental dataset can be seen in 307

Table 2. 308

5.1.1 Sentiment analysis tasks 309

The sentiment analysis task is derived from 310

SMP2020-EWECT4. This Weibo emotion classifi- 311

cation evaluation task comprises two datasets: the 312

first is a usual Weibo dataset, featuring randomly 313

collected data on various topics; the second is an 314

epidemic-related Weibo dataset. The Weibo data 315

included all pertain to the COVID epidemic. The 316

objective of the Weibo emotion classification task 317

is to identify the emotions contained in Weibo posts. 318

The input consists of a Weibo post, and the output 319

is the identified emotion category contained in the 320

Weibo post. In this task, the dataset categorizes 321

Weibo posts into one of six categories based on the 322

emotions they contain: positive, angry, sad, fearful, 323

surprised, and no emotion. 324

4https://github.com/BrownSweater/BERT_
SMP2020-EWECT
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Dataset Ntrain Nval Ntest C C W

EWECT-usual 27768 2000 5000 6 1 44.16
EWECT-epidemic 8606 2000 3000 6 1 51.38

Cognitive 2180 545 682 12 1.2 41.59
Suicide 800 199 250 1 1 47.79

Table 2: Distribution of the experimental datasets. Ntrain, Nval, Ntest represent the number of items in the training
validation and test sets, respectively. C represent the number of categories within the task, while C denotes the
average number of categories across tasks per sample. And W average number of words per sample.

5.1.2 Cognitive distortion multi-label325

classification326

This dataset is from Weibo, sourced from the "Zo-327

ufan" tree hole (Qi et al., 2023). The cognitive328

distortion task centers on the categories defined329

by Burns (Burns, 1981). Data were obtained by330

crawling comments from the “Zoufan” blog on the331

Weibo social platform. Subsequently, a team of332

qualified psychologists was recruited to annotate333

the data. Given that the data are publicly accessi-334

ble, privacy concerns are not applicable. The clas-335

sification labels in the cognitive distortion dataset336

include: all-or-nothing thinking, overgeneraliza-337

tion, mental filtering, demotivation, mind reading,338

fortune teller error, amplification, emotional reason-339

ing, should statements, labeling and mislabeling,340

blaming yourself and blaming others.341

5.1.3 Suicide intention detection task342

This dataset is also from Weibo, specifically col-343

lected from the "Zoufan" tree hole, as detailed in344

the study by (Qi et al., 2023). The suicide risk task345

aims to differentiate between high and low suicide346

risk. For the suicide detection data, the dataset con-347

tained 645 records with low suicide risk and 601348

records with high suicide risk.349

5.2 Implementation Details350

5.2.1 Domain adaptive pre-training351

We conducted text preprocessing to eliminate irrel-352

evant information, which included URLs, user tags353

(e.g., @username), topic tags (e.g., #topic#), and354

we also removed special symbols, emoticons, and355

unstructured characters. Following this preprocess-356

ing, we concatenated all samples and segmented357

the entire corpus into equal-sized chunks, each con-358

sisting of 128 words.359

The domain adaptive pretrained model is tasked360

with predicting these masked words in the training361

process. The words appeared in the depression362

lexion are preferentially masked within the sample.363

If the proportion of masked words in the original 364

text less than the required 20%, additional random 365

words are incorporated into the mask to meet this 366

threshold. 367

The pretraining was performed on an NVIDIA 368

Tesla V100 32GB SXM2 GPU. Building upon 369

the foundational pretrained model (Chinese-BERT- 370

wwm-ext), we continue trained three epochs, uti- 371

lizing a batch size of 128 and a learning rate of 372

5e−5. 373

5.2.2 Finetuning for downstream tasks 374

We followed the same pre-training text preprocess- 375

ing step, removing extraneous information such 376

as URLs, user tags, and topic tags to ensure the 377

cleanliness and relevance of the dataset. 378

The model underwent 10 epochs of fine-tuning 379

on the training set for all these tasks. For the model 380

training, we employed a batch size of 16, utilized 381

the Adam optimizer (Kingma and Ba, 2014), set 382

the learning rate to 2e−5, and used cross-entropy 383

as the loss function. The model was trained using 384

an NVIDIA GeForce RTX 4090 24GB GPU. The 385

model that showed the best performance on the val- 386

idation set was then selected for further evaluation 387

on the test set. For the cognitive distortion and 388

suicide classification tasks, we utilized a five-fold 389

cross-validation approach. We utilize the macro- 390

average precision, recall, and F1-score as evalua- 391

tion metrics. 392

For both model adaptive pretraining and fine- 393

tuning stages, we use PyTorch (Paszke et al., 394

2019) as our implementation framework. All 395

the pretrained models were employed from Hug- 396

gingFace v4.28.1 (Wolf et al., 2020). De- 397

tailed configurations, source codes, and our pre- 398

trained language model are made public avail- 399

able via: https://anonymous.4open.science/ 400

r/Chinese-MentalBERT-0893. 401
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Method EWECT-usual EWECT-epidemic
Masking F1 P R F1 P R

Baselines
Word2vec-BiLSTM - 63.39 63.35 63.85 53.40 53.73 53.51

Word2vec-CNN - 69.73 70.28 69.50 62.43 65.86 60.70
BERT Random 74.76 73.70 76.65 64.12 64.11 64.49

Chinese-BERT-wwm-ext Random 74.85 73.93 76.77 63.82 66.77 62.37
DKPLM-financial Random 74.51 74.41 74.79 63.67 64.02 63.92
DKPLM-medical Random 74.36 74.35 74.48 62.05 61.86 63.09

Our method
Chinese MentalBERT Random 76.13 75.08 77.54 66.48 69.90 64.34
Chinese MentalBERT Guided 76.74 76.69 77.31 67.77 69.61 66.48

Table 3: Comparative performance of Word2vec-based models and Pretrained language models on sentiment
analysis tasks using ESWECT-usual and ESWECT-epidemic datasets. The evaluation metrics, including precision
(P), recall (R), and F1-score (F1), are presented as Macro averages.

Method Cognitive Suicide
Masking F1 P R F1 P R

Baselines
Word2vec-BiLSTM - 75.76 76.64 75.81 72.54 73.52 72.72

Word2vec-CNN - 79.65 80.61 79.91 82.40 83.06 81.74
BERT Random 85.11 86.06 85.63 83.46 82.81 84.12

Chinese-BERT-wwm Random 84.16 85.33 84.55 84.39 76.28 94.44
DKPLM-financial Random 84.50 85.55 85.02 83.66 84.00 83.33
DKPLM-medical Random 83.60 84.44 84.40 83.33 79.71 87.30

Our method
Chinese MentalBERT Random 84.66 85.96 85.01 85.71 79.59 92.85
Chinese MentalBERT Guided 86.77 87.94 87.20 86.15 83.58 88.88

Table 4: Comparative performance of Word2vec-based models and pretrained language models in suicide identifica-
tion and cognitive distortions multi-label classification tasks. Evaluation metrics such as precision (P), recall (R),
and F1-score (F1) are reported as Macro averages.

5.3 Baseline approaches402

For comparative analysis, we utilized a selection of403

related models, including a deep learning network404

based on word2vec, alongside four Chinese pre-405

trained models.406

Word2Vec based DNNs In our experiments, we407

built two deep neural networks using word2vec:408

Word2vec-CNN and Word2vec-BiLSTM. We uti-409

lized 300-dimensional word2vec word embeddings410

to represent the input text.411

• Word2vec-CNN: this model employs two lay-412

ers of 1D-CNN for text feature extraction. The413

first layer transforms the 300-dimensional in-414

put into a 100-dimensional output with a ker-415

nel size of 1, while the second layer uses a416

kernel size of 2 to capture features at different417

scales. The process concludes with a fully 418

connected layer for classification. 419

• Word2vec-BiLSTM: this model uses a single- 420

layer BiLSTM to capture both forward and 421

backward dependencies in the text, with input 422

and hidden state sizes of 300 and 100, respec- 423

tively. The output from the LSTM layer is 424

averaged pooled to extract the overall features 425

of the sequence, followed by a fully connected 426

layer for classification. 427

BERT and whole word masking BERT 428

BERT is a transformer-based pretrained language 429

model (Devlin et al., 2018). We utilize the Chi- 430

nese pretrained BERT with a fully connected 431

layer as a classifier. The Chinese-BERT-wwm-ext 432

model (Cui et al., 2021), designed for processing 433

Chinese text, enhances the understanding of the 434
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nuanced aspects of the Chinese language through435

Whole Word Masking (WWM) implementation.436

DKPLMs DKPLM is a knowledge-enhanced437

pre-trained language model (Zhang et al., 2022).438

We employed two variant models for experi-439

ments, specifically DKPLM-financial and DKPLM-440

medical. The DKPLM-financial model is pre-441

trained in the financial domain and exhibits adept-442

ness in deciphering intricate financial terms and443

context. The model excels in applications like sen-444

timent analysis and market trend prediction within445

the financial sector. DKPLM-medical is pre-trained446

on an extensive collection of medical texts and pro-447

ficiently comprehends medical terminology and448

patient narratives. The demonstrated proficiency449

guarantees enhanced performance in tasks such as450

clinical information extraction and medical litera-451

ture analysis.452

6 Results453

We performed experiments on the four mentioned454

datasets to compare our method’s performance with455

other baseline methods. We also examined the per-456

formance of two pre-training mechanisms, random457

masking and guided masking, in downstream tasks.458

The experimental results can be seen in Tables 3459

and 4.460

The experimental results indicate that methods461

relying on Word2vec generally underperform com-462

pared to those based on pre-trained models. Among463

them, Word2vec-CNN outperforms Word2vec-464

BiLSTM in these tasks. Notably, in the EWECT-465

usual sentiment analysis task, Word2vec-CNN, the466

top performer, falls approximately 5% points below467

the average F1-score of the pre-trained model. Fur-468

thermore, in the EWECT-epidemic task, Word2vec-469

CNN demonstrates similar performance to the470

BERT class model, but still trails our Chinese Men-471

talBERT by roughly 4% F1-score points. The dis-472

parity becomes more pronounced in the cognitive473

distortion classification task, with Word2vec-CNN474

trailing the baseline BERT-type model by about475

5% F1-score points, and the proposed Chinese476

MentalBERT-guided model lagging by as much as477

7 points. In the suicide recognition task, Word2vec-478

CNN falls slightly behind other baseline models479

and lags behind our model by 3.75% F1-score480

points.481

Among these four pre-trained baseline models,482

their performance is roughly similar, and our pro-483

posed model can increase the F1-score by about 2%484

points. This shows the importance of domain adap- 485

tive pre-training, particularly when compared to 486

our foundational model Chinese-BERT-wwm-ext. 487

Regarding the masking mechanisms, the experi- 488

ments proved that the guided mask training mecha- 489

nism outperforms the random masking in all tasks. 490

In the multi-label classification task for cognitive 491

distortions, the guided version achieves an F1-score 492

that is 2% points higher than that of the model 493

trained with random masking mechanism. 494

7 Qualitative comparison 495

We conducted a qualitative analysis to explore the 496

behavior and tendencies of language models by 497

predicting masked words, using questions from 498

the Symptom Checklist-90 (SCL-90 scale) (LR 499

et al., 1973) as our experimental basis. The SCL-90 500

scale, a widely recognized 90-item tool for evalu- 501

ating mental health, assesses nine primary psychi- 502

atric symptoms and psychological distress. In this 503

study, specific keywords in each question of the 504

SCL-90 scale were obscured, and the predictions 505

made by Chinese-BERT-wwm-ext and Chinese 506

MentalBERT—models trained through random or 507

guided masking mechanisms were analyzed. Ta- 508

ble 5 presents examples of these sentences and the 509

corresponding predictions for the masked words. 510

The examples shown in the table reveals that 511

the Chinese-BERT-wwm-ext model typically gen- 512

erates more general and less emotionally charged 513

predictions compared to the proposed models. For 514

instance, when faced with sentences expressing 515

self-blame or difficulty breathing, the basic model 516

opts for neutral words like “告诉” (tell) and “急性” 517

(acute), which lack the emotional depth present in 518

the context. In contrast, the custom models, devel- 519

oped with a focus on psychological or emotional 520

states, consistently select words that better capture 521

the negative emotions or psychological nuances im- 522

plied in the sentences, such as “折磨” (torture) and 523

“困难” (trouble). 524

Comparing the two masking mechanisms (Ran- 525

dom and Guided), highlights their different ap- 526

proaches to word prediction. While both are in- 527

clined towards psychological and emotional expres- 528

sions, the Ours-Guided model exhibits a clearer 529

focus on accurately capturing the emotional con- 530

text of the sentences. For example, in predicting 531

masked words related to thinking about death, the 532

Ours-Guided model chooses words that directly re- 533

late to emotional states like “难过” (sadness) and 534
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Sentence Masked words prediction
Chinese-BERT-wwm-ext Ours-Random Ours-Guided

Chinese: 经常责怪自己 告诉(tell) 折磨(torture) 折磨(torture)
[mask] Chinese: 经常[MASK][MASK]自己 提问(question) 怀疑(doubt) 怀疑(doubt)
English: Often blame myself 反问(counter-question) 伤害(hurt) 压抑(depress)
[mask] English: Often [MASK] myself 暗笑(chuckle) 提醒(warn) 伤残(disable)
Chinese: 呼吸有困难

急性(acute) 问题(question) 困难(trouble)[mask] Chinese: 呼吸有[MASK][MASK]
English: Having trouble breathing

气性(temperament) 限制(limit) 压力(pressure)[mask] English: Having [MASK] breathing
Chinese: 想到死亡的事

以前(before) 以前(before) 难过(saddness)[mask] Chinese:想到[MASK][MASK]的事
English: Thinking about death

过去(past) 好多(a lot) 伤心(grief)[mask] English: Thinking about [MASK]

Table 5: Comparative analysis of masked word prediction by three pre-trained models. This table presents the
original Chinese sentences, the sentences with masked words ([mask] Chinese), and their English translations
(English, [mask] English), where [MASK] indicates the masked word’s position. It includes predictions from
three models: the foundational Chinese-BERT-wwm-ext and our proposed models with two different masking
mechanisms (Random and Guided), alongside the predicted Chinese words and their English translations.

“伤心” (grief), demonstrating its enhanced sensi-535

tivity towards psychological vocabularies. This536

suggests that the guided training method employed537

in the Ours-Guided model significantly improves538

its ability to predict emotionally relevant words.539

8 Conclusion540

In this paper, we present Chinese MentalBERT,541

the first adaptive pre-trained language model for542

the Chinese mental health domain to the best of543

our knowledge. The model features a simple yet544

effective domain adaptive framework, and experi-545

ments have shown its strong performance in Chi-546

nese psychology-related tasks. The domain lexicon-547

guided masking mechanism used in this study can548

adjust the model’s tendency to enhance the perfor-549

mance of downstream tasks. Our pre-trained model550

is publicly available to support the advancement551

of this field, and our next step will involve com-552

prehensive evaluation on additional data types and553

tasks in mental health domain.554

Limitations555

We demonstrate the superiority of our proposed556

Chinese MentalBERT from both quantitative and557

qualitative perspectives. Quantitatively, our model558

outperforms all baseline models in four tasks, high-559

lighting the benefits of adaptive pre-training. The560

domain lexion-guided masking strategy demon-561

strates superior performance compared to random562

masking, with experiments confirming its effective-563

ness in incorporating domain knowledge. In quali-564

tative comparison, Chinese MentalBERT shows a565

greater inclination to predict negative emotional 566

words, whereas Chinese-BERT-wwm-ext in the 567

general field produces more random predictions. 568

We hypothesis this may be attributed to the guided 569

masking mechanism, indicating its effectiveness 570

in adjusting the model’s tendencies. These tenden- 571

cies can influence the model’s attention on data to 572

benefit specific tasks. The relationship between 573

pretrained model tendencies and downstream task 574

performance still needs to be explored. 575

The data of downstream tasks were sourced from 576

Chinese social media. However, we believe that the 577

proposed model is not only limited to improving 578

the performance of social media data analysis, but 579

can also perform better in data from other related 580

psychological fields. In future work, we will verify 581

it in more types of data and tasks, such as ana- 582

lyzing mental health interview data, summarizing 583

psychologically related content, etc. 584

Ethics Statement 585

In order to mitigate the risk of disclosing personal 586

information, we anonymize and de-identify the data 587

to the greatest extent possible during processing 588

and analysis. We guarantee that the research out- 589

comes do not include any information that could di- 590

rectly or indirectly identify individuals. Due to data 591

privacy concerns, the pretraining corpus will not be 592

made available to the public. However, to further 593

the development of the mental health field in China, 594

we have made the pre-trained model and code ac- 595

cessible to the community. It is worth noting that 596

datasets for downstream tasks might harbor biases 597
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from social media data, including gender, age, or598

sexual orientation profiles, potentially leading to599

the incorrect labeling of individuals as having a600

mental disorder. We emphasize that the experimen-601

tation with and utilization of these data are strictly602

confined to research and analysis purposes, and603

any misuse or mishandling of the information is604

expressly forbidden.605
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