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ABSTRACT

Compositional reasoning in Vision-Language Models (VLMs) remains challeng-
ing as these models often struggle to relate objects, attributes, and spatial relation-
ships. Recent methods aim to address these limitations by relying on the semantics
of the textual description, using Large Language Models (LLMs) to break them
down into subsets of questions and answers. However, these methods primarily
operate on the surface level, failing to incorporate deeper lexical understanding
while introducing incorrect assumptions generated by the LLM. In response to
these issues, we present Caption Expansion with Contradictions and Entailments
(CECE), a principled approach that leverages Natural Language Inference (NLI)
to generate entailments and contradictions from a given premise. CECE produces
lexically diverse sentences while maintaining their core meaning. Through ex-
tensive experiments, we show that CECE enhances interpretability and reduces
overreliance on biased or superficial features. By balancing CECE along the orig-
inal premise, we achieve significant improvements over previous methods with-
out requiring additional fine-tuning, producing state-of-the-art results on bench-
marks that score agreement with human judgments for image-text alignment, and
achieving an increase in performance on Winoground of +19.2% (group score)
and +12.9% on EqBen (group score) over the best prior work (finetuned with
targeted data).

1 INTRODUCTION

Trained with internet-scale data, Large-scale Vision-Language Models (VLMs) often struggle to re-
late objects, attributes, understand spatial relationships, and grasp subtle changes in meaning due
to small variations in images or word order (Thrush et al., 2022; Diwan et al., 2022; Wang et al.,
2023b; Bitton-Guetta et al., 2023; Yuksekgonul et al., 2023; Tong et al., 2024; Saxon et al., 2024;
Fu et al., 2024). With a seeming inability to handle semantically modular scenarios, their opaque
nature makes it difficult to understand their decision-making processes (Dziri et al., 2023; Kamath
et al., 2023; 2024). Furthermore, internal biases play a major role in affecting the model’s perfor-
mance across various tasks (Zhou et al., 2022; Tiong et al., 2024; Howard et al., 2024; Fraser &
Kiritchenko, 2024; Raj et al., 2024). Recent works have explored ways to mitigate these issues by
breaking down a problem into smaller tasks. Typically, a Large Language Model (LLM) is prompted
to create small programs (i.e., Visual Programming (VP) (Gupta & Kembhavi, 2023; Hu et al., 2023;
Surı́s et al., 2023; Subramanian et al., 2023; Cho et al., 2023b; Koo et al., 2024; Hu et al., 2024b))
or deconstruct the textual description in a set of validation questions with their corresponding ex-
pected answers (i.e., Sentence Decomposition via Semantics (SDS) (Cho et al., 2023a; Wu et al.,
2023; Yarom et al., 2023; Mitra et al., 2024; Zhang et al., 2024; Wan et al., 2024)). While these
methods provide interpretability, they also tend to degrade the VLM performance when evaluating
challenging benchmarks that introduce pairs of images and captions that require extensive real-world
knowledge and reasoning (Lin et al., 2024).

Consider Figure 1; the first block shows two images with bananas. If we use a VLM to compute
the likelihood of answering “yes” given each image and the text “there is a banana split”, the
VLM incorrectly assigns a higher probability to the second image. When decomposing the sentence
through SDS, the LLM will output sentences like: “there is a banana” and “the banana is split”
(output examples taken from Cho et al. (2023a)). Although the SDS decomposition seems correct,
it preserves the same lexical surface of the text and is unable to incorporate additional information
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Caption Expansion via CECESentence Decomposition via Semantics (SDS)Original Caption/Image Pair

Text (T) P(Yes | T, A) P(Yes | T, B)

there is a split banana 60.6% 64.6%

Text (T) P(Yes | T, A) P(Yes | T, B)

banana is in two or more 
pieces

62.1% 43.0%

banana's peel is open 61.9% 46.9%

Text (T) P(Yes | T, A) P(Yes | T, B)

there is a banana 90.4% 93.1%

the banana is split 45.0% 79.9%

SDS Final Score 63.8% 86.2% CECE Final Score 62.0% 44.9%

A B

Caption Expansion via CECESentence Decomposition via Semantics (SDS)Original Caption/Image Pair

Text (T) P(Yes | T, A) P(Yes | T, B)

racing it over 8.7% 24.3%

A B
Text (T) P(Yes | T, A) P(Yes | T, B)

a person is in motion 94.1% 97.1%

an object is being moved 
from one place to another

84.2% 58.7%

Text (T) P(Yes | T, A) P(Yes | T, B)

something is racing it 25.8% 45.3%

a person is racing a car 0.5% 1.3%

SDS Final Score 3.6% 7.7% CECE Final Score 89.0% 75.5%

Figure 1: Examples from Winoground dataset. The first column shows the output of LLaVa-1.6
when computing the likelihood of answering “yes” given the image and text. The second column
shows the sentence decomposition proposed in prior work (SDS), which follows the original cap-
tion semantics. The third column shows our proposed Caption Expansion with Contradictions and
Entailments (CECE). In all cases, the model is only allowed to evaluate one image and text at a time.

that could be leveraged by the VLM to make a correct prediction – both images contain bananas,
but the VLM might have learned a stronger correlation of a banana split being a dessert. Likewise,
if we look at the second block in Figure 1 and follow the same process, the SDS output will not
only preserve the same lexical surface, but will make wrong assumptions and introduce some of the
biases present in the LLM (e.g., racing might have strong correlations with cars).

To address these limitations, we introduce Caption Expansion with Contradictions and Entail-
ments (CECE), a principled approach that leverages Natural Language Inference (NLI) to improve
the compositional capabilities of VLMs. With CECE, we instruct an LLM to use NLI – which is
used to determine the relationship between two sentences, a premise and a hypothesis (Bowman
et al., 2015) –, and generate entailments (hypotheses that logically follow from the premise) and
contradictions (hypotheses that are logically incompatible with the premise). In this way, the LLM
is instructed to produce lexically diverse sentences while preserving the underlying meaning of the
original captions. It is important to note that while the outputs generated by SDS can be considered
a subset of entailments, CECE expands the scope by generating a wider variety of captions that cap-
ture nuanced relationships beyond what SDS would typically output, including both entailments and
contradictions. This allows the LLM to leverage common sense and break down the captions using
world knowledge, while also mitigating the hallucinations and biases introduced by the LLM.

Revisiting Figure 1, CECE generates sentences that are lexically different from the original caption
but preserve its meaning (e.g., “split” entails dividing things “in one or more pieces“). By expand-
ing the captions with both entailments and contradictions, the LLM incorporates world knowledge
and common sense while mitigating hallucinations and biases. For example, “racing it over” is
parsed into “a person in motion” and “an object being moved from one place to another”, which
entails a different perceptual inference of the caption, and reduces the likelihood of stereotypical
associations. As a whole, CECE goes beyond the lexical boundaries of SDS, introducing richer
contextual information for improved reasoning.

To leverage both entailments and contradictions generated via CECE, we evaluate the likelihood of
the VLM answering “yes” given the image and each entailment, and the likelihood of the VLM
answering “no” given the image and each contradiction. These scores are then aggregated using a
weighting value to balance the contributions of both entailments and contradictions. With CECE,
we incorporate both positive and negative reasoning cues: entailments provide semantic inclusion
(focusing on subset relations), while contradictions provide semantic exclusion (focusing on subset
complements). In addition, we aggregate the VLM likelihood of answering “yes” given the im-
age and original caption. We found that including the original caption provides additional context
for balancing out the VLM outputs. In a way, the original caption serves as a direct reference that
helps the model minimize the risk of semantic drift, where caption expansions may diverge from the
intended meaning. Our results show that incorporating CECE along with the original caption fur-
ther improves the image-to-text and text-to-image alignment, providing lexical diversity, improved
semantic reasoning, and a more interpretable output, without fine-tuning the models, which may
compromise their zero-shot capabilities.
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Our contributions are summarized as follows: a) We propose Caption Expansion with Contradictions
and Entailments (CECE), a principled approach that leverages entailments and contradictions to
preserve the semantic meaning while providing lexical diversity of text descriptions. b) We show
that CECE significantly outperforms prior decomposition methods, obtaining 47.5% on Winoground
(group score) and 47.9% on EqBen (group score) without finetuning. c) We conduct extensive
experiments on benchmarks that score agreement with human judgments of alignment for image-
text alignment. d) We provide thorough ablation studies and analyses to evaluate the performance of
our method under various conditions, and introduce a simple ensembling approach that effectively
boosts the accuracy when associating each image-text pair.

2 RELATED WORK

Single-caption Scoring frameworks. Commonly used for evaluating the alignment between text
and images in VLMs (Dai et al., 2023; Liu et al., 2023b;a; 2024; Bai et al., 2023), these approaches
include similarity scores derived from multimodal encoders (Radford et al., 2021), as well as text
similarity metrics based on image captioning models (Li et al., 2023). However, summarizing the
relationship between text and images using single embeddings often fails to capture the semantic
granularity needed for fine-grained image-text alignment (Zhao et al., 2024). Moreover, these met-
rics are often uncalibrated and may obscure important nuances; for example, a particular CLIPScore
value might indicate a good match for pixel art but be considered poor for realistic images, which
might affect image-text alignment compared to the human judgments of alignment in text-to-image
evaluation metrics. More recently, Lin et al. (2024) introduced VQAScore, which leverages a VLM
to computes the likelihood of a given image-caption pair, by re-writing the caption as a binary ques-
tion (“yes|no”), yielding significant improvements. Our approach builds on this while aiming to
provide a more detailed and semantically diverse evaluation. By generating entailments and con-
tradictions, we introduce a mechanism to understand the model’s nuanced response to positive and
negative cues, thereby addressing some limitations of prior single-embedding scoring methods.

Sentence Decomposition via Semantics (SDS) frameworks. Given the limitations of single-
caption scoring frameworks, recent works have explored more sophisticated evaluation methods
based on sentence decomposition and semantic analysis (Khan et al., 2023; Hu et al., 2023; Cho
et al., 2023b). These approaches aim to provide a more comprehensive and fine-grained evaluation
of text-to-image and image-to-text alignment. Typically, an LLM is instructed to generate subsets
of validation questions and expected answers that a VLM can evaluate (Wan et al., 2024). Similarly,
Sanders et al. (2024) uses entailments to improve video question answering. While these methods
provide finer semantic analysis and interpretability to the evaluation process, SDS methods typically
produce outputs that are direct entailments of the original caption. Furthermore, Yarom et al. (2023)
introduces VNLI, an approach that finetunes a model that receives an image and a set of entailments
and contradictions, where the contradictions are defined as identified question-answer pairs with the
lowest VQA score. We instead directly instruct the LLM to output entailments and contradictions
with the input caption as a premise, providing a strong prior for caption expansion and exclusion,
without finetuning the models.

Chain-of-Thought Prompting frameworks. Recent work has shown promising results when in-
corporating Chain-of-Thought (CoT) prompting (Wei et al., 2022) to enhance compositional rea-
soning in challenging vision-language scenarios, using large-VLMs (Dubey et al., 2024; Achiam
et al., 2023; Hu et al., 2024a). Notably, Zhang et al. (2024) introduces CoT for multiple image-
to-text matching, through a contrastive approach for comparative reasoning. Similarly, a two-step
prompting strategy is introduced to generate descriptions of the given image, which is then used
by the model to answer specific questions (Wu et al., 2023; Ossowski et al., 2024). These works
prompt the VLM with multiple images and instruct them to choose the correct one. Mitra et al.
(2024) propose to generate scene graphs as an intermediate reasoning step, and instruct the VLM to
pick from two given captions given the image and scene graph. This also reformulates the problem
as a multiple-image-to-text matching task. In contrast, our approach is only allowed to evaluate
one image and text at a time – we argue that this setup closely aligns with real-world scenarios,
where compositional understanding must be robust without the benefit of direct comparisons be-
tween multiple images or captions. By evaluating each image-caption pair independently, we ensure
that the model’s reasoning is not influenced by relative comparisons, thus providing a more realistic
assessment of its compositional capabilities.
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3 METHODOLOGY

To effectively address the limitations of Vision-Language Models (VLMs) in handling complex
compositional visual-textual relationships, we introduce CECE: Caption Expansion with Contradic-
tions and Entailments. Our approach leverages Natural Language Inference (NLI) to systematically
generate entailments and contradictions for each image-caption pair, capturing the deeper mean-
ing of the text and a more interpretable metric for image-to-text and text-to-image evaluation and
alignment. We describe our proposed method, beginning with the generation of entailments and
contradictions via CECE (Section 3.1). We then explain the likelihood computation for each caption
expansion (Section 3.2). Finally, we describe the score-balancing mechanism we use to integrate
the contributions of entailments, contradictions, and the original captions into a unified evaluation
framework (Section 3.3).

Caption: There is a split banana.

LLM 
Caption 

Expansion

E1: Banana is in two or more pieces

E2: Banana's peel is open

C1: Banana is in one piece

T: There is a split banana

E1: Banana is in 
two or more pieces

E2: Banana's peel 
      is open

C1: Banana is in one    
      piece

T: There is a split 
     banana

VQA 
VLM

VQA 
VLM

E1: Banana is in 
two or more pieces

E2: Banana's peel  
      is open

C1: Banana is in one 
      piece

T: There is a split 
     banana

Final 
Score 

Final 
Score  

0.6

0.6

0.2 0.6

0.4

0.5

0.5 0.6fE

fVLM

fVLM

0.55

0.64

Figure 2: Complete pipeline of our proposed approach. CECE provides diverse semantic inclusion
and exclusion given a caption premise. A VLM is then used to compute the likelihood of the captions
generated via entailments and contradictions. The scores are finally balanced along with the original
image-text results to avoid semantic drift and enable better alignment.

Given an evaluation dataset that consists of image-caption pairs, we define: X = (T, I) as an
image-caption pair, where T represents the textual caption and I is the image to evaluate.

3.1 CAPTION EXPANSION

To enrich the semantic representation via caption expansion, we instruct an LLM, denoted as fE ,
to generate entailments and contradictions (i.e. expansions) based on the original caption T (see
Figure 2). This process outputs two subsets: the entailment set E, consisting of hypotheses that
logically follow from T , and the contradiction set C, consisting of hypotheses that are logically
incompatible with T as follows: (E,C) = fE(T ). Here, E represents the subset of generated
entailments: E = {e1, e2, . . . , en}, and C represents the subset of generated contradictions: C =
{c1, c2, . . . , cn}. Each element in E and C aims to provide a diverse but grounded derivation of the
original caption through semantic inclusion and exclusion. 1

3.2 LIKELIHOOD COMPUTATION

Following Lin et al. (2024), we use a Vision-Language Model (VLM), denoted as fVLM, to evaluate
image-text pairs. To standardize the input for the VLM, we use a function q(.) that converts a given
text t into a question format, which enables the model to assess the visual-textual alignment in a
consistent manner. Specifically, q(.) generates a yes/no question that captures the essence of the
original statement. If we take the example in Figure 2, the caption t = “THERE IS A BANANA
SPLIT” is formatted as q(t) = “Does THERE IS A BANANA SPLIT can be observed in the image?
Answer yes or no”.

We proceed to evaluate all captions generated in the previous step as follows:

1Prompt details are in Appendix A.1.
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(1) For entailments, we compute the likelihood of answering “yes” given the image-text pair:

fent
VLM(ei, I) = P (“yes” | I, q(ei)) (1)

(2) For contradictions, we compute the likelihood of answering “no” given the image-text pair:

f cnt
VLM(ci, I) = P (“no” | I, q(ci)) (2)

(3) For the original caption, we compute the likelihood of answering “yes” as follows:

f cap
VLM(T, I) = P (“yes” | I, q(T )) (3)

This step allows us to assess the model’s agreement with both positive cues (entailments) and neg-
ative cues (contradictions), as well as its consistency with the original caption. In all cases, the
probabilities are normalized such that P (“yes”)+P (“no”) = 1. By evaluating these three compo-
nents, we better assess the VLM’s ability to align visual content with textual information, capturing
nuanced relationships across different semantic variations.

3.3 BALANCING SCORES

To integrate the information from entailments, contradictions, and the original caption, we employ
a two-step balancing process using hyperparameters α1 and α2, to obtain a more comprehensive
evaluation of the model’s performance while avoiding semantic drift. By carefully balancing the
contributions from entailments, contradictions, and the original caption, this approach ensures that
the final assessment remains grounded in the intended meaning of the original text, minimizing the
risk of unintended shifts in interpretation that could arise from generated variations (refer to the
nuanced scores to the right in Figure 2).

First, we define the aggregation function S(.), which computes the average score across all elements
in a given set. For example, to score all entailment outputs given the set E containing M elements,
the aggregation function is given by:

S(E, I) =
1

M

M∑
i=1

fent
VLM(ei, I) (4)

and score all contradiction outputs in a similar way:

S(C, I) =
1

M

M∑
i=1

f cnt
VLM(ci, I) (5)

Then, we compute a weighted sum of the entailment, contradiction, and the original caption score:

S(X) = α2 · [α1 · S(E, I) + (1− α1) · S(C, I)] + (1− α2) · S(T, I) (6)

where S(T, I) represents the VLM score for the original image-caption pair.

This two-step mechanism allows for a flexible adjustment of the importance assigned to entailments,
contradictions, and the original caption in the final assessment, balancing their contributions. By
effectively incorporating both positive and negative reasoning cues along with the original context,
we aim to achieve a nuanced evaluation that better aligns with human judgments, avoids semantic
drifts, and reduces overreliance on biased or superficial features.

4 EXPERIMENT SETTINGS

Baselines. We compare CECE with a wide range of baseline methods divided into three categories.
1) End-to-end models (i.e., Single-caption Scoring frameworks) including CLIPScore (Radford
et al., 2021), BLIP2ITM (Li et al., 2023), VQAScore (Lin et al., 2024), VIEScore (Ku et al., 2023),
and GPT4V-Eval (Zhang et al., 2023); 2) Visual Programming (VP) frameworks (VisProg (Gupta
& Kembhavi, 2023), ViperGPT (Surı́s et al., 2023), VPEval (Cho et al., 2023b)); 3) Sentence De-
composition via Semantic (SDS) frameworks (VQ2 Yarom et al. (2023), DSG (Cho et al., 2023b),
CCoT (Mitra et al., 2024)). Note that VP and SDS frameworks use an LLM for program instruc-
tion or sentence decomposition, including ChatGPT (OpenAI, 2023), GPT4 (Achiam et al., 2023),

5
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FlanT5 (Chung et al., 2024), and several VLMs, including ViLT (Kim et al., 2021), OWL-ViT (Min-
derer et al., 2022), CLIP (Radford et al., 2021), GLIP (Li et al., 2022), GroundDINO (Liu et al.,
2023c), LLaVA-1.5 (Liu et al., 2023a), LLaVA-1.6 (Liu et al., 2024), PaLI-17B (Chen et al., 2022)
and the finetuned model introduced by Lin et al. (2024) CLIP-FlanT5-11B.

Implementation. We use Llama3.1 70B (Dubey et al., 2024) as our LLM for caption expansion
through NLI. We further evaluate CECE on different VLMs (BLIPv2 (Li et al., 2023), Instruct-
BLIP (Dai et al., 2023), LLaVA-1.5 (Liu et al., 2023a), LLaVA-1.6 (Liu et al., 2024)) and incorpo-
rate a soft-assembling method that balances the results scores of different models, by balancing the
scores from entailments and contradictions (VLM scores from LLaVA-1.5), and the original caption
(VLM scores from LLaVA-1.6). We use α1 = 0.5 and α2 = 0.6 in all experiments. Additional
details are included in Section 6.

Tasks and Benchmarks. We evaluate the compositional capabilities of CECE in three differ-
ent tasks. 1) Image-text matching evaluation through binary retrieval tasks, which require deter-
mining the best caption from a pair of candidates for a given image, as well as determining the
best image from a pair of candidates for a given caption. We report results on two benchmarks
(Winoground (Thrush et al., 2022), EqBen (Wang et al., 2023b)) and the performance is evaluated
using three metrics: (i) a text score, which assesses the model’s ability to identify the correct cap-
tion for a given image; (ii) an image score, which measures the model’s accuracy in selecting the
appropriate image based on a provided caption; and (iii) a group score, which evaluates the success-
ful matching of both pairs. 2) Score agreement with human judgments of alignment for image-text
alignment, using images generated from complex text prompts. We report results on five text-to-
image evaluation benchmarks (DrawBench (Saharia et al., 2022), EditBench (Wang et al., 2023a),
COCO-T2I (Lin et al., 2014), TIFA160 (Hu et al., 2023), Pick-a-Pic (Kirstain et al., 2023)). 3) 3D
alignment, which assesses the human judgments of alignment for text-to-3D asset generation. We
report results on the StanfordT23D (Wu et al., 2024) benchmark with the human ratings collected
by Lin et al. (2024).

Table 1: Performance on challenging compositional benchmarks that require multi-hop reasoning.
Tools indicate the vision and language models used for inference. LLM indicates the large language
model used for generating the visual programming output or sentence decompositions. DSG† is the
only method that uses a model fine-tuned for this task. Llama3.1† indicates the 8B parameter model.

Method Tools-fV LM LLM-fE
Winoground EqBen

Text Image Group Text Image Group
Random Chance – – 25.0 25.0 16.7 25.0 25.0 16.7
Human Evaluation – – 89.5 88.5 85.5 – – –

End-to-end models
CLIPScore (Radford et al., 2021) CLIP-L-14 – 27.8 11.5 7.8 35.0 35.0 25.0
BLIP2ITM (Li et al., 2023) BLIPv2 – 42.8 22.0 18.3 48.6 43.6 35.0
VQAScore (Lin et al., 2024) InstructBLIP – 44.5 42.8 28.5 49.3 58.6 38.6
VQAScore (Lin et al., 2024) LLaVA-1.5 – 45.5 41.3 29.8 45.0 47.1 28.6
VQAScore (Lin et al., 2024) LLaVA-1.6 – 46.8 45.8 31.3 46.4 54.3 32.9
VIEScore (Ku et al., 2023) GPT4-Vision – 40.8 39.3 34.5 40.0 34.3 32.9
GPT4V-Eval (Zhang et al., 2023) GPT4-Vision – 44.5 49.0 36.3 42.9 40.0 35.0

Visual Programming (VP)
VisProg (Gupta & Kembhavi, 2023) ViLT, OWL-ViT ChatGPT 3.5 3.5 3.5 7.9 7.9 7.9
ViperGPT (Surı́s et al., 2023) CLIP, BLIP, GLIP ChatGPT 7.8 7.8 7.8 4.3 4.3 4.3
VPEval (Cho et al., 2023b) BLIPv2, GroundDINO ChatGPT 12.8 11.0 6.3 34.3 25.7 21.4

Sentence Decomposition via Semantics (SDS)
DSG (Cho et al., 2023a) LLaVA-1.5 Llama3.1† 5.7 9.5 3.7 10.0 14.3 6.4
DSG (Cho et al., 2023a) LLaVA-1.6 Llama3.1† 4.5 10.2 2.7 10.7 14.3 6.4
VQ2 (Yarom et al., 2023) LLaVA-1.5 FlanT5 14.0 27.3 10.0 22.9 40.7 20.0
DSG (Cho et al., 2023a) LLaVA-1.5 ChatGPT 21.0 16.8 15.5 26.4 20.0 20.0
DSG (Cho et al., 2023a) LLaVA-1.6 Llama3.1 45.8 45.8 31.3 47.1 44.3 32.1
DSG† (Cho et al., 2023a) CLIP-FlanT5-11B ChatGPT 41.0 38.3 28.3 45.7 47.9 35.0
CCoT (Mitra et al., 2024) LLaVA-1.5 GPT4 39.8 37.3 22.3 – – –
VQ2 (Yarom et al., 2023) PaLI-17B FlanT5 47.0 42.0 30.5 – – –

Caption Expansion with Contradictions and Entailments (CECE)
CECE (Ours) BLIPv2 Llama3.1 29.8 39.3 21.5 30.0 43.6 21.4
CECE (Ours) InstructBLIP Llama3.1 37.5 46.3 28.8 41.4 57.1 34.3
CECE (Ours) LLaVA-1.5 Llama3.1† 47.7 49.7 35.5 48.6 54.3 35.0
CECE (Ours) LLaVA-1.6 Llama3.1† 48.0 57.5 38.7 50.7 64.3 40.0
CECE (Ours)∗ LLaVA-1.5, LLaVA-1.6 Llama3.1† 50.0 53.5 39.0 53.6 57.1 40.7
CECE (Ours) LLaVA-1.5 Llama3.1 51.3 55.3 41.0 58.6 57.9 41.4
CECE (Ours) LLaVA-1.6 Llama3.1 52.0 61.3 42.8 58.6 64.3 47.1
CECE (Ours)∗ LLaVA-1.5, LLaVA-1.6 Llama3.1 55.0 61.3 47.5 57.9 65.0 47.9
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5 RESULTS

Image-text matching evaluation through binary retrieval tasks. We conduct experiments on
Winoground and EqBen. Results are shown in Table 1. The entailments and contradictions gen-
erated by CECE can be applied to a wide variety of VLMs, this allows for a comprehensive eval-
uation for a wide range of visual-language model architectures. We demonstrate that our method
outperforms prior works (including single-caption scoring methods (i.e, end-to-end models), visual
programming, and sentence decomposition approaches that also leverage LLMs). For a fair compar-
ison, we took the best SDS method (DSG) and ran their end-to-end framework using Llama3.1 and
LLaVA-1.6. We also run DSG with the finetuned method introduced by Lin et al. (2024). Note that
while CECE outperforms all other methods under similar conditions (one-LLM, one-VLM), the best
results are obtained through our score-balancing approach CECE*, which leverages both LLaVA-1.5
(scores from entailments and contradictions) and LLaVA-1.6 (scores from the original caption).

Table 2: Performance on benchmarks that score agreement with human judgments of alignment
for image-text alignment. Tools indicate the vision and language models used for inference. LLM
indicates the large language model to generate the sentence decompositions. Note that none of the
models have been specifically fine-tuned for this task.

Method Tools-fV LM LLM-fE DrawBench EditBench COCO-T2I TIFA160 Pick-a-Pic
End-to-end models
CLIPScore (Radford et al., 2021) CLIP-L-14 – 49.1 60.6 63.7 54.1 76.0
BLIP2ITM (Li et al., 2023) BLIPv2 – 60.5 68.0 70.7 57.5 80.0
VQAScore (Lin et al., 2024) InstructBLIP – 82.6 75.7 83.0 70.1 83.0
VQAScore (Lin et al., 2024) LLaVA-1.5 – 82.2 70.6 79.4 66.4 76.0
VIEScore (Ku et al., 2023) GPT4-Vision – – – – 63.9 78.0
GPT4V-Eval (Zhang et al., 2023) GPT4-Vision – – – – 64.0 74.0

Sentence Decomposition via Semantics (SDS)
VQ2 (Yarom et al., 2023) LLaVA-1.5 FlanT5 52.8 52.8 47.7 48.7 73.0
DSG (Cho et al., 2023a) LLaVA-1.5 ChatGPT 78.8 69.0 76.2 54.3 70.0
VQ2 (Yarom et al., 2023) PaLI-17B FlanT5 82.6 73.6 83.4 – –
TIFA (Hu et al., 2023) PaLI-17B Llama2 73.4 67.8 72.0 – –

Caption Expansion with Contradictions and Entailments (CECE)
CECE (Ours) InstructBLIP Llama3.1 85.4 76.7 81.4 69.3 84.0
CECE (Ours) LLaVA-1.5 Llama3.1 87.3 75.6 81.3 68.9 86.0
CECE (Ours) LLaVA-1.6 Llama3.1 86.3 75.9 83.8 70.4 83.0
CECE (Ours)∗ LLaVA-1.5, LLaVA-1.6 Llama3.1 88.2 76.4 83.0 69.8 85.0

Score agreement with human judgments of alignment for image-text alignment. We show
results on five text-to-image evaluation benchmarks in Table 2. These results measure the correlation
of each method score with human judgments of alignments for an image generated based on a
textual prompt. Human ratings are given on a 1-to-5-Likert scale or by assigning a binary match-
or-not label. We show AUROC for DrawBench, EditBench, and COCO-T2I, pairwise accuracy for
TIFA160, and binary accuracy for Pick-a-Pick. CECE consistently outperforms all prior scoring
approaches, indicating that caption expansion via NLI better aligns with human judgments when
evaluating text-to-image generation methods.

Table 3: Performance on benchmarks that correlate 3D alignment with human agreement.

Method Pairwise Acc Pearson Kendall
End-to-end models
CLIPScore 61.0 48.1 32.6
BLIPv2Score 56.6 34.3 23.4
InstructBLIP 68.0 59.5 47.5
LLaVA-1.5 64.9 55.8 40.8

Finetuned on human feedback
ImageReward 66.3 57.1 43.6
PickScore 60.1 41.3 30.3
HPSv2 55.9 31.5 21.9

Caption Expansion with Contradictions and Entailments (CECE)
w/ InstructBLIP 68.5 64.0 48.4
w/ LLaVA1.5 65.3 57.4 41.8
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3D alignment with human agreement. We show results in Table 3. We report the pairwise accuracy
along with the Pearson and Kendall coefficients, which assume a linear correspondence between
human ratings and metric scores. We follow the setting proposed by Lin et al. (2024) and show that
CECE consistently outperforms the base model (LLaVA-1.5).

6 ANALYSIS

We conduct an in-depth analysis of CECE through multiple perspectives, including detailed break-
downs on Winoground and Eqben benchmarks, lexical diversity, semantic drift, and the impact of
incorporating entailments and contradictions. Moreover, we demonstrate the robustness of CECE
across different model architectures and present a comprehensive ablation study to understand the
importance of each component in our approach.

Detailed results on Winoground. We show fine-grained results on tags provided by Winoground in
Tables 4. Each sample is grouped per skill category and can include multiple skills. We compare our
method against the results from the base end-to-end models, since they outperform prior work based
on SDS. Notably, CECE not only outperforms objects and relations from the linguistic side, but it
also outperforms in cases where the images need to be interpreted non-literally due to idiomatic uses
of language in a caption. It also outperforms the base models when a symbolic description must be
understood to make a correct prediction (e.g., typically in non-natural images, such as drawings or
illustrations).

Table 4: Detailed analysis on Winoground. Results are grouped by linguistic (L) and visual (V )
tags. We report results using DSG / CECE with LLaVA-1.6, and DSG* / CECE* with LLaVA-1.5
(for entailments and contradictions) and LLaVA-1.6 (for the given caption).

Method ObjectL RelationL BothL SymbolicV PragmaticsV
Text Image Group Text Image Group Text Image Group Text Image Group Text Image Group

Human 92.20 90.78 88.65 89.27 90.56 86.70 76.92 57.69 57.69 96.43 92.86 92.86 58.82 41.18 41.18

InstructBLIP 42.5 49.7 27.7 34.3 33.9 20.2 65.4 38.5 34.6 31.7 21.9 14.6 25.0 29.2 8.3
LLaVA-1.5 46.1 46.8 28.4 45.1 43.8 33.9 46.1 38.5 26.9 46.3 36.6 24.4 33.3 20.8 12.5
LLaVA-1.6 48.2 53.9 35.5 43.8 40.8 27.9 65.4 46.2 38.5 46.3 41.5 26.8 29.2 41.7 16.7
LLaVA-1.5+1.6 51.7 53.9 36.2 49.3 47.2 34.3 61.5 46.1 38.5 56.1 43.9 31.7 37.5 33.3 20.8

DSG 45.4 44.0 27.6 42.9 41.2 30.9 61.5 53.8 46.1 46.3 41.5 29.3 33.3 33.3 20.8
DSG∗ 52.5 50.3 35.5 51.0 45.5 34.3 53.8 42.3 34.6 41.4 31.7 19.5 50.0 41.7 33.3
CECE (Ours) 51.8 66.0 43.3 51.5 59.2 42.5 57.7 53.8 42.3 53.7 65.9 39.0 45.8 50.0 33.3
CECE (Ours)∗ 56.7 68.8 49.7 53.6 56.7 45.9 57.7 61.5 50.0 53.7 58.5 43.9 37.5 41.7 33.3

On the complexity of image-text matching. A key challenge of Winoground is that the captions are
also ambiguous; for example, in the sentence “it hatched before it was eaten”, “it” could refer either
to the egg or to the animal inside the egg. Previously identified by Diwan et al. (2022), we show
results on the taxonomy of Winoground schemes in Table 5. We compare LLaVA-1.6 VQAScore
outputs and DSG scores against CECE. For a fair comparison, we report the results of DSG and
CECE using Llama3.1 and LLaVA-1.6. Notably, DSG outperforms the base model and our method
when evaluating samples tagged as NonCompositional. These sample pairs are actually not
semantically compositional of one another since they do not contain semantic entities. On the other
hand, our CECE shows stronger results for all other tags, where a higher score is expected for the
correct image-text pairs when the image is difficult to parse (e.g., objects are small or blurry), the
wording of the caption makes it difficult to parse (e.g., “yellow duck shoes on”), or common-sense
reasoning to match the correct image-text pair is required (e.g., “together hammering something”
vs. “hammering something together”). It is important to note that in image-text matching datasets,
the captions are syntactically similar, with the key difference of contextual or semantic alterations
by swapping objects, relations, or both. Similarly, sentences like “another organism was harmed by
a plant, and that plant broke the organism into pieces” introduce ambiguity regarding the subject,
since ”another organism” could be interpreted as either an animal or possibly another plant. Results
show that CECE is particularly performant also where world knowledge is required.

Lexical diversity and semantic drift. We conduct comprehensive experiments to measure the
lexical diversity between different semantic decomposition methods (SDS) and CECE. We compute
the Jaccard Similarity (Real & Vargas, 1996) between the Winoground caption and the LLM outputs
for each technique. Results show a higher similarity between captions generated via DSG (with a
score of 0.53) in comparison with captions generated via CECE (with a score of 0.32).
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Table 5: Breakdown analysis with Winoground categories from Diwan et al. (2022). For fair com-
parison, we report numbers for DSG and CECE under similar conditions (i.e., same LLM and VLM).

LLAVA-1.6 DSG CECE

Text Image Group Text Image Group Text Image Group
Non Comp. 60.0 50.0 40.0 66.7 53.3 46.7 66.7 53.3 43.3
Ambig. Correct 30.4 28.3 17.4 34.8 34.8 21.3 41.3 43.5 26.1
Visually Difficult 47.4 34.2 23.7 26.3 28.9 15.8 39.5 50.0 28.9
Unusual Text 40.0 32.0 26.0 32.0 38.0 22.0 40.0 50.0 34.0
Unusual Image 50.0 41.1 33.9 44.6 33.9 19.6 50.0 58.9 33.9
Complex Reasoning 32.1 32.1 19.2 28.2 28.2 16.7 29.5 46.2 20.5

Human Validation on Caption Expansion. We validate the quality of the entailment and con-
tradiction captions generated by CECE as described in subsection 3.1. We randomly selected 90
samples and manually annotated whether the generated captions could be entailed from the original
caption. Using a Likert scale ranging from 1 (definitely not likely) to 5 (definitely likely), the entail-
ment captions received an average score of 4.7, while the contradiction captions received an average
score of 1.7. This indicates that the entailment and contradictions are both accurately generated.

Semantic drift and balancing scores. While the lexical diversity CECE provides benefits the
image-text and text-image matching, we also observed a level of divergence from the semantics
of the original caption. We refer to this as “semantic drift”, a phenomenon present in LLMs that
describes the degradation of text generation quality. Spataru et al. (2024) defines this as a degree
of separation in generation quality. We mitigate this issue by incorporating the balancing score ap-
proach described in subsection 3.3. We show in Figure 3 how different α values balance out the
contribution between entailments and contradictions (α1) and the given caption (α2), with a visible
trend of highest performance in the middle for each scoring metric.
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Figure 3: Balancing scores from entailments, contradictions and the original caption. We show how
the α values affect the matching performance in Winoground. The first row shows results using
LLaVA-1.6 only. The second row shows results using our soft-ensemble approach that balances
the scores from LLaVA-1.5 (for entailments and contradictions) and LLaVA-1.6 (for the original
caption). Best viewed in color.

Importance of each component and soft-ensembling. We ablate each component of our proposed
method in three ways. We show in Table 6 results on Winoground and Eqben when using (i) only en-
tailments, (ii) entailments and contradictions, (ii) entailments, contradictions and the given caption.
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Table 6: Importance of each component. While entailments alone significantly improve the compo-
sitional scoring performance, progressively adding each proposed component yields the best match-
ing score. Results with Llama3.1 and LLaVA-1.6.

Entail. Contrad. Caption Winoground EqBen
Text Image Group Text Image Group

✓ 49.3 47.3 36.0 45.0 57.9 33.6
✓ 31.7 38.0 24.2 20.7 27.1 13.6

✓ ✓ 46.8 57.5 39.0 47.1 60.0 38.6
✓ ✓ ✓ 52.0 61.3 42.8 58.6 64.3 47.1

Table 7: Mixture of VLMs. We show results of balancing the scores of entailments and contradic-
tions (α1) and the given caption (α2) with different models.

InstructBLIP LLaVA-1.5 LLaVA-1.6 Winoground EqBen
Text Image Group Text Image Group

✓ ✓ 49.3 55.5 41.0 48.6 58.6 40.7
✓ ✓ 51.5 57.3 42.5 51.4 57.9 40.0

✓ ✓ 55.0 61.3 47.5 57.9 65.0 47.9

Our results show that entailments alone outperform prior methods, while all components progres-
sively boost the final matching performance. We further explored different combinations to mitigate
the “semantic drift” problem by balancing the matching scores from different models. We show in
Table 7 how combining different models boosts the final compositional evaluation.

7 CONCLUSION

In this work, we introduce Caption Expansion with Contradictions and Entailments (CECE), a prin-
cipled approach designed to enhance compositional reasoning in vision-language models. CECE
leverages Natural Language Inference to generate diverse entailments and contradictions, aimed to
expand the semantic understanding of textual descriptions. We conduct extensive evaluations across
multiple compositional benchmarks, including Winoground and EqBen, and demonstrate that CECE
significantly outperforms prior methods without requiring additional fine-tuning, achieving notable
results in alignment with human judgments for text-to-image evaluation. Through comprehensive
analysis, we show that CECE enhances interpretability and provides a balanced semantic repre-
sentation, which is crucial for nuanced image-text matching and reasoning. Our results indicate
that combining both entailments and contradictions allows vision-language models to consider both
inclusive and exclusive semantic cues, leading to interpretable and less biased compositional reason-
ing. We encourage future work on interpretable multimodal frameworks that can leverage structured
semantic expansions across diverse domains and tasks.

8 BROADER IMPACT.

CECE effectively improves the interpretability and robustness of vision-language models, and con-
tributes to fairer AI systems that align more closely with human reasoning, reducing its reliance on
superficial correlations. CECE also has the potential to improve a wide range of applications, such
as assistive technologies for people with visual impairments, educational tools, and creative content
generation. However, like other works that leverage LLMs, CECE also poses risks related to the
generation of misleading content or misuse in malicious contexts. The enhanced contextual inter-
pretation and semantic descriptions could be used to make fabricated or altered visual content more
convincing, amplifying the risks associated with misinformation. We encourage the responsible use
of frameworks like CECE, with an emphasis on transparency, ethical guidelines, and mechanisms
for monitoring and mitigating potential misuse.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

REFERENCES

Josh Achiam, Steven Adler, Sandhini Agarwal, Lama Ahmad, Ilge Akkaya, Florencia Leoni Ale-
man, Diogo Almeida, Janko Altenschmidt, Sam Altman, Shyamal Anadkat, et al. Gpt-4 technical
report. arXiv preprint arXiv:2303.08774, 2023.

Jinze Bai, Shuai Bai, Shusheng Yang, Shijie Wang, Sinan Tan, Peng Wang, Junyang Lin, Chang
Zhou, and Jingren Zhou. Qwen-vl: A frontier large vision-language model with versatile abilities.
arXiv preprint arXiv:2308.12966, 2023.

Nitzan Bitton-Guetta, Yonatan Bitton, Jack Hessel, Ludwig Schmidt, Yuval Elovici, Gabriel
Stanovsky, and Roy Schwartz. Breaking common sense: Whoops! a vision-and-language bench-
mark of synthetic and compositional images. In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pp. 2616–2627, 2023.

Samuel R. Bowman, Gabor Angeli, Christopher Potts, and Christopher D. Manning. A large anno-
tated corpus for learning natural language inference. In Lluı́s Màrquez, Chris Callison-Burch, and
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A APPENDIX

A.1 PROMPT DETAILS

In the caption expansion step, we instruct the LLM to generate both entailments and contradictions
in a single output rather than in separate steps, as this helps the LLM maintain a balanced semantic
context, leading to more coherent and complementary outputs. Since the LLM often tends to output
simple negative statements for contradictions (e.g., using words like “no” or “not”), we explicitly
instruct the model to avoid such terms. This ensures that the generated contradictions are more
diverse and meaningful, rather than being straightforward negations. In addition, following prior
work (Mitra et al., 2024), we instruct the LLM to output the generated entailments and contradictions
in JSON, as it follows an easy format to parse the outputs. Prompt template is in Figure 4.

Prompt Template

Given the sentence: {Caption}
Think step by step. What could be entailed?

First, provide two concise descriptions that entail the sentence.
Include attributes mentioned in the sentence (color, size, position,
amounts). If there is a verb, rephrase it to entail the sentence.
Some possible verb entailments include:
looking -> (participant) person’s eyes over something (do not include
the recipient)
kissing -> (participant) person’s lips touching someone (do not include
the recipient)
talking -> (participant) person’s mouth open (do not include the
recipient)
hugging -> (participant) person’s arms reaching the other person
(recipient)
person hitting -> (participant) person is in motion
object hitting -> (participant) object is damaged

The descriptions need to be specific and implicitly entailed in the
sentence. Include world knowledge and common sense assumptions.
For example:
Sentence: A yellow unicorn talks to a tall person
Nouns: plant, unicorn, ball, person, sky
Entailed descriptions: [Yellow unicorn’s mouth is open, Yellow unicorn
is gesturing]

Then, provide the opposite sentence to each sentence, do not include
negations.
For example:
Sentence: Person talks to unicorn
Nouns: unicorn, ball, person, sky
Opposite descriptions: [Tall person’s mouth is open, Tall person is
gesturing]

Finally, output the entailed descriptions in a json format.
{
"Entailed descriptions": [Yellow unicorn’s mouth is open, Yellow
unicorn is gesturing]
"Opposite descriptions": [Tall person’s mouth is open, Tall person is
gesturing]
}

Figure 4: Prompt template used in Caption Expansion. {Caption} is replaced for each sample.
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A.2 ERROR ANALYSIS

We further examine cases where CECE fails comparing with using original caption only (LLaVA-
1.6) and Sentence Decomposition via Semantics (SDS). We show detailed entailments and contra-
dictions in CECE column, where CECE Final Score is from Equation 6 with α1 = 0.5 and Overall
Final Score is from Equation 6 where α2 = 0.6. Note that both α values are kept consistent
throughout all our experiments. Figure 5 shows examples where LLaVA-1.6 correctly predicts the
score relationship between images given the text but both SDS and CECE fail. Figure 6 shows exam-
ples where LLaVA-1.6 and SDS correctly predict the score relationship between images given the
text but CECE fails. Figure 7 shows examples where LLaVA-1.6, SDS and CECE all fail. Finally,
Figures 8 − 11 show examples where CECE semantically drift from the original caption.

Caption Expansion via CECESentence Decomposition via Semantics (SDS)Original Caption/Image Pair

Text (T) P(Yes | T, A) P(Yes | T, B)

someone is on a 
vehicle spraying 
water towards the 
ground

70.4% 74.2%

A B

Text (T) P(Yes | T, A) P(Yes | T, B)

someone's hands are 
holding a spraying 
device

90.6% 77.2%

water is coming out of 
the spraying device

88.0% 74.4%

Text (T) P(Yes | T, A) P(Yes | T, B)

there is a person 97.7% 97.8%

the person is on the 
vehicle

26.6% 73.8%

there is a vehicle 97.3% 94.4%

the vehicle is spraying 
water

92.2% 43.0%

the water is spraying 
down

57.2% 35.6%

there is water 92.2% 52.9%

there is a ground 79.3% 78.0% CECE Final Score 88.4% 67.8%

Entailments

SDS Final Score 71.7% 63.8%

Contradictions

Text (T) P(No | T, A) P(No | T, B)

someone's hands are 
empty

85.5% 39.4%

the spraying device is dry 89.8% 93.1%

Overall Final Score 80.7% 70.3%

Caption Expansion via CECESentence Decomposition via Semantics (SDS)Original Caption/Image Pair

Text (T) P(Yes | T, A) P(Yes | T, B)

its tail is shorter 
than its body

46.9% 46.8%

B

Text (T) P(Yes | T, A) P(Yes | T, B)

its tail's length is less 
than its body's length

54.7% 54.7%

its body's length is 
greater than its tail's 
length

66.1% 74.3%

Text (T) P(Yes | T, A) P(Yes | T, B)

the tail is shorter than 
its body

44.0% 45.9%

CECE Final Score 62.8% 63.2%

Entailments

SDS Final Score 44.0% 45.9%

Contradictions

Text (T) P(No | T, A) P(No | T, B)

its tail's length is greater 
than its body's length

74.8% 66.7%

its body's length is less 
than its tail's length

57.4% 58.5%

Overall Final Score 55.8% 56.0%

A

Case 1: Correct with LLaVA-1.6; Wrong with SDS and CECE

Caption Expansion via CECESentence Decomposition via Semantics (SDS)Original Caption/Image Pair

Text (T) P(Yes | T, A) P(Yes | T, B)

some people are 
standing but more 
are sitting

77.8% 66.4%

B

Text (T) P(Yes | T, A) P(Yes | T, B)

some people's bodies are 
upright

89.1% 85.4%

more people's bodies are 
in a seated position

60.4% 41.9%

Text (T) P(Yes | T, A) P(Yes | T, B)

there are people 95.3% 95.7%

the people are sitting or 
standing

76.8% 83.9%

more people are sitting 
or standing

75.5% 73.6%

CECE Final Score 41.1% 41.3%

Entailments

SDS Final Score 82.1% 83.9%

Contradictions

Text (T) P(No | T, A) P(No | T, B)

more people's bodies are 
upright

32.9% 34.7%

some people's bodies are 
in a seated position

16.1% 23.6%

Overall Final Score 53.0% 53.1%

A

Figure 5: Qualitative error analysis: cases where both SDS and CECE fail: a) In the first case, SDS
correctly decomposes the caption and focuses on the vehicle, which is the one spraying water. On
the other hand, through CECE, the LLM incorrectly focuses on a person spraying water. However,
both cases fail since the VLM is unable to identify the vehicle spraying water. b) In the second case,
SDS fails to decompose the caption into smaller parts, and repeats the given text. Although CECE
produces correct entailments and contradictions, the VLM fails to match the correct image-text pair.
c) Similarly, for the third case, the VLM seems to fail to match the correct image, which seems too
difficult to parse due to out-of-focus and illumination issues.
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Caption Expansion via CECESentence Decomposition via Semantics (SDS)Original Caption/Image Pair

Text (T) P(Yes | T, A) P(Yes | T, B)

they ran away 
while it pursued

40.4% 55.9%

A B

Text (T) P(Yes | T, A) P(Yes | T, B)

they are in motion 98.9% 98.7%

it is in motion 97.4% 97.7%

Text (T) P(Yes | T, A) P(Yes | T, B)

they ran away 35.8% 44.1%

it is pursuing them 70.5% 58.2%

CECE Final Score 94.2% 85.8%

Entailments

SDS Final Score 50.3% 50.7%

Contradictions

Text (T) P(No | T, A) P(No | T, B)

they are standing still 94.1% 78.5%

it is standing still 86.8% 71.8%

Overall Final Score 72.5% 72.3%

Caption Expansion via CECESentence Decomposition via Semantics (SDS)Original Caption/Image Pair

Text (T) P(Yes | T, A) P(Yes | T, B)

a diagram 
showing 
movement from 
left to right

70.7% 70.8%

B

Text (T) P(Yes | T, A) P(Yes | T, B)

an arrow in the diagram 
is pointing from left to 
right

81.6% 85.0%

objects in the diagram are 
positioned in a sequence 
from left to right

51.0% 51.7%

Text (T) P(Yes | T, A) P(Yes | T, B)

there is a diagram is 
present

92.1% 94.3%

there is movement 
expressed in the 
diagram

77.9% 89.6%

the movement in the 
diagram is from left to 
right

52.1% 57.3%

CECE Final Score 54.4% 51.6%

Entailments

SDS Final Score 72.0% 78.5%

Contradictions

Text (T) P(No | T, A) P(No | T, B)

an arrow in the diagram 
is pointing from right to 
left

30.9% 26.4%

objects in the diagram are 
positioned in a sequence 
from right to left

68.0% 61.3%

Overall Final Score 60.4% 58.6%

A

Case 2: Correct with LLaVA-1.6 and SDS; Wrong with CECE

Caption Expansion via CECESentence Decomposition via Semantics (SDS)Original Caption/Image Pair

Text (T) P(Yes | T, A) P(Yes | T, B)

boat house 56.0% 22.3%

B

Text (T) P(Yes | T, A) P(Yes | T, B)

a structure is near a body 
of water

93.0% 91.3%

a boat is stored or docked 32.9% 56.4%

Text (T) P(Yes | T, A) P(Yes | T, B)

there is a boat house 73.0% 30.6%

CECE Final Score 64.0% 72.9%

Entailments

SDS Final Score 73.0% 30.6%
Contradictions

Text (T) P(No | T, A) P(No | T, B)

a structure is in a desert 
or a landlocked area

97.7% 96.8%

a boat is in the middle of 
the ocean or a lake

56.1% 56.8%

Overall Final Score 60.7% 61.8%

A

Figure 6: Qualitative error analysis: cases where only CECE fails: a) In the first case, SDS correctly
decomposes the caption, although they and it are not concretely stated (e.g., could refer to animals
or objects), breaking the sentence into two separate statements is sufficient for the VLM to match
the correct image. On the other hand, the contradictions generated via CECE introduce statements
that are correct, but lead to incorrect conclusions given the nature of the data (i.e., still images). b)
Similarly, the contradictions generated for the second case introduce incorrect negative statements
that weigh over the entailments and lead to the incorrect matching. c) In the third case, SDS is
unable to decompose the sentence, and the given description contains the name of the referring
object (i.e., boat house). Although both entailments and contradictions generated via CECE provide
a more detailed or fine-grained set of descriptions, the VLM is unable to identify the correct pair.
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Figure 7: Qualitative error analysis: cases where LLaVA-1.6, SDS and CECE all fail: a) In the first
case, while CECE correctly generates entailments and contradictions, the VLM is unable to match
the correct image-text pair. In this case, both images are cutout and it may be difficult for the model
to identify the people in the scene. Note that SDS is unable to break the sentence. b) As opposed
to the previous one, in the second case, SDS is able to correctly decompose the given caption, but
the VLM is unable to score the matching image-text pair. CECE on the other hand, fails to generate
meaningful entailments and contradictions, leading to an incorrect output. However, the failure
margin from CECE is lower than that produced by SDS.
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Caption: a person with long braids is exercising in 
front of a person without braids

Caption: a person without braids is exercising in front 
of a person with long braids

Entailments: 
E1: a person with long braids is moving their body.
E2: a person without braids is standing in front of the 
exercising person.

Contradictions:
C1: a person without braids is moving their body.
C2: a person with long braids is standing in front of 
the exercising person. 

Entailments: 
E1: a person's body is moving.
E2: a person is in front of another person.

Contradictions:
C1: a person with braids is exercising in front of a 
person without braids.

Figure 8: Qualitative error analysis: cases where CECE semantically drift from the original caption.
In this case, the LLM incorrectly outputs “a person without braids is standing in front of the exer-
cising person” as an entailment. Similarly, the first two entailments for the second caption do not
contain any particular attribute to refer to the right person.

Caption: on halloween, a child dressed as an insect is 
to the right of a child dressed as a mammal

Caption: on halloween, a child dressed as a mammal 
is to the right of a child dressed as an insect

Entailments: 
E1: a child dressed as an insect is positioned to the 
right of a child dressed as a mammal.
E2: two children are standing next to each other.

Contradictions:
C1: a child dressed as a mammal is to the right of a 
child dressed as an insect.
C2: a child dressed as a mammal and a child 
dressed as an insect are standing next to each other 
with the mammal on the right. 

Entailments: 
E1: a child dressed as a mammal is positioned to the 
right of a child dressed as an insect.
E2: there are at least two children, one dressed as a 
mammal and the other as an insect.

Contradictions:
C1: a child dressed as an insect is to the right of a 
child dressed as a mammal.
C2: a child dressed as an insect is positioned to the 
left of a child dressed as a mammal.

Figure 9: Qualitative error analysis: cases where CECE semantically drift from the original caption.
In this case, the LLM provides the incorrect assumption that only two children are standing next to
each other, and is also unable to break the caption into smaller semantic components.

20



1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133

Under review as a conference paper at ICLR 2025

Caption: someone on the ground is spraying water 
towards a vehicle

Caption: someone is on a vehicle spraying water 
towards the ground

Entailments: 
E1: someone's hand is moving with a hose or spray 
nozzle.
E2: water is coming out of a hose or spray nozzle 
towards a vehicle.

Contradictions:
C1: someone's hand is moving away from a hose or 
spray nozzle.
C2: water is coming out of a hose or spray nozzle 
away from a vehicle. 

Entailments: 
E1: someone's hands are holding a spraying device.
E2: water is coming out of the spraying device.

Contradictions:
C1: someone's hands are empty.
C2: the spraying device is dry.

Figure 10: Qualitative error analysis: cases where CECE semantically drift from the original caption.
Winoground sample with tag BothL. These are cases where both objects and relations are swapped
or a single swap that changes parts of speech. In this case, while the decomposed captions entail and
contradict the original caption, they fail to describe the precise action depicted in the image. This
happens when the original captions swap multiple objects, attributes, and actions.

21



1134
1135
1136
1137
1138
1139
1140
1141
1142
1143
1144
1145
1146
1147
1148
1149
1150
1151
1152
1153
1154
1155
1156
1157
1158
1159
1160
1161
1162
1163
1164
1165
1166
1167
1168
1169
1170
1171
1172
1173
1174
1175
1176
1177
1178
1179
1180
1181
1182
1183
1184
1185
1186
1187

Under review as a conference paper at ICLR 2025

Caption: there are three people and two windows Caption: there are two people and three windows

Entailments: 
E1: three people are present.
E2: two windows are present.
E3: three people are standing or sitting in a room or 
area
E4: two windows are part of a building or structure

Contradictions:
C1: no people are present.
C2: no windows are present. 

Entailments: 
E1: two people are present.
E2: three windows are present.
E3: two people are standing or sitting in a room or a 
space
E4: three windows are part of a building or a structure

Contradictions:
C1: there is one person.
C2: there is one window.

Figure 11: Qualitative error analysis: cases where CECE semantically drift from the original caption.
Winoground sample with tag SymbolicV . These samples contain captions for non-natural images,
such as drawings or illustrations. In this case, the entailments and contradictions are mostly correct,
but the LLM introduces incorrect assumptions about the location of the people present in the image.
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