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ABSTRACT

Most works of interpretable neural networks strive for learning the semantics con-
cepts merely from single modal information such as images. However, humans
usually learn semantic concepts from multiple modalities and the semantics is
encoded by the brain from fused multi-modal information. Inspired by cognitive
science and vision-language learning, we propose a two-stream model for learning
visual semantic concepts under the guidance of natural language, where a CNN-
based vision stream encodes the input image and a Bert-based language stream
encodes corresponding text description. Therefore, visual and natural language
features reside on different but semantically highly correlated manifolds, i.e. fol-
low a multi-manifold distribution. We transform the multi-manifold distribution
alignment problem into updating the projection matrices by Cayley transform on
the Stiefel manifold and better joint representations are obtained by fusing the se-
mantically similar features from the aligned manifold. In addition, we propose a
Manifold Alignment based Prototypical Part Network (MA-ProtoPNet) to learn
the semantics concepts from the joint representations, and these concepts can cap-
ture more semantic information from multi-modality. We verified the effective-
ness of the manifold alignment method through experiments and the proposed
framework can provide better interpretability and classification results.

1 INTRODUCTION

Deep learning has demonstrated remarkable performance and has been extensively utilized in vari-
ous fields, such as image recognition (He et al., 2016; Huang et al., 2017) and object detection (Gir-
shick, 2015; Ren et al., 2015). However, despite its impressive performance, deep neural networks
are still perceived as a black-box model that lacks interpretability. This limitation restricts their
application in high-stakes areas such as finance, self-driving, and disease diagnosis. Therefore, in-
terpretability is crucial in these critical domains, and it is essential to understand precisely how the
model makes decisions.

Interpretability of neural networks has recently gained significant attention, and self-explaining con-
volutional neural networks (CNNs) based on prototype learning (Chen et al., 2019a; Wang et al.,
2021; Nauta et al., 2021b; Donnelly et al., 2022) have emerged as a major research direction for
interpretable computer vision. Rosch (Rosch, 1973; 1975), the main representative of prototype
theory in cognitive science, confirmed through a series of psychological experiments that semantic
concepts consist of two factors: the prototype or best instance, and the degree of category mem-
bership, which depends on the resemblance to the prototype. Inspired by the prototype theory, the
prototypical part network (ProtoPNet (Chen et al., 2019a)) and its extension works (Wang et al.,
2021; Nauta et al., 2021b) first learn the set of prototypes (semantic concepts) from the images in
the training set and then make predictions by comparing the similarity between the prototypes and
the parts of images. This approach generates an explanation of the form “the bird is an European
Goldfinch because the parts of the image look like the prototype parts of the European Goldfinch”.
However, most interpretable neural networks still focus on learning semantic concepts from a single
modality such as images, while abundant psychological evidence suggests that humans learn more
semantic information by combining language and its meaning in the physical world (Pulvermller,
2013; Günther et al., 2020).

In this study, we propose a two-stream model inspired by prototype theory and vision-language
learning to jointly learn semantic concepts from visual and linguistic modalities. The two-stream
model includes a CNN-based vision stream and a Bert-based language stream that encode fine-
grained features from images and corresponding text descriptions. A major challenge is that features
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Figure 1: The basic idea of Manifold alignment: corresponding data points are mapped from two
different manifolds to similar locations in a common subspace while preserving the local geometry
of each manifold.

from the vision and language streams reside on different, yet semantically highly correlated, mani-
folds, i.e. multi-manifold distribution. To align their underlying manifolds and provide knowledge
transfer across domains, manifold alignment methods (Wang & Mahadevan, 2009b; Cui et al., 2014;
Pei et al., 2011; Huo et al., 2021) are designed to establish relationships between disparate datasets.
Figure 1 illustrates the basic idea of manifold alignment, which aims to construct or strengthen rela-
tionships between different datasets and project data points to a common subspace while preserving
local geometry structures.

To align the visual and language features, we adopt the manifold alignment method by learning
two projection matrices that project them into a common subspace. In this subspace, we enforce
visual and language features that share similar semantic meanings to be close, i.e. feature matching,
while preserving their neighborhood relationships in the original feature spaces, i.e. local geometry
preserving. We convert the manifold alignment problem into an optimization problem with orthog-
onality constraints on the projection matrix, taking into account the criteria of feature matching and
geometry preserving. We then transform the optimization problem with Cayley transform and up-
date the two projection matrices using a curvilinear search on the Stiefel manifold. Through the
feature transformation of the projection matrix, semantically aligned visual and natural language
representations exhibit similar patterns, and we fuse them in a common subspace. Finally, we pro-
pose a Manifold Alignment based Prototypical Part Network (MA-ProtoPNet) to learn semantic
concepts from the fused representation and design an alternating optimization algorithm to optimize
the two objective functions in manifold alignment and concept learning.

We have conducted extensive experiments on two case studies, bird species identification and flower
species identification, to evaluate the performance of our model in terms of both interpretability
and accuracy. To measure interpretability, we compared the output region of semantic concepts
with annotated object parts, which provides a quantifiable metric that was previously missing from
ProtoPNet-based methods. Furthermore, we designed a baseline model that learns concepts directly
from features without manifold alignment to demonstrate the effectiveness of our proposed frame-
work. Our model outperformed classical interpretable models in both accuracy and interpretability.

The contributions of our work are summarized as follows: (1) A new framework of interpretable
image recognition guided by language is first proposed that can learn semantics concepts from both
visual and linguistic modality. (2) We design a manifold alignment method to optimize the pro-
jection matrices on the Stiefel manifold by the Cayley transform, which transforms the features of
multi-manifold distributions into a common subspace. (3) An alternating optimization algorithm is
proposed to optimize objectives of manifold alignment and concept learning. (4) We apply quan-
titative metrics of interpretability for the ProtoPNet-based methods. Extensive experiments have
demonstrated that reasonable utilization of natural language guidance can improve the accuracy and
interpretability of the self-explaining model.

2 RELATED WORK
Our work is related to interpretability in image recognition, vision-language learning, and manifold
alignment. In this section, we will give a brief overview of related works.

Interpretability in Image Recognition. Previous methods of interpreting deep neural networks
can be broadly classified into two types, one devoted to visualizing the underlying patterns of the
black-box model, and the other focusing on modeling clear semantic representations. There are a
lot of visualization methods to compute the relevance score at each pixel-level location of the im-
age, including the saliency-based methods (Dabkowski & Gal, 2017; Mahendran & Vedaldi, 2016;
Zeiler & Fergus, 2014; Zhou et al., 2016), perturbation-based forward propagation methods (Fong
& Vedaldi, 2017; Fong et al., 2019), and backpropagation-based methods (Simonyan et al., 2013;
Springenberg et al., 2014; Bach et al., 2015; Zhang et al., 2018a; Montavon et al., 2017; Sundarara-
jan et al., 2017; Shrikumar et al., 2017). But the collection of pixels cannot build the connection
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with semantics concepts of humans and lack of illustrating knowledge hidden behind all activations.
Therefore, some methods aim to learn semantics concepts to construct a self-explaining model dur-
ing the training process, such as Zhang et al. (2018b); Liang et al. (2020); Chen et al. (2020) focus
on learning interpretable filters by restricting each filter response to a specific concept. For grasping
the concepts, some researchers try to represent the semantics patterns as the prototype vectors (Chen
et al., 2019a; Wang et al., 2021; Kim et al., 2021; Nauta et al., 2021b; Donnelly et al., 2022; Nauta
et al., 2021a). Chen et al. (2019a) proposed a prototypical part network (ProtoPNet) to learn the
prototypes and can generate a part-level attention map as an explanation by calculating the distance
between an input image and learned prototypes. Further, the ProtoPNet has been extended many
times (Wang et al., 2021; Nauta et al., 2021a; Kim et al., 2021; Donnelly et al., 2022) and different
methods have added different properties to the prototypes. Wang et al. (2021) designed a plug-in
transparent embedding space, which is spanned by disentangled basis concepts on the Grassmann
manifold. Nauta et al. proposed a Neural Prototype Tree that combines prototype learning with
decision trees and can explain a prediction by outlining a decision path.

However, the above methods only learn semantic concepts from visual modality and lack other
modal information to guide concept learning. In contrast, our model is the first framework to learn
the semantics concepts from fused multi-modal information and a manifold alignment method is
proposed to align the multi-modal manifold distribution. In this way, the concepts can capture richer
semantic information and provide better interpretability.

Vision-Language Learning. Grounding language to vision is attracting increasing attention. Tra-
ditional strategies that have been used to fuse words and corresponding visual information are per-
ceptual norms (Silberer & Lapata, 2012), bags-of-visual-word (Bruni et al., 2014; Lazaridou et al.,
2014), and learnable visual features (Lazaridou et al., 2015; Chrupała et al., 2015; Kiros et al., 2018;
Ailem et al., 2018). These model used for vision-language fusion have evolved with natural lan-
guage processing (NLP) models, such as Latent Dirichlet Allocation (LDA) (Bruni et al., 2014),
log-bilinear model (Gupta et al., 2019), Skip-gram model (Zablocki et al., 2018; Lazaridou et al.,
2015), and recurrent neural network (Chrupała et al., 2015). Recently, with the development of
transformer (Devlin et al., 2018; Vaswani et al., 2017), the transformer-based models have started
to be used in vision-language learning and the demonstrated powerful performance (Tan & Bansal,
2019; Lu et al., 2019; Su et al., 2019; Chen et al., 2019b).

Our model relates closely to the methods (Jia et al., 2021; Radford et al., 2021; Zhang et al., 2021)
which build a two-stream model to learn vision and language representation from image-text de-
scription pairs. But, we operate on fine-grained visual and natural language features in our work
compared to (Jia et al., 2021; Radford et al., 2021) and capture the semantic concepts from the
fine-grained vision-language representation. In addition, compared to (Zhang et al., 2021), we con-
sider that original vision and language features come from two semantically highly correlated but
different manifolds, so we design a manifold alignment method to align the vision and language
manifolds.

Manifold Alignment. Manifold alignment has been widely used in many fields of machine learning
and data mining. The main objective of manifold alignment is to align the sets of data from different
manifold distributions by matching the corresponding instances of different manifold distributions
and preserving the local geometry of each manifold. Depending on whether the correspondence
information is available or not, manifold alignment can be classified into semi-supervised manifold
alignment (Wang & Mahadevan, 2011; Lin & Tang, 2006; Ham et al., 2005) and unsupervised man-
ifold alignment (Wang & Mahadevan, 2009b; Cui et al., 2014; Pei et al., 2011; Huo et al., 2021).
Generally, the manifold alignment problem is transformed into an optimization problem that finds
the projection matrices from the original spaces to a common subspace, and the projection ma-
trices are solved in closed form by eigenvalue decomposition like Canonical Correlation Analysis
(CCA) (Hardoon et al., 2004). Different from existing methods, we develop the optimization al-
gorithm of the projection matrices based on the Cayley transform for preserving the orthogonality
constraints, which can obtain the global optimal solution (Wen & Yin, 2013).

3 METHOD
In this section, we present our proposed Manifold Alignment-based Prototypical Part Network (MA-
ProtoPNet), whose overall architecture is depicted in Figure 2. Our work proposes a manifold align-
ment algorithm that projects visual and language features from their respective manifolds into a
vision-language aligned manifold. Section 3.1 provides a detailed description of the manifold align-
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Figure 2: The overall architecture of our proposed manifold alignment based prototypical part net-
work (MA-ProtoPNet). An input image and the corresponding text descriptions are extracted by the
vision encoder and the language encoder respectively. A manifold alignment layer is designed to
learn two projections for the output of encoders such that vision and language features can be aligned
in a common manifold. Then the two groups of aligned features are fused by an affine transforma-
tion and the fused features are fed into the prototype layer to learn the semantic concepts. Finally,
semantic concepts can be learned under the guidance of the language and the final classification is
inferred from these concepts.

ment method. In Section 3.2, we propose a language-guided part-level prototype learning framework
based on the manifold alignment algorithm. This framework learns part-level concepts from the se-
mantically aligned joint representation. Finally, Section 3.3 introduces the implementation details
of the two-step alternating optimization process in MA-ProtoPNet.

3.1 MANIFOLD ALIGNMENT METHOD

We denote the input image and its corresponding text description as Iv and Il, respectively. Their
features extracted by the vision encoder fv(·) and the language encoder fl(·) are denoted by Xv ∈
RC×W×H and Xl ∈ RC×L, respectively. Here, C represents the number of channels of the feature
maps and word embeddings, while H and W denote the heights and widths of the feature maps, and
L represents the length of the description. The vision encoder fv(·) is composed of a convolutional
network backbone (e.g. VGG, ResNet, and DenseNet) and additional 1 × 1 convolutional layers.
Similarly the language encoder fl(·) is based on Bert (Devlin et al., 2018) with a fully connected
layer. Using extra 1 × 1 convolutional layers and a linear transformation, the output of vision
and language encoder can be projected to the same dimensional representational space. However,
without any processing, the two sets of features would be different but semantically highly correlated
manifold distributions. The goal of our manifold alignment algorithm is to learn two projections
Pv ∈ RC×C and Pl ∈ RC×C to transfer the vision and language features to a common subspace
such that the two distributions can be aligned semantically. The transformed features of visual
feature Xv is denoted as Zv = P⊤

v Xv in the common subspace while the transformed features of
language feature Xl is denoted as Zl = P⊤

l Xl.

The objective of the classical manifold alignment algorithm is to learn a projection that maps fea-
tures from different spaces to a common subspace simultaneously matching the corresponding in-
stances and preserving the local geometry of each manifold. Matching the corresponding instance
implies that instances with comparable semantic meanings from distinct manifolds will be projected
onto neighboring regions following transformation, while preserving the local geometry implies that
the relationship of the neighborhood of the instances in each manifold will remain consistent after
transformation. However, obtaining fine-grained annotation relationships between visual features
and text descriptions is expensive and a more general manifold alignment algorithm is implemented
with no available correspondence information. Therefore, solving the alignment problem without
correspondence needs to find two unknown variables, i.e. the correspondence, and the projection
matrix.

Constructing the Correspondence. The connection between different manifolds is usually
constructed by some similarity measures (Cui et al., 2014; Huo et al., 2021) and the inner-
product (Zhang et al., 2021) has been adopted to calculate the similarity between the visual rep-
resentation and language representation, where potentially similar semantic meanings between vi-
sual features and language features have greater similarity scores. Therefore, we use the normal-
ized inter-product sim(x, y) = x⊤y/||x||||y|| as similarity measure and the correspondence matrix

4



Under review as a conference paper at ICLR 2024

Wvl ∈ R(W×H)×L of the visual features and language features is defined as follows:

W
(i,j)
vl =


1 φi(Xv) ∈ Nk(φj(Xl)) or φj(Xl) ∈ Nk(φi(Xv))

0 otherwise
(1)

where W
(i,j)
vl is the element of the correspondence matrix Wvl. φi(Xv) denotes the operation of

taking the i-th location in the visual feature map Xv and φj(Xl) denotes the operation of taking the
j-th word in the language feature Xl. Nk(φi(Xv)) and Nk(φj(Xl)) represent the k nearest neighbors
of i-th visual feature and j-th language feature in common space. If i-th visual feature φi(Xv) is in
the top-k neighbors of φj(Xl)), W vl

ij is set to 1 or vice versa.

Objective Function of Manifold Alignment. In our work, the manifold alignment is used to make
visual features and language features with similar semantics close after projected to the common
subspace. To achieve the above goals, the objective function can be defined as follows:

min
Pv,Pl

J(Pv,Pl) =
1

N̂

L

i=1

W×H

j=1

W(i,j)
vl ||φi(Zl)− φj(Zv)||22 (2)

where N̂ is the number of pairs of k nearest neighbors, i.e. the number of element W (i,j)
vl equals

1 in correspondence matrix Wvl. If φi(Xv) is one of the k nearest neighbors of φj(Xl) in original
space, the distance between φi(Zl) and φj(Zv) will be penalized in projected space.

In the common subspace unrolled by the manifolds, the nearest neighbor relationships of each mani-
fold are expected to be protected, i.e. the local geometry should not be destroyed. In many manifold
learning algorithms (Wang & Mahadevan, 2009a; Cui et al., 2014), the local geometry is charac-
terized by computing the local adjacency weight matrix, i.e. the similarity between instances in
the manifold. According to the previous work (Anisimov et al., 2011; Shechtman & Irani, 2007),
the image and sentence structure are encoded by the similarities of the visual features with dif-
ferent locations and language features with different words. In our work, for preserving the local
geometry, the orthogonal constraints are added on the projection matrix Pv and Pl, i.e. P⊤

v Pv = I

and P⊤
l Pl = I . Under the constraint of projection matrix orthogonality, the local geometry can be

preserved and the proof is as follows:

d(φi1(Zv),φi2(Zv)) = ||P⊤
v φi1(Xv)− P⊤

v φi2(Xv)||22 = P⊤
v Pv||φi1(Xv)− φi2(Xv)||22

= ||φi1(Xv)− φi2(Xv)||22
(3)

The same proof exists for the projection matrix Pl and the original structure of visual features and
language will be preserved with the orthogonal constraint in the projected common subspace.

For matching the semantically similar features among manifolds and protecting the local geometry
of each manifold, we can combine the objective function Equation 2 with the orthogonal constraint.
Firstly, we convert the Equation 2 to the following form:

min
Pv,Pl

J(Pv,Pl) = tr(P⊤
v XvDvX⊤

v Pv + P⊤
l XlDlX⊤

l Pl − 2P⊤
v XvUvlX⊤

l Pl) (4)

where Uvl = Wvl/N̂ , Dv ∈ R(W×H)×(W×H) is a diagonal matrix with the element Dv(i, i) =L
j=1 Uvl(i, j). The similar with Dl ∈ RL×L is a diagonal matrix with the element Dl(j, j) =

W×H
i=1 Uvl(i, j) and tr(·) is the trace.

However, considering the orthogonal constraint of projection matrices, the first and second terms
are irrelevant to Pv and Pl. The final manifold alignment problem can be transformed into solving
the following optimization problem with constraints:

min
Pv,Pl

J(Pv,Pl) = −tr(2P⊤
v XvUvlX⊤

l Pl) s.t. P⊤
v Pv = I P⊤

l Pl = I. (5)
Solving the above optimal solution is difficult directly since the orthogonal constraints can lead to
many local optimal solutions. Therefore, we solve the optimization problem based on the Cayley
transform and optimize the projection matrices on the Stiefel manifold in our work. In the Stiefel
manifold, the feasible set P = {P ∈ RC×C : P⊤P = I} and projection matrices Pv and Pl are
updated by a curvilinear search (Wen & Yin, 2013) in the feasible set through the Cayley transform:

P(t+1)
v = (I +

ηv
2

Av)
−1(I − ηv

2
Av)P(t)

v P(t+1)
l = (I +

ηl
2

Al)
−1(I − ηl

2
Al)P

(t)
l (6)

5



Under review as a conference paper at ICLR 2024

where t is the present step, t+1 is the next step, A = G(P(t))−P(t)G⊤ is a skew-symmetric matrix
obtained by Cayley transform, G is the gradient of the objective function and η is the learning rate.
We can derive the closed-form solution for the gradient of the objective function as follows:

Gv = −2XvUvlX⊤
l Pl Gl = −2XlU⊤

vlX
⊤
v Pv (7)

The stochastic gradient of a mini-batch is calculated to replace G in each step and momentum is
applied to accelerate and stabilize the stochastic gradient. Through manifold alignment, we can
obtain two projection matrices to project vision and language features with similar semantics onto
the aligned manifold closely.

3.2 MA-PROTOPNET FRAMEWORK

In this section, we will introduce the framework of manifold alignment based prototypical part net-
work (MA-ProtoPNet) and clarify how to learn semantics concepts from cross-modal features. As
shown in Figure 2, our proposed MA-ProtoPNet consists of three main parts: feature encoders in-
cluding vision encoder and language encoder, a manifold alignment layer, and a prototype layer
where encoders and the manifold alignment layer are introduced in the previous section. The input
image Iv and the corresponding text description Il can be transformed into Zv and Zl through
encoders and the manifold alignment layer. Therefore the semantically similar representations
between visual and language features can be fused as a joint representation Zvl calculated by
Zvl = αP⊤

v Xv + (1 − α)P⊤
l XlWvl

⊤ in the aligned manifold, where α is the coefficient to bal-
ance the two streams and the shape of joint representation is Zvl ∈ RC×(W×H).

In the prototype layer, we adopt the standard prototypical part network (Chen et al., 2019a) to learn
m basis concepts B = {bj}mj=1 with bj ∈ RC based on the joint representation Zvl and every basis
concept can be pre-assigned to a category, i.e. class-specific concept. Each basis concept unit Sbj

first computes the squared L2 distance ||φ(Zvl)−bj ||22 between the basis concept bj and the all 1×1
patches of Zvl and then convert to similarity by the function log((||φ(Zvl)− bj ||22 +1)/(||φ(Zvl)−
bj ||22 + )). If the patch φ(Zvl) is closer to the basis concept bj , the function will produce a higher
similarity score. Given an input image, the similarity map with shape W ×H of the j-basis concept
can be upsampled to the input image to illustrate how strongly the basis concept bj is activated
in the image and the similarity score of the basis concept can be obtained by performing a global
max pooling on the similarity map. Finally, the output logits can be produced by multiplying the
similarity score by the weight of the fully connected layer h and a softmax function is applied to
calculate the probability that the current image belongs to all categories.

We would like to learn a feature space that the patches of joint representation are clustered on at
least one semantically similar basis concept of the ground truth category and separated from basis
concepts of the other category. Therefore, the cluster and separation losses introduced in (Chen
et al., 2019a) are formalized as:

Lclst =
1

N

N

i=1

min
j:bj∈B(yi)

min
zvl∈φ(Zvl)

||zvl − bj ||22 Lsep = − 1

N

N

i=1

min
j:bj /∈B(yi)

min
zvl∈φ(Zvl)

||zvl − bj ||22 (8)

where N is the number of training set and yi is the label of instance i. The final optimization
problem combined with the cross-entropy loss (CrsEnt) to penalize the misclassification can be
formed as follows:

Ltotal = LCrsEnt + λ1Lclst + λ2Lsep (9)
where λ1 and λ2 is the hyper-parameter. A semantically meaningful concept space will be con-
structed under the constraints of these terms.

3.3 IMPLEMENTATION

Two optimization problems have been introduced in the above two sections. The first optimization
problem is to learn the projection matrices Pv and Pl to align cross-modal manifold and the second
optimization problem is the main objective to learn semantic basis concepts from the joint repre-
sentation in the aligned manifold. We optimize the framework by alternating optimization that two
objectives are optimized in turns. Algorithm 1 provides details of alternating optimization.
In the algorithm, ωf denotes the parameters of the vision encoder and language encoder. ωadd de-
notes the parameters of the additional convolutional layers for the vision stream and the additional
fully connected layer for the language stream. The training dataset contains the images, correspond-
ing text descriptions, and labels D = {Ii

v, Ii
l , y

i}. Nepoch denotes the number of training epochs;

6



Under review as a conference paper at ICLR 2024

Algorithm 1: Alternating Optimization Algorithm
1 Input: the dataset D = {Ii

v, Ii
l , y

i}ni=1

2 Optimization Variables: ωf , ωadd, ωh, Pv , Pl, B
3 Parameters: β, η
4 for nepoch = 1 to Nepoch do
5 for t = 1 to T do
6 Sample a mini-batch {Ii

v, Ii
l , y

i}mi=1 from D
7 ωadd ← ωadd − ηadd∇ωaddLtotal(Ii

v, Ii
l , y

i)

8 B ← B− ηB∇BLtotal(Ii
v, Ii

l , y
i)

9 if nepoch > 5 then
10 ωf ← ωf − ηf∇ωfLtotal(Ii

v, Ii
l , y

i)

11 Calculate the gradients of G by Eq. 7
12 Accumulate the gradients by exponential moving average G′ ← βG′ + (1− β)G
13 if t mod 50 = 0 then
14 Calculate learning rates ηv , ηl by curvilinear search refering to (Wen & Yin, 2013)
15 Update Pv , Pl by Eq. 6

ηf , ηadd, ηB denotes the learning rate. For a fair comparison, after alternating optimization, we
perform the same strategies named projection of prototypes and optimization of the last layer as
introduced in (Chen et al., 2019a).

4 EXPERIMENTS
In the experiments, two case studies are conducted to evaluate our modal with other interpretable
models in terms of accuracy and interpretability. The first case study is the bird species identification
with 200 bird species on the CUB-200-2011 datasets (Wah et al., 2011), which is popular on the
prototype-based concept learning (Chen et al., 2019a; Wang et al., 2021; Nauta et al., 2021b). The
second case study is the flower species identification with 102 flower species on the Oxford Flowers
datasets (Nilsback & Zisserman, 2008). Reed. et al. (Reed et al., 2016) collected the fine-grained
visual description of the two datasets, and each image in CUB and Flowers have ten corresponding
single-sentence visual descriptions. Some representative samples of these two datasets are shown in
appendix and the visual description can accurately describe the details in the image. In addition, we
adopt different CNN architectures as encoders of the vision stream and verify the generality of our
model for different visual encoders.

Evaluation Metric: We evaluate our model in terms of accuracy and interpretability for fine-grained
image recognition. For accuracy, we compare the predicted label with the ground truth category to
calculate the top-1 accuracy as considered in the previous interpretable image recognition tasks.
However, interpretability has not been quantified in the previous ProtoNet and the extension meth-
ods. Inspired by the previous part discovery for fine-grained recognition (Huang & Li, 2020), we
designed different quantitative metrics of interpretability schemes for datasets with different anno-
tations. In the CUB-200-2011 dataset, there are 15 part landmarks for each image and we measure
the object part localization error by comparing the response region of the learned semantic concept
with the annotated part landmarks. The part localization error has been adopted by (Hung et al.,
2019; Huang & Li, 2020). For the datasets without part annotations such as Flower-102, we adopt
the protocol of Pointing Game (Zhang et al., 2018a), which is a popular method to quantify inter-
pretability in visualization methods (Selvaraju et al., 2017; Zhang et al., 2018a), and calculate the
object localization error using the annotated segmentation. The detailed metrics are described in the
supplement.

Baseline: One of the baselines named baseline-CNN is the original black-box model that learns
only from images. To compare the effectiveness of manifold algorithms, we design another baseline
model denoted ProtoPNet-VL to learn semantic concepts directly from visual features and language
features in the original space without manifold alignment. The specific description of ProtoPNet-VL
such as the objective function is introduced in the supplement.

4.1 CASE STUDY1: BIRD SPECIES IDENTIF ICATION

Dataset. Caltech-UCSD Birds-200-2011 (Wah et al., 2011) (CUB-200-2011) is a dataset of 200
bird species for bird species recognition and contains 5,994/5,794 images for training/testing from
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Total points to the Green Jay: 43.575

5.567 × 0.998 = 5.556
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5.152 × 1.017 = 5.240

(a) The interpretable reasoning process to iden-
tify the species of a bird
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a Pink Primrose?

Evidence for this flower being a Pink Primrose:

Original image Concept Activation
map

Similarity
Score

Class
connection

Contribution to
logits

Training image
where concept
comes from

… … … … … … …

Total points to the Pink Primrose: 9.634

1.161 × 1.048 = 1.217

1.045 × 1.032 = 1.078

1.962 × 1.025 = 2.011

(b) The interpretable reasoning process to iden-
tify the species of a flower

Figure 3: Interpretable Reasoning Process for Bird and Flower Species Identification.

200 different bird species. Each image contains a species label, 15 bird landmarks, and the bounding
box of the bird.

Table 1: Top: Results of accuracy comparison on cropped bird images of CUB-200-2011 with
different vision encoders; Bottom: Results of landmark localization on cropped bird images of
CUB-200-2011. Normalized L2 distance (%) is reported.

Method VGG16 VGG19 ResNet34 ResNet152 Dense121 Dense161
Baseline-CNN 73.3% 74.6% 81.2% 80.8% 81.8% 82.1%

ProtoPNet 77.2% 77.6% 78.6% 79.2% 79.0% 80.8%
ProtoPNet-VL 74.3% 75.1% 77.8% 78.1% 76.0% 77.2%

Ours 78.2% 79.2% 81.6% 81.7% 82.0% 83.1%
Method VGG16 VGG19 ResNet34 ResNet152 Dense121 Dense161

ProtoPNet 21.2 21.0 21.2 21.3 20.9 20.7
ProtoPNet-VL 21.8 21.7 21.9 22.2 21.9 21.9

Ours 18.8 18.7 18.6 18.8 18.6 18.5

Recognition Results (Accuracy). We present our results of recognition accuracy with different
CNN vision encoders on cropped bird images and compare them with two baselines and ProtoPNet
at the top of Table 1. We also compared with other ProtoPNet-based models providing the same
levels of interpretability in Table 2, where (f) means the models were trained and tested on full
images and (b) means on images cropped using bounding boxes. As shown in Table 1, our model
achieve higher accuracy in comparison to the ProtoPNet and ProtoPNet-VL. Learning concepts
directly from raw features (ProtoPNet-VL) reduces model accuracy because of the gap between
vision and natural language. Guided by natural language, the accuracy can be improved by up to
3% with the help of manifold alignment. Since each ProtPNet-based model can be understood as a
“scoring sheet” as shown in Fig. 3(a), we can improve the accuracy of the model by summing the
final logits values to ensemble the model, which is same with (Chen et al., 2019a). The ensemble
results under the same model combination are reported and our model can improve the accuracy by
2.3% on the full images.

Localization Results (Interpretability). The part localization error is evaluated on various CNN
vision encoders and we compare the results to ProtoPNet and ProtoPNet-VL at the bottom of Table 1.
ProtoPNet-VL increases localization error and our model greatly reduces the localization error of
ProtoPNet (2.4% on average). The results provide quantifiable evidence of the interpretability of
our model.

Reasoning Process. Figure 3(a) shows the reasoning process of our model. Through concept visu-
alization, we can find our model has learned the representative blue head, green wings, and black
throat of Green Jay by training with only label supervision. Given a test image, the activation maps
by calculating the distances between the patches of the image and the prototypes, and the similar-
ity score is the maximum value on each prototype activation map. Finally, this similarity score is
weighted by the fully connected weight and generates the final contribution to the category. The
reasoning process makes model decisions interpretable.

Ablation Study. An ablation study is conducted on CUB to evaluate components of the manifold
layer. We design a comparison model based on VGG-19 as a vision encoder that only uses the
correspondence matrix Wvl for feature fusion without updating the projection matrices. The model
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Table 2: Comparison of our model with other ProtoPNet-based models in terms of accuracy on the
CUB-200-2011 dataset.

Level Method Backbone Acc.

Part-level
attention

+
learned

concepts

ProtoShare
1 × ResNet34

74.7(b)
ProtoPNet 78.6(b)

Ours 81.6(b)
ProtoShare

1 × Dense121
74.7(b)

ProtoPNet 79.0(b)
Ours 82.0(b)

ProtoPNet VGG19+Res34
+ Dense121

84.8(b)
Ours 85.8(b)

ProtoPNet VGG19+ Dense
121 + Dense161

80.8(f)
Ours 83.1(f)

Table 3: Top: Results of accuracy comparison on flower images of the Oxford Flowers-102 with dif-
ferent vision encoders; Bottom: Results of Pointing Game on flower images of the Oxford Flowers-
102. Hit rate (%) is reported.

Method VGG16 VGG19 ResNet34 ResNet152 Dense121 Dense161
Baseline-CNN 89.3% 89.7% 93.6% 94.3% 94.9% 95.1%

ProtoPNet 83.3% 85.4% 89.6% 89.9% 87.0% 90.4%
ProtoPNet-VL 82.0% 83.3% 88.5% 89.9% 90.1% 90.2%

Ours 83.7% 85.7% 90.3% 90.3% 90.4% 91.2%
Method VGG16 VGG19 ResNet34 ResNet152 Dense121 Dense161

ProtoPNet 78.4 78.8 85.8 84.4 78.3 78.4
ProtoPNet-VL 77.4 78.2 85.5 85.6 79.9 79.5

Ours 79.6 79.7 86.6 87.1 80.3 80.8

without the updated manifold gets a higher accuracy of 79.7 % compared to the model with the
updated manifold of 79.2%, but the part localization error increases to 20.2 compared to the original
model’s localization error of 18.7. Projection matrix update in the manifold layer slightly reduces
accuracy but improves interpretability.

4.2 CASE STUDY2: FLOWER SPECIES IDENTIF ICATION

Dataset. The Oxford Flowers-102 (Nilsback & Zisserman, 2008) is a dataset of 102 different cate-
gories for flower species identification. There are 10 images per class in the training and validation
set (totaling 1020 images each), and the remaining 6149 images (minimum 20 per class) in the test
set. Each image contains a species label and a segmentation of the flower.

Recognition Results (Accuracy). Our results on recognition are summarized at the top of Table 3.
Since flowers do not have obvious object parts, they are more judged based on shapes and colors,
thus, the ProtoPNet-based method, which is good at learning object parts, is not as good as the
baseline model. Our model can improve accuracy by 0.4%-3.4% for ProtoPNet and 0.3%-2.4% for
ProtoPNet-VL.

Localization Results (Interpretability). Further, the Pointing game results are reported at the
bottom of Table 3. Our model achieves a lower localization error compared to ProtoPNet and
ProtoPNet-VL. To a certain extent, our models can capture more foreground concepts.

Reasoning Process. Figure 3(b) shows the reasoning process to identify a flower. The model can
accurately learn bright purple petals and white pistil in the center. Since flowers lack sufficient object
parts and there are few images in the training set, there is some redundancy in concepts.

5 CONCLUSION
We introduce a novel interpretable image recognition framework that leverages natural language to
learn semantic concepts. To align visual and language features that are semantically relevant but ex-
ist in different manifold distributions, we propose a manifold alignment method that optimizes the
projection matrices using Cayley transform on the Stiefel manifold. We have designed an alternat-
ing optimization algorithm that addresses both concept learning and manifold alignment. Through
experiments, we demonstrate that language-guided interpretable image recognition models provide
better accuracy and interpretability. This is the first effort to use prototypical part networks to learn
semantics from multi-modal information, and we hope that our work will inspire new approaches to
semantic concept learning.
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Sebastian Bach, Alexander Binder, Grégoire Montavon, Frederick Klauschen, Klaus-Robert Müller,
and Wojciech Samek. On pixel-wise explanations for non-linear classifier decisions by layer-wise
relevance propagation. PloS one, 10(7):e0130140, 2015.

Elia Bruni, Nam-Khanh Tran, and Marco Baroni. Multimodal distributional semantics. Journal of
artificial intelligence research, 49:1–47, 2014.

Chaofan Chen, Oscar Li, Daniel Tao, Alina Barnett, Cynthia Rudin, and Jonathan K Su. This looks
like that: deep learning for interpretable image recognition. Advances in neural information
processing systems, 32:8930–8941, 2019a.

Yen-Chun Chen, Linjie Li, Licheng Yu, Ahmed El Kholy, Faisal Ahmed, Zhe Gan, Yu Cheng, and
Jingjing Liu. Uniter: Learning universal image-text representations. 2019b.

Zhi Chen, Yijie Bei, and Cynthia Rudin. Concept whitening for interpretable image recognition.
Nature Machine Intelligence, 2(12):772–782, 2020.

Grzegorz Chrupała, Akos Kádár, and Afra Alishahi. Learning language through pictures. arXiv
preprint arXiv:1506.03694, 2015.

Zhen Cui, Hong Chang, Shiguang Shan, and Xilin Chen. Generalized unsupervised manifold align-
ment. Advances in Neural Information Processing Systems, 27, 2014.

Piotr Dabkowski and Yarin Gal. Real time image saliency for black box classifiers. arXiv preprint
arXiv:1705.07857, 2017.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep
bidirectional transformers for language understanding. arXiv preprint arXiv:1810.04805, 2018.

Jon Donnelly, Alina Jade Barnett, and Chaofan Chen. Deformable protopnet: An interpretable
image classifier using deformable prototypes. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pp. 10265–10275, 2022.

Ruth Fong, Mandela Patrick, and Andrea Vedaldi. Understanding deep networks via extremal per-
turbations and smooth masks. In Proceedings of the IEEE/CVF International Conference on
Computer Vision, pp. 2950–2958, 2019.

Ruth C Fong and Andrea Vedaldi. Interpretable explanations of black boxes by meaningful pertur-
bation. In Proceedings of the IEEE international conference on computer vision, pp. 3429–3437,
2017.

Ross Girshick. Fast r-cnn. In Proceedings of the IEEE international conference on computer vision,
pp. 1440–1448, 2015.

Fritz Günther, Tri Nguyen, Lu Chen, Carolin Dudschig, Barbara Kaup, and Arthur M Glenberg.
Immediate sensorimotor grounding of novel concepts learned from language alone. Journal of
Memory and Language, 115:104172, 2020.

Tanmay Gupta, Alexander Schwing, and Derek Hoiem. Vico: Word embeddings from visual co-
occurrences. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pp.
7425–7434, 2019.

Jihun Ham, Daniel Lee, and Lawrence Saul. Semisupervised alignment of manifolds. In Interna-
tional Workshop on Artificial Intelligence and Statistics, pp. 120–127. PMLR, 2005.

10



Under review as a conference paper at ICLR 2024

David R Hardoon, Sandor Szedmak, and John Shawe-Taylor. Canonical correlation analysis: An
overview with application to learning methods. Neural computation, 16(12):2639–2664, 2004.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recog-
nition. In Proceedings of the IEEE conference on computer vision and pattern recognition, pp.
770–778, 2016.

Gao Huang, Zhuang Liu, Laurens Van Der Maaten, and Kilian Q Weinberger. Densely connected
convolutional networks. In Proceedings of the IEEE conference on computer vision and pattern
recognition, pp. 4700–4708, 2017.

Zixuan Huang and Yin Li. Interpretable and accurate fine-grained recognition via region grouping.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp.
8662–8672, 2020.

Wei-Chih Hung, Varun Jampani, Sifei Liu, Pavlo Molchanov, Ming-Hsuan Yang, and Jan Kautz.
Scops: Self-supervised co-part segmentation. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pp. 869–878, 2019.

Jing Huo, Shiyin Jin, Wenbin Li, Jing Wu, Yu-Kun Lai, Yinghuan Shi, and Yang Gao. Manifold
alignment for semantically aligned style transfer. In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pp. 14861–14869, 2021.

Chao Jia, Yinfei Yang, Ye Xia, Yi-Ting Chen, Zarana Parekh, Hieu Pham, Quoc Le, Yun-Hsuan
Sung, Zhen Li, and Tom Duerig. Scaling up visual and vision-language representation learning
with noisy text supervision. In International Conference on Machine Learning, pp. 4904–4916.
PMLR, 2021.

Eunji Kim, Siwon Kim, Minji Seo, and Sungroh Yoon. Xprotonet: Diagnosis in chest radiography
with global and local explanations. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 15719–15728, 2021.

Jamie Kiros, William Chan, and Geoffrey Hinton. Illustrative language understanding: Large-scale
visual grounding with image search. In Proceedings of the 56th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Papers), pp. 922–933, 2018.

Angeliki Lazaridou, Elia Bruni, and Marco Baroni. Is this a wampimuk? cross-modal mapping
between distributional semantics and the visual world. In Proceedings of the 52nd Annual Meeting
of the Association for Computational Linguistics (Volume 1: Long Papers), pp. 1403–1414, 2014.

Angeliki Lazaridou, Nghia The Pham, and Marco Baroni. Combining language and vision with a
multimodal skip-gram model. arXiv preprint arXiv:1501.02598, 2015.

Haoyu Liang, Zhihao Ouyang, Yuyuan Zeng, Hang Su, Zihao He, Shu-Tao Xia, Jun Zhu, and
Bo Zhang. Training interpretable convolutional neural networks by differentiating class-specific
filters. In European Conference on Computer Vision, pp. 622–638. Springer, 2020.

Dahua Lin and Xiaoou Tang. Inter-modality face recognition. In European conference on computer
vision, pp. 13–26. Springer, 2006.

Jiasen Lu, Dhruv Batra, Devi Parikh, and Stefan Lee. Vilbert: Pretraining task-agnostic visiolin-
guistic representations for vision-and-language tasks. Advances in neural information processing
systems, 32, 2019.

Aravindh Mahendran and Andrea Vedaldi. Visualizing deep convolutional neural networks using
natural pre-images. International Journal of Computer Vision, 120(3):233–255, 2016.
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derson J, Paşca M, editors. Proceedings of the 2012 Joint Conference on Empirical Methods in
Natural Language Processing and Computational Natural Language Learning; 2012 Jul 12–14;
Jeju Island, Korea. Stroudsburg: ACL; 2012. p. 1423-33. ACL (Association for Computational
Linguistics), 2012.

Karen Simonyan, Andrea Vedaldi, and Andrew Zisserman. Deep inside convolutional networks: Vi-
sualising image classification models and saliency maps. arXiv preprint arXiv:1312.6034, 2013.

Jost Tobias Springenberg, Alexey Dosovitskiy, Thomas Brox, and Martin Riedmiller. Striving for
simplicity: The all convolutional net. arXiv preprint arXiv:1412.6806, 2014.

Weijie Su, Xizhou Zhu, Yue Cao, Bin Li, Lewei Lu, Furu Wei, and Jifeng Dai. Vl-bert: Pre-training
of generic visual-linguistic representations. arXiv preprint arXiv:1908.08530, 2019.

Mukund Sundararajan, Ankur Taly, and Qiqi Yan. Axiomatic attribution for deep networks. In
International Conference on Machine Learning, pp. 3319–3328. PMLR, 2017.

12

https://www.sciencedirect.com/science/article/pii/S1364661313001228


Under review as a conference paper at ICLR 2024

Hao Tan and Mohit Bansal. Lxmert: Learning cross-modality encoder representations from trans-
formers. arXiv preprint arXiv:1908.07490, 2019.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez,
Łukasz Kaiser, and Illia Polosukhin. Attention is all you need. In Advances in neural information
processing systems, pp. 5998–6008, 2017.

Catherine Wah, Steve Branson, Peter Welinder, Pietro Perona, and Serge Belongie. The caltech-ucsd
birds-200-2011 dataset. 2011.

Chang Wang and Sridhar Mahadevan. A general framework for manifold alignment. In 2009 AAAI
Fall Symposium Series, 2009a.

Chang Wang and Sridhar Mahadevan. Manifold alignment without correspondence. In IJCAI,
volume 2, pp. 3, 2009b.

Chang Wang and Sridhar Mahadevan. Heterogeneous domain adaptation using manifold alignment.
In Twenty-second international joint conference on artificial intelligence, 2011.

Jiaqi Wang, Huafeng Liu, Xinyue Wang, and Liping Jing. Interpretable image recognition by con-
structing transparent embedding space. In Proceedings of the IEEE/CVF International Confer-
ence on Computer Vision (ICCV), pp. 895–904, October 2021.

Zaiwen Wen and Wotao Yin. A feasible method for optimization with orthogonality constraints.
Mathematical Programming, 142(1):397–434, 2013.

Eloi Zablocki, Benjamin Piwowarski, Laure Soulier, and Patrick Gallinari. Learning multi-modal
word representation grounded in visual context. In Proceedings of the AAAI Conference on Arti-
ficial Intelligence, volume 32, 2018.

Matthew D Zeiler and Rob Fergus. Visualizing and understanding convolutional networks. In
European conference on computer vision, pp. 818–833. Springer, 2014.

Jianming Zhang, Sarah Adel Bargal, Zhe Lin, Jonathan Brandt, Xiaohui Shen, and Stan Sclaroff.
Top-down neural attention by excitation backprop. International Journal of Computer Vision, 126
(10):1084–1102, 2018a.

Quanshi Zhang, Ying Nian Wu, and Song-Chun Zhu. Interpretable convolutional neural networks.
In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 8827–
8836, 2018b.

Yizhen Zhang, Minkyu Choi, Kuan Han, and Zhongming Liu. Explainable semantic space by
grounding language to vision with cross-modal contrastive learning. Advances in Neural In-
formation Processing Systems, 34:18513–18526, 2021.

Bolei Zhou, Aditya Khosla, Agata Lapedriza, Aude Oliva, and Antonio Torralba. Learning deep
features for discriminative localization. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pp. 2921–2929, 2016.

13



Under review as a conference paper at ICLR 2024

A APPENDIX

A.1 THE BASELINE METHOD

To compare the effectiveness of manifold algorithms, we design a baseline model denoted
ProtoPNet-VL to learn semantic concepts directly from visual features and language features in
the original space without manifold alignment. In the supplementary, we will describe the frame-
work of ProtoPNet-VL and clarify how to learn semantics concepts from cross-modal features. The
overall architecture is shown in Figure 4. ProtoPNet-VL consists of Vision stream and Language
stream and each stream can provide a decision for the classification. The prototypes is shared by the
two stream and learned by the visual features and language features.

The same with MA-ProtoPNet, we denote the input image and its corresponding text description as
Iv and Il, and their features extracted by the vision encoder fv(·) and the language encoder fl(·)
as Zv ∈ RC×W×H and Zl ∈ RC×L, where C is the number of channels of the feature maps and
word embeddings, H and W are the heights and widths of the feature maps, and L is the length
of the description. The vision encoder fv(·) consists of a backbone of the convolutional network
(e.g. VGG, ResNet and DenseNet) and extra 1 × 1 convolutional layers. Similarly the language
encoder fl(·) is based on Bert Devlin et al. (2018) with a fully connected layer. Using extra 1 × 1
convolutional layers and a linear transformation, the output of vision and language encoder can be
projected to the same dimensional representational space.

Take visual stream as an example. In the prototype layer, we adopt the standard prototypical part
network Chen et al. (2019a) to learn m basis concepts B = {bj}mj=1 with bj ∈ RC based on the
visual representation Zv and every basis concept can be pre-assigned to a category, class-specific
concept. Each basis concept unit Sbj first computes the squared L2 distance ||φ(Zv)−bj ||22 between
the basis concept bj and the all 1 × 1 patches of Zv and then convert to similarity by the function
log((||φ(Zv) − bj ||22 + 1)/(||φ(Zv) − bj ||22 + )). If the patch φ(Zv) is closer to the basis concept
bj , the function will produce a higher similarity score. Given an input image, the similarity map
with shape W × H of the j-basis concept can be upsampled to the input image to illustrate how
strongly the basis concept bj is activated in the image and the similarity score of the basis concept
can be obtained by performing a global max pooling on the similarity map. Finally, the output logits
can be produced by multiplying the similarity score by the weight of the fully connected layer h
and a softmax function is applied to calculate the probability that the current image belongs to all
categories. There is a similar process in the language stream.

In the ProtoPNet-VL, we would like to learn a feature space that the patches of visual and lan-
guage representations are clustered on at least one semantically similar basis concept of the ground
truth category and separated from basis concepts of the other category. Therefore, the cluster and
separation losses introduced in Chen et al. (2019a) are formalized as:

Lclst =
1

N

N

i=1

min
j:bj∈B(yi)

( min
zv∈φ(Zv)

||zv − bj ||22 + γ min
zl∈φ(Zl)

||zl − bj ||22))

Lsep = − 1

N

N

i=1

min
j:bj /∈B(yi)

( min
zv∈φ(Zv)

||zv − bj ||22 + γ min
zl∈φ(Zl)

||zl − bj ||22)

(10)

where N is the number of training set, γ is a coefficient to balance the two stream, and yi is the
label of instance i. The final optimization problem combined with the cross-entropy loss (CrsEnt)
to penalize the misclassification can be formed as follows:

Ltotal = LCrsEnt + λ1Lclst + λ2Lsep (11)

The above loss function (11) is designed to train a feature space that optimizes only the parameters
of the backbone and prototype layers. For a fair comparison, we perform the same strategies named
projection of prototypes and optimization of the last layer as introduced in Chen et al. (2019a).

A.2 EVALUATION METRIC OF INTERPRETABILITY

We evaluate our model by interpretability for fine-grained image recognition. It is worth mentioning
that interpretability has not been quantified in the previous ProtoNet and the extension methods. In-
spired by the previous part discovery for fine-grained recognition Huang & Li (2020), we designed
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Figure 4: The overall architecture of our proposed baseline model (ProtoPNet-VL). ProtoPNet-VL
consists of Vision stream and Language stream and each stream can provide a decision for the
classification. An input image and the corresponding text descriptions are extracted by the vision
encoder and the language encoder respectively. The vision and language features are fed into the
prototype layer to learn the semantic concepts and each basis concept can generate heat maps for the
inout image and text description. The similarity score for each concept is obtained by a maximum
pooling operation and fed through a weighting of the fully connected layers to obtain the final
classification logtis.

different quantitative metrics of interpretability schemes for datasets with different annotations. In
the CUB-200-2011 dataset, there are 15 part landmarks for each image and we measure the object
part localization error by comparing the response region of the learned semantic concept with the an-
notated part landmarks. The part localization error has been adopted by Hung et al. (2019); Huang
& Li (2020). For the datasets without part annotations such as Flower-102, we adopt the protocol of
Pointing Game Zhang et al. (2018a), which is a popular method to quantify interpretability in visu-
alization methods Selvaraju et al. (2017); Zhang et al. (2018a), and calculate the object localization
error using the annotated segmentation. The detailed metrics are described in the supplement.

Specifically for part localization error in the ProtoPNet-based model, we first convert the heatmap
of the semantic concepts of the ground-truth class to a set of landmark locations by learning a linear
regression model from training set, which is similar strategy in Hung et al. (2019); Huang & Li
(2020). This linear regression model can establish the mapping from the 2D geometric centers of
the concepts’ heatmaps to the 2D object part landmarks in the image. The part localization errors
are calculated by comparing the L2 distances between the predicted landmarks and the ground-truth
part landmarks in the testing sets. The smaller the part localization errors, the more accurate the
model discovers the part-level concepts. As for the pointing game in the Flower-102 dataset, we
calculate the hit rate by counting the peak region of the concept’s heatmaps inside the annotation
segmentation. Since the semantic concepts in the ProtoPNet-based model are learned from both the
foreground and background, the higher hit rate can only indicate that the model has learned less
background concepts.

A.3 ADDITIONAL EXPERIMENTS

Implementation details of MA-ProtoPNet. First, we resize input images into 224×224 and adopt
the offline data augmentation using random rotation, skew, shear, distortion, and left-right flip to
enlarge the tranining set. We adopt the Adam optimizer with learning rate 3e − 3 for add on layers
and basis concepts, and 1e − 4 for the vision and language encoder. The weight decay is 1e − 3.
The coefficients of λ1, λ2 are set to 0.8 and -0.08 respectively.

For the hyper-parameter of manifold alignment, we set the nearest neighbors k as 5, and fusion ratio
α of visual features and language features is 0.5. In the alternating optimization algorithm, the scale
of exponential moving average is 0.9.
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Implementation details of ProtoPNet-VL. The data set and optimizer settings are the same as the
above method. We set the coefficient as 0.5 and λ1, λ2 as 0.8 and -0.08 respectively.

Training software and platform. We implemented our model using Pytorch and all experiments
were run on 8 NVIDIA Tesla V100 GPUs.

Our code is available in the supplementary.
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