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Abstract

Foundation models (FMs) have achieved sig-
nificant success across various tasks, lead-
ing to research on benchmarks for reasoning
abilities. However, there is a lack of stud-
ies on FMs performance in exceptional sce-
narios, which we define as out-of-distribution
(OOD) reasoning tasks. This paper is the first
to address these cases, developing a novel
dataset for evaluation of FMs across multiple
modalities, including graphic novels, calligra-
phy, news articles, and lyrics. It includes tasks
for instance classification, character recogni-
tion, token prediction, and text generation.
The paper also introduces prompt engineer-
ing techniques, Out-of-distribution Reasoning
Chain-of-Thought (ORCoT) and ORCoT+Few-
Shot, to improve performance. Validation of
FMs using various methods revealed improve-
ments. The code repository contains all relevant
code and supplementary materials, including
prompts such as ORCoT. It is accessible at:
https://github.com/Code4PaperBlind/Excep
tionalBenchmark

1 Introduction

Recent studies (Joshi et al., 2025; Bandyopadhyay
et al., 2025) have focused on assessing general-
purpose reasoning capabilities of FMs (Achiam
et al., 2023; Team et al., 2023; anthropic, 2024).
As a result, current FMs have achieved remarkable
progress, demonstrating high performance across
various tasks (Cherian et al., 2023; Wang et al.,
2019). Howeyver, there are situations where FMs
struggle to determine reasoning. Despite the de-
velopment of several datasets (Xiong et al., 2025;
Arora et al., 2023; Zellers et al., 2019), there re-
mains a need for benchmarks that assess perfor-
mance in OOD scenarios—what we refer to as ex-
ceptional cases. In our work, an exceptional case
is defined as an OOD scenario where the test data
differs significantly from the pre-training data.

# of Novels 1295
31080
# of Images 692

# of Characters 8577

Graphic
Novels

# of Cases

27.4%

Calligraphy

Onion # of Real Article 1249

Not The Onion # of Fake Article 1202
Lyrics(English) # of Song 1811

Lyrics(Korean) # of Song 2363

Figure 1: Distribution of Exceptional Cases Dataset and
summary of four distinct datasets and their subsections,
showcasing diverse characteristics.

While such cases may exist within the pre-training
data, they reside in the tail of the distribution, mak-
ing them rare and challenging for the model to gen-
eralize. This rarity means that even if such cases
are included in the pre-training data, they are insuf-
ficiently represented to allow the models to learn
robust generalizable patterns, as evidenced by con-
sistent performance drops across multiple FMs. To
formalize this notion, we first introduce the key
probability distributions used in our analysis. Ac-
cordingly, we define an exceptional case in a rea-
soning task as one that is OOD.

Notation. Let z € X denote an input (image, text,
etc.) and y € Y its label. Table 1 lists all probability
distributions used in this paper.

Symbol Description
Py (z,y) Joint distribution in training data
Pie(z,y) Joint distribution in test (exceptional) data

P,

(
Ptr(y)’ Pte(y)
Pir(yl), Pre(ylz)

Marginal over inputs z (train / test)
Marginal over labels y (train / test)
Conditional label distributions (train / test)

Table 1: Training vs. exceptional-case distributions

Under the ideal independent and identically dis-
tributed (IID) assumption, the joint distribution
of training and test data is equal, i.e., Py(z,y) =
Pe(z,y). However, exceptional cases inherently
violate the IID assumption, as they exhibit distri-
butional shifts: Py.(x,y) # Pe(x,y), because at
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least one of the following holds: Py (z) # Pie(x),
PtT‘<y) 7é Pte(?/)a Ptr(y‘x) 7é Pte(y’x) (Yang
et al., 2024). Based on which of the three distribu-
tional shifts occurs, each dataset can be associated
with a specific type of exceptional case:

P, (x) # Pe(z) (Graphic Novels, Calligraphy)

)
The graphic novel presents bold, cartoonish sto-
rylines (P (z)). Additionally, the calligraphy is
artistically stylized, which makes P (x) signifi-
cantly different from P (z). Both elements are
types of content that FMs have rarely encountered
in their pre-training datasets (P, (z)).

Pur(y) # Piely) (Lyrics) @)

The task involving lyrics assesses whether FMs
can accurately complete masked segments (P (y)),
which are designated as exceptional cases, repre-
senting scenarios that FMs rarely encounter during
training (P, (y)).

Py (y|z) # Pie(y|x) (Onion, Not The Onion)
3)
In the case of Onion-style plausible fake news and
Not The Onion’s real news that appear fake, the la-
bel distributions P, (y|z) diverge from those seen
during training (P, (y|x)). Despite syntactic sim-
ilarity to typical news, their semantic-label map-
pings are flipped or ambiguous, making them chal-
lenging for FMs to classify correctly. Figure 1 illus-
trates the distribution of these four distinct datasets,
highlighting the diversity and complexity of the
exceptional cases we investigate. Building on these
insights, we summarize the key contributions of
this paper as follows.
First Multimodal Benchmark for Evaluating
FMs on Exceptional Cases: We introduce the first
benchmark explicitly designed to evaluate FMs in
OOD reasoning scenarios—exceptional cases that
have been largely overlooked in prior research. Our
contribution includes the construction of a novel
multimodal dataset comprising graphic novels, Ko-
rean calligraphy, news articles (Onion, Not The
Onion), and song lyrics, spanning diverse tasks
such as classification, recognition, and generation
across text, image, and hybrid modalities.
Comprehensive Validation and Analysis: We pro-
vide a thorough validation of FMs using various
methods, demonstrating improvements with the
proposed techniques. The code repository contain-
ing all relevant code and supplementary materials,
including ORCoT prompts, is publicly available.

2 Related Work

2.1 Out Of Distribution

OOD(Hendrycks and Gimpel, 2016; Yang et al.,
2024) refers to samples that fall outside the statis-
tical distribution of the training data used to de-
velop the model. Researching and enhancing OOD
detection capabilities is crucial, as it ensures the
reliability and safety of machine learning systems,
particularly in applications where decision-making
is dependent on reasoning processes. OOD detec-
tion presents several significant challenges. Firstly,
there is the lack of guidance from unknown data
during the training process, as models are typi-
cally trained exclusively on in-distribution (ID)
data. Secondly, anticipating the locations of OOD
data is inherently challenging due to the expan-
sive and intricate nature of the unknown space
in high-dimensional environments. Thirdly, these
challenges intensify the tendency of large-scale
neural networks to produce overly confident pre-
dictions(Kang et al., 2023). Fourthly, real-world
images consist of various objects and elements.
To address these challenges, numerous investiga-
tions(Liu et al., 2020; Osada et al., 2023) have been
conducted to explore effective methods.

2.2 Foundation Models

Recent advancements in FMs (Achiam et al., 2023;
Team et al., 2023; anthropic, 2024) have spurred
interest in the integration of multimodal data. To
improve the comprehension of human instruc-
tions, LLaVA (Liu et al., 2024) proposed visual
instruction tuning, enhancing multimodal interac-
tion. More recently, cutting-edge FMs, including
Gemini Pro, Claude 3.5 Sonnet, and GPT-40, have
exhibited remarkable performance across a range
of multimodal tasks, such as Visual Question An-
swering (VQA) (Mathew et al., 2021).

2.3 Benchmarks

Evaluating the capabilities of FMs is essential, as
it supports the further development and refinement
of these models. This has led to the creation of
benchmarks across various domains, including rea-
soning, question answering, coding, and mathemat-
ics (Arora et al., 2023; Zheng et al., 2023). Addi-
tionally, assessing FMs’ abilities with multimodal
data—where language is combined with another
modality such as images—is critical for expanding
the applicability of FMs in diverse fields. As FMs
continue to advance, there is increasing interest
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Figure 2: Three-step process for benchmark construction: Step 1 involves collecting data by extracting exceptional
cases and reviewing for ambiguous reasoning instances, covering modalities like text-only and text-image. Step
2 defines dataset characteristics and corresponding tasks. Step 3 evaluates FMs through tasks such as instance
classification, recognition, token prediction, and text generation, using Zero-Shot, ORCoT, and ORCoT+Few-Shot

Text-Only I [ Employ three prompt styles ]

prompts to assess diversity and accuracy.

in developing benchmarks grounded in real-world
data to enhance their reliability and address chal-
lenges such as hallucination (Lu et al., 2024).

3 Methodology

3.1 Overview

It has been observed that in certain atypical sce-
narios (Chen et al., 2024), FMs exhibit errors in
reasoning concerning the sequence of events. We
designed experiments using four different datasets
that feature various characters with multiple types
of tasks such as instance recognition, text genera-
tion, token prediction, and character recognition, as
described in Figure 2. We also propose ORCoT, a
revised version of CoT (Wei et al., 2022), to achieve
enhanced performance. We employed three prompt
styles—Zero-Shot (Kojima et al., 2022), ORCoT,
and ORCoT+Few-Shot (Brown et al., 2020)—to
investigate how the accuracy of responses varies.

3.2 Out-of-Distribution Chain-of-Thought

The ORCoT prompting strategy extends standard
CoT reasoning to enhance robustness in OOD sce-
narios. Unlike general CoT, which relies on learned
patterns, ORCoT incorporates explicit strategies to
navigate unfamiliar domains. For story ordering,
our strategy uses a two-phase process of analysis
and synthesis to identify the underlying causal nar-
rative. A key adaptation for OOD performance is
that the model is explicitly guided to follow this
narrative causality even when it defies real-world
physics (Table 2). This emphasis on structured rea-
soning ensures the model remains effective with

unfamiliar data, and this approach can be adapted
to other tasks.

Prompt

Input: Q. “The uploaded images represent parts of a story that has been shuffled and consists of 4 images.”
" Arrange images in the correct order.”

Example Analysis Output (Cartoon Logic):
Image 1: (a) A cat is standing on a branch, holding a large magnet connected to a battery.
Below, a dog with a metal collar is walking by.
(b) End State: The cat has a mischievous look and is about to flip the switch on the battery.
Tmage 2: (a) The dog is flying vertically up towards the magnet, looking surprised.
The magnet is now glowing.
(b) End State: The dog is in mid-air, having been pulled off the ground.
Image 3: (a) The dog is walking peacefully, unaware of the cat above.
(b) End State: The scene is calm, setting up the situation.
Tmage 4: (a) The dog is stuck to the magnet by its collar. The cat is laughing.
(b) End State: The cat’s plan has succeeded, and the dog is trapped.

Phase 2: Synthesize and determine the story order.
Now, compare the descriptions and end states for all four images.
Find the most logical narrative sequence by looking for cause and effect, even if it defies real-world physics.
Identify the beginning: Which panel sets up the initial scene?
Tt should have no obvious preceding cause within the other panels.
Find the causal links: How does the end state of one panel become the start state or cause of another?
Explain your reasoning.
(Example reasoning: "The dog walking peacefully (Image 3) is the calm beginning.
The cat preparing its trap (Image 1) is the next logical step, as it introduces the conflict.
The dog being pulled into the air (Image 2) is the direct result of the magnet being activated.
The dog being stuck to the magnet (Image 4) is the final outcome of the sequence.
Therefore, the internal story logic dictates the order is [3, 1, 2, 4].")
Phase 3: Construct the final order.

Output: A.

Table 2: We explored multiple variations of ORCoT to
enhance the capabilities of FMs. The prompt shown
here is one such example, tailored for the story ordering
task on the Graphic Novels dataset, which uses ’analyze-
synthesize’ structure to improve OOD reasoning.

3.3 Model Selection

General-Purpose Reasoning Capability Unlike
task-specific models such as BERT (Devlin et al.,
2018), T5 (Raffel et al., 2023), or Vision Transform-
ers (Dosovitskiy et al., 2021), the selected FMs pos-
sess general-purpose reasoning capabilities without
requiring task-specific pre-training or fine-tuning.
These models are extensively used in real-world
applications, providing a balance between high per-
formance, multimodal reasoning capabilities, and
accessibility. Given their rising adoption as general-
purpose assistants, evaluating their robustness in



handling exceptional cases (OOD reasoning tasks)
is critical to understanding their practical limita-
tions and strengths.

Multimodal Proficiency The benchmark tasks de-
veloped in this study explicitly involve both textual
and visual understanding and reasoning. The lat-
est generation of multimodal models demonstrates
state-of-the-art performance in integrating image
and text within unified architectures. In contrast,
open-source alternatives such as OLMo (Groen-
eveld et al., 2024) still show limited capabilities
in multimodal reasoning, as seen in recent bench-
marks, making them less suitable for evaluating
complex OOD scenarios.

3.4 Graphic Novels

Dataset Description To evaluate the multimodal
reasoning capabilities of FMs, we constructed a
dataset from the graphic novel series *Old Master
Q Comics’ (Wong, 1973-1989). Each comic con-
sists of four-panel narratives presenting a complete
story, including a beginning, development, climax,
and conclusion, with instances of exceptional cases.
We hypothesize that if FMs can reason through sto-
rylines, they should infer the correct sequence of
panels from a randomly shuffled input. Based on
this, we designed a random shuffle task. The dataset
includes 1,295 comics, generating 31,080 possible
permutations when the four panels are shuffled.
Experimental Design The four images are auto-
matically shuffled within the code before being
presented as a prompt to the FMs. We subsequently
measure the accuracy of all three prompt styles and
conduct an analysis of the results.

Evaluation Metrics To facilitate efficient and accu-
rate experimental evaluation, we developed a code
that automatically generates prompts consisting of
the input question and shuffled images. We calcu-
late accuracy by comparing model responses to the
ground truth (Figure 3).

Image Order Accuracy

(Image Order) v Accuracy : 2/4 = 0.5
[Image_l, Image_2, Image_3, Image_4]

[Image 1, Image_3, Image_2, Image 4

FMs Inference Result :
Ground Truth Order :

Figure 3: To evaluate accuracy in the Graphic Novel
task, we compare the inferred image sequence with
the ground truth and measure the number of correctly
ordered images.

3.5 Calligraphy

Dataset Description Unlike the standard text that
conventional Optical Character Recognition (OCR)
technology primarily handles (Ruder et al., 2023;
Kausadikar et al., 2025), calligraphy uses unique
writing styles not commonly seen in everyday
life. Due to this characteristic, the relevant dataset
holds significant value for testing OCR perfor-
mance in atypical environments. The dataset fo-
cuses on OCR tasks specifically for transcribing
Korean calligraphy. Initially, we considered devel-
oping an English calligraphy dataset; however, this
was deemed unnecessary due to the high accuracy
already achieved by FMs in this domain. For ex-
ample, in the WordArt dataset (Shi et al., 2023), an
English calligraphy dataset, GPT-4’s accuracy is
60.20%, which improves significantly to 77.61%
when evaluated with GPT-4o.

Experimental Design We conducted experiments
using FMs to transcribe a Korean calligraphy piece.
Prior to performing word-level evaluations, we re-
moved punctuation and special symbols from the
FMs’ predictions, and replaced "\n’ with a space
(’ ’) to address ambiguous line breaks inherent in
calligraphy.

Evaluation Metrics We employed Word-level Ac-
curacy, Character Error Rate (CER), and Word Er-
ror Rate (WER) as standard OCR evaluation met-
rics, widely used across various OCR models.

3.6 Onion, Not The Onion

Dataset Description The Onion, Not The Onion
dataset assesses whether FMs can differentiate be-
tween real and fabricated news stories involving
unpredictable events. Although parts of this dataset
may appear in FMs’ training data, it likely resides
in the distribution’s tail, making it a valuable re-
source for investigation. Featuring satirical and ex-
aggerated expressions, the dataset focuses on chal-
lenging cases where distinguishing real news from
fake has become increasingly difficult. Its primary
objective is to evaluate whether FMs can demon-
strate critical thinking in exceptional scenarios. The
dataset is sourced from The Onion, a satirical fake
news website, and Reddit’s Not The Onion, which
highlights real yet seemingly unbelievable stories.
Experimental Design We designed a binary clas-
sification task, where 0’ corresponds to fake news
and '1’ to real news. We concatenated examples
from each category, applied a random shuffle, and
then provided them to FMs.



Evaluation Metrics We evaluate FMs performance
in classifying news authenticity using accuracy, pre-
cision, and recall. We applied these evaluation met-
rics to three prompting strategies to assess how
variations in prompting affect the model’s ability
to detect fabricated news.

3.7 Lyrics

Dataset Description Song lyrics, extensively stud-
ied in prior research (Jamdar et al., 2015; Tsaptsi-
nos, 2017; Barman et al., 2019), often feature po-
etic license and literary expressions uncommon in
everyday language. Building on this, we designed
tasks leveraging BERT (Devlin et al., 2018) to iden-
tify exceptional elements within lyrics. These el-
ements were masked, and FMs were tasked with
predicting the masked tokens. The dataset also in-
cludes genre detection and song description gener-
ation tasks.

Experimental Design The three tasks were con-
ducted independently. The first task, Infilling, eval-
uated the model’s ability to predict words masked
by BERT within a sentence. The second task, Song
Description Generation, assessed the FMs’ ability
to comprehend and describe the context of song
lyrics. The third task, Genre Classification, aimed
to determine whether FMs could classify the genre
based solely on lyrics.

Evaluation Metrics We evaluated the FMs’ re-
sponses in the infilling task using BERT F1 scores
(Zhang et al., 2019). The evaluation of genre detec-
tion was based on exact match scores, assigning a
score of 1 if the predicted genre exactly matched
the ground truth, along with overlap ratios. For the
song description task, BERT F1 and ROUGE F1
scores were used as evaluation metrics.

4 Experiment Result

4.1 Impact of Distribution Shift on Model
Reasoning

Distribution shifts critically challenge multi-step
reasoning, particularly with OOD inputs like car-
toons that can cause perceptual errors to cascade
through the reasoning chain. To investigate this, we
tasked models with ordering an ID story (real-life
photos) and an OOD story (cartoons). Our findings
reveal two distinct failure modes. For the ID task,
models generated accurate scene descriptions but
struggled with the ordering task, producing highly
plausible alternative sequences—though they were
incorrect. In stark contrast, the OOD task prompted

a more fundamental failure at the perceptual level.
The models’ inability to interpret scenes violating
real-world priors led to poor descriptions from the
outset, causing a complete collapse in reasoning
that yielded logically incoherent sequences. This
distinction highlights a key vulnerability: a distri-
bution shift can trigger a systemic failure where
initial perceptual errors shatter the entire reasoning
process. Further details are provided in Appendix
B.1 and B.3.

4.2 Graphic Novels

Quantitative Results We evaluated the multi-
modal reasoning capabilities of FMs using the ran-
dom shuffle task. The ORCoT+Few-Shot condition
demonstrated superior performance compared to
the ORCoT and Zero-Shot conditions. Although
the Zero-Shot setting showed slightly lower accu-
racy compared to ORCoT-based prompts, its per-
formance still exceeded expectations. Among the
models, GPT-40 achieved significantly higher ac-
curacy than the other two. Gemini-1.5-Pro showed
similar performance levels in the ORCoT and
ORCoT+Few-Shot conditions, while Claude-3.5-
Sonnet exhibited a substantial improvement in the
ORCoT+Few-Shot condition, as shown in Table 3.

Acc.(%) Zero-Shot ORCoT ORCoT+Few-Shot
Claude-3.5-Sonnet 44.69 4475 49.92
Gemini-1.5-Pro 51.41 52.45 52.51
GPT-40 63.80 63.88 64.63

Table 3: Result(%) of random shuffle task. The overall
scores are low, indicating that FMs struggle to correctly
reason the order of shuffled images.

Qualitative Results To investigate whether image
style was impeding reasoning, we prompted FMs
to describe single images. The models were gener-
ally able to generate detailed descriptions, identi-
fying characters, actions, and even hypothesizing
thoughts. Additionally, we assessed their ability to
understand image content in the random shuffle
task by instructing them to generate descriptions
for each image. The accuracy of these descriptions
in capturing the visual content was evaluated us-
ing the SBERT (Reimers and Gurevych, 2019). We
evaluated the FMs’ generated descriptions by com-
paring them to manually crafted ground truth sen-
tences for the example images using cosine simi-
larity. This approach allowed us to investigate how
FMs interpret the context within images and infer
sequences based on their understanding. In Fig-
ure 4, none of the FMs inferred the correct an-
swer. When SBERT scores were relatively low, the



[Shuffled Image Example Input]

S

Image 1

Image 2 Image 3 Image 4

[Random Shuffle Task Accuracy For The Example Input]

Analysis of Example Input Results

[SBERT Scores (Cosine-Similarity) For The Example Input]

GPT-40 Gemini-1.5-Pro _ Claude-3.5-Sonnet

Image 1 0.666 0.742 0.519

Image 2 0.663 0.615 0.428

Image 3 0.597 0.572 0.511

Image 4 0.837 0.688 0.786

= [Description For Image 3]
Ground Truth : The dog is dreaming about being scolded by its owner, while the man continues to sit

GPT-4o : The dog dreams of being punished and looks remorseful.

GPT-40 Gemini-1.5-Pro _Claude-3.5-Sonnet
.00% 50.00%

Shuffle Task Acc.(%) 50.00% 50.

Gemini-1.5-Pro : The man contint

Claude-3.5-Sonnet : The person imag

in the chair reading the newspaper.

g a ball

ontinues to sleep.

Figure 4: Cosine similarity scores were used to evaluate FM-generated descriptions. Low SBERT scores often
reflected inaccuracies, such as misidentifying character counts or using incorrect verbs (red), likely contributing to

errors in image ordering.

models tended to generate inappropriate words, as
illustrated in Figure 4 (with improper words high-
lighted in red). In Image 3, FMs used inaccurate
verbs, nouns, and descriptions, leading to poor in-
ference. GPT-40, while successfully describing the
dog’s status, produced insufficient information by
omitting any mention of the man. Gemini-1.5-Pro
generated an inaccurate sentence, misidentifying
the characters’ statuses and incorrectly interpreting
their actions. For example, it depicted the man as
sleeping, confusing his status with the dog’s, while
he was actually reading the newspaper. Similarly,
Claude-3.5-Sonnet accurately identified the charac-
ters but produced an incorrect scene interpretation
for Image3.

4.3 Calligraphy

Quantitative Results As shown in the Table 4, the
overall results indicate that FMs performed inad-
equately on the OCR task. Among the different
prompt styles, the ORCoT and ORCoT+Few-Shot
approaches outperformed the Zero-Shot approach,
although the difference between the two ORCoT-
based methods was negligible. Of the three models,
GPT-40 achieved the best performance, mainly be-
cause of its improved ability to detect spacing (* *)
more accurately than the other models.

Qualitative Results Due to the unique characteris-
tics of calligraphy, the dataset occasionally includes
abbreviated or non-standard forms, such as ’spring
day’ written as ’spring d.” In such cases, FMs of-
ten misinterpret d’ as a separate element, recog-
nizing only ’spring.” This issue was more preva-
lent with ORCoT and ORCoT+Few-Shot prompts
compared to Zero-Shot. In Zero-Shot scenarios,
OCR tasks focus on individual word appearances,
leading to frequent typographical errors, as demon-
strated by Gemini-1.5-Pro’s Zero-Shot result in Fig-
ure 5. In contrast, ORCoT and ORCoT+Few-Shot
approaches prioritize the overall meaning, gener-
ating contextually appropriate outputs even when

deviating from the ground truth. For instance, in
Figure 5, the calligraphy translates to "A person
who cannot be judged by conditions" (ground truth:
'Z7o 2 2 4 gl AF=E9)). In the Zero-Shot
setting, GPT-40 and Claude-3.5-Sonnet produced
structurally similar but semantically incorrect sen-
tences, while Gemini-1.5-Pro recognized isolated
words. Using ORCoT and ORCoT+Few-Shot, all
FMs interpreted the input as sentences. Although
none perfectly matched the ground truth, they con-
veyed partial meaning. For example, in ORCoT,
Claude-3.5-Sonnet generated 575 THA] A&}
Sl= A 9], meaning "A person starting to live
in a residence again," which, while coherent, devi-
ates from the intended meaning. In ORCoT+Few-
Shot, Claude-3.5-Sonnet produced *F=¢] 2 Tt} 5}
= Al which lacks cohesiveness but includes
meaningful tokens like 5501 2’ ("as the subject"),
"t} 6= ("making a resolution"), and *AFo]’
("person’s").

Comparison Between Prompts

sEgas
<fip
GPT-40 Gemini-1.5-Pro
‘ZACE MELQE Ao’ ‘ISR mRESYE AR’
‘FZOE EFEE £ o AR’ ‘A, 2,0, EF, 8,5, M
‘R oA OiE et AR
‘zl= CfEHoR Afgel’

Base Models Claude-3.5-Sonnet
‘EUCE mpEfglE Aol
‘79| CiHg BIEE AIYS’
(FAE CHAl AESHE Alel”
‘FOIE ChEsts Al

Ground Truth

Zero-Shot F
ORCoT ‘FHoE EFEE & o ARel’
ORCoT+Few-Shot | ‘FZ2E CHIAGE Alatel’

Figure 5: In the Zero-Shot approach, OCR emphasizes
individual word appearance, as seen with Gemini-1.5-
Pro. Other methods prioritize overall meaning, produc-
ing contextually or semantically similar words even
when deviating from the ground truth.

4.4 Onion, Not The Onion

Quantitative Results Overall, the models demon-
strates notable behavior in fake news detection, as
shown in Table 5. All FMs illustrate major increase
of performance from Zero-Shot to ORCoT+Few-
Shot. However, Claude-3.5-Sonnet exhibits rela-
tively lower performance across all three prompt
styles. Unlike other FMs, it shows comparable ca-
pabilities in both the Zero-Shot and ORCoT.

Qualitative Results We observed that FMs exhibit



Additional Experiment For Onion, Not The Onion

[GPT-40]
Step 5. **Plausibility**: The idea that a single surname would take over an entire country’s population in 500
years is implausible based on current demographic trends. Even though it references a law on surnames in
Japan, the conclusions drawn from this are unrealistic. (0) — GT (1)

[Claude-3.5-Sonnet]
Step 5. **Plausibility**: The idea that everyone in Japan would have the same surname by 2531 seems highly
implausible and exaggerated. Given these factors, especially the mention of April Fool's and the highly
improbable prediction, | believe this article is likely fake. April Fool's joke. (0) — GT (1)

[Gemini-1.5-Pro]
Step 5. **Plausibility**: The claim that everyone in Japan will have the same surname within a few centuries is
highly implausible. It's statistically improbable for a single surname to completely dominate an entire
population within such a timeframe. The lack of a credible source, sensational language, difficulty verifying the
study's accuracy, and the absence of corroborating reports from other reliable sources — strongly suggests that

the article is fake. (0) — GT (1)

L

Figure 6: This example is sourced from Not The Onion. All FMs misclassified the story as fake, basing their decision
on the implausible claim that "within the next 500 years, nearly all people in Japan will share the same surname."
This unlikely statement led the models to conclude that the news was false.

Model Zero-Shot ORCoT ORCoT+Few-Shot
Claude-3.5-Sonnet 14.42 26.40 32.20
Ace.(%)(T) Gemini-1.5-Pro 17.55 18.50 20.20
GPT-40 53.43 61.54 61.86
Claude-3.5-Sonnet 81.39 74.00 65.62
WER(%)(!)  Gemini-1.5-Pro 90.52 89.55 88.45
GPT-4o 64.41 45.81 45.39
Claude-3.5-Sonnet 77.65 77.21 76.15
CER(%)(]) Gemini-1.5-Pro 74.04 71.85 69.55
GPT-40 32.64 24.73 22.55

Table 4: The results (%) of the Korean Calligraphy OCR
task indicate that the overall OCR capabilities of FMs
are limited. GPT-40 exhibited superior performance,
largely due to its enhanced ability to accurately detect
spacing ( ’) compared to other models.

lower performance on relatively short articles. As
shown in Table 6, accuracy tends to drop as arti-
cle length decreases. For a more detailed analysis,
we divided the dataset into five sections based on
article length, with Q1 representing the shortest
and Q5 the longest articles. The Onion group, pri-
marily consisting of fake news articles, tends to
feature shorter articles while maintaining consis-
tently high accuracy across the dataset. This trend
suggests that FMs may be more inclined to classify
shorter articles as fake news, indicating that Not
The Onion articles pose greater challenges for fake
news classification. We analyzed FMs’ decision-
making rationale to assess if they follow proper
reasoning steps with shorter articles, aiming to un-
derstand when and why they make incorrect con-
clusions. In this analysis, we observed that while
FMs generally take plausible steps, they encounter
difficulties with exceptional cases, as highlighted
in Figure 6 (highlighted in red, all models received
the same input for evaluation). The example is a
seemingly fake but real news story sourced from
Not The Onion. The article discusses the possibility
that, in the distant future, most people in Japan will
have the surname ’Sato’. All FMs incorrectly classi-
fied the news as fake, basing their judgment on the
unbelievable claim that "within the next 500 years,

nearly all people in Japan will share the same sur-
name." This implausible fact led them to categorize
the news as fake.

Model Zero-Shot ORCoT ORCoT+Few-Shot
Claude-3.5-Sonnet 71.00 69.58 85.93
Acc.(%) Gemini-1.5-Pro 83.97 87.81 91.91
GPT-40 80.70 89.88 94.74
Claude-3.5-Sonnet 67.21 70.21 88.85
Precision(%) Gemini-1.5-Pro 83.78 92.35 97.82
GPT-40 83.17 94.75 97.35
Claude-3.5-Sonnet 68.68 57.27 78.42
Recall(%) Gemini-1.5-Pro 79.96 79.94 84.18
GPT-40 76.04 84.03 91.76

Table 5: Results (%) of the news classification task.
Overall, the models exhibit strong performance in detect-
ing fake news. However, Claude-3.5-Sonnet performs
comparatively worse across all three prompt styles. Un-
like other FMs, it demonstrates similar effectiveness in
both Zero-Shot and ORCoT prompting styles.

Length of Article Model Q1 Q2 Q3 Q4 Q5
Claude-3.5-Sonnet  69.30 80.59 73.63 79.60  89.05
Not The Onion Acc.(%) Gemini-1.5-Pro 67.35 80.20 89.58 92.18  91.66
GPT-40 84.23 9042 9125 9625  96.68
Claude-3.5-Sonnet  78.22 83.87 98.79  99.59  99.59
Onion Acc.(%)  Gemini-15-Pro 9298 99.12 100.00 100.00 100.00
GPT-4o0 91.20 96.80 100.00 100.00 100.00

Table 6: Accuracy tended to decline with shorter articles.
To investigate this trend in more detail, we divided the
dataset into five sections based on article length, with
Q1 representing the shortest and Q5 the longest articles.
In Not The Onion, FMs often misclassified real short
articles as fake due to the common association between
shorter length and fake news. This tendency led to a
noticeable drop in performance. Despite the task being
a binary classification, Claude-3.5-Sonnet achieved only
69.30% accuracy.

4.5 Lyrics

Quantitative Results In the infilling task, as shown
in Table 7, FMs demonstrated poor performance. It
is clear that the FMs struggle to predict the masked
portions of lyrics classified as exceptional cases
by BERT. Notably, Claude-3.5-Sonnet refused to
respond due to safety concerns related to copyright



[Ground Truth] [Masked Part]
L= 87| 412 0h30I0F FUE AS E0 7iMe 2 Z gl 922 013 UX| tECt 7ML
S U7 21 0122 HAHFS MRS MRS SiFQ & 4 QUCHH 1 0t IO Afsier Wog
22 i B2 22(C} ol 30100 22] Sotel BIUE A2 FeiR 1 0l 2uiE 2
o SN BHE0R [GPT-4o Response]
L= 2i7| 412 0k30I0F S4I2 A5 1 JtMR 2 Z ol 222 0t3 /K| oi2ct 7ML
Ol LA 21 6428 H7|1 (Blank) AtHE SiF L & £ UCHH 2 40t QICHH Afstet k2
2 HH EHR J%i\'—} 2| stoted 22| gote] H|US AL FARH 1 Ho|x| o Zx|
SR WBATAR
L= 917] 412 0K20[0F =2 A2 1 7H4L 2 Z gl 9|22 0k UX| HECH ML
ST U 71 0128 H7A7IR QS S ARS SFIR B 4 ITHe 1 49 rkel Afstet &
stx|ofl 2 13 SAQ J2ict go| Aot Hulo] Sote] HUS MAL BPEolE= 1 Ho|
X 2lofl Zu|E 20N FE BHEOR

J

(English) Comparison of nfiling Task Outputs Across FMs

[Ground Truth] Masked Part
That's the thing you always say Cursin' me, trash my name | rained all over your
parade Yeah, I'm a candle in the wind I'll turn you out, I'll turn you in But | am the
girl I've always been, ah
[GPT-40 Response]
That's one thing you always say Cursin' me, callin' my name | rained all over your
parade Yeah, I'm a leaf in the wind I'll turn you out, then pull you in But | am the
girl I've always
[Gemini-1.5-Pro Response]
That's the same thing you always say Cursin' me, callin’ my name | rained all over
your parade Yeah, I'm a hurricane in the wind I'll turn you out, then reel you in But
| am the girl I've always been, ah

Figure 7: Examples from the infilling task. In the Korean dataset (left), GPT-40 correctly predicts some masked
sections (blue) but misses others (red), while Gemini-1.5-Pro generates plausible yet often inaccurate interpretations
(red). In the English dataset (right), both FMs frequently produce suboptimal responses, relying on common
expressions (red). Notably, Gemini-1.5-Pro occasionally outputs two tokens for a single masked section (e.g.,

predicting "the same" for "the"), compounding errors.

issues, making it impossible to include in the eval-
uation. Additionally, within the Korean dataset, we
observed a significant performance degradation in
Gemini-1.5-Pro compared to GPT-40. In the En-
glish description generation task, the overall scores
were low, as shown in Table 8. In the genre clas-
sification task, all models demonstrated stronger
performance in Korean than in English in the After
Cut-Off data, as shown in Table 9.

Infilling Result Baseline Model Zero-shot ORCoT ORCoT+Few-shot
" < Gemini-1.5-Pro 0.613 0.616 0.643
English - BERT Score(F1) GPT-do 0611 0.632 0.653
Gemini-1.5-Pro 0032 0.155 0324
Korean BERT Score(F1) GPT-40 0398 0.447 0.463

Table 7: The poor performance in the lyrics infilling
task suggests that FMs struggle to predict tokens in-
volving irregular and complex sentence structures, as
well as uncommon words. In the Korean dataset, there
is a significant performance drop in both FMs, further
supporting the observation that FMs face greater chal-
lenges with Korean songs compared to English ones.
Claude-3.5-Sonnet, however, declined to participate in
the evaluation due to safety concerns regarding copy-
right issues, thus excluding it from the analysis.

Qualitative Results In the infilling task, both FMs
underperform on the English dataset, often filling
masked sections with common phrases, leading to
suboptimal results. For example, Gemini-1.5-Pro
generated the same instead of the masked token
the, occasionally producing two tokens for a single
mask (see Figure 7). On the Korean dataset, FMs
also show subpar inference performance. While
GPT-40 successfully predicts some masked sec-
tions, it sometimes overlooks others entirely. Simi-
larly, Gemini-1.5-Pro provides contextually plausi-
ble interpretations but deviates significantly from
the ground truth. In the description generation task,
FMs misinterpret song lyrics, producing responses
that summarize or repeat the input rather than of-
fering deeper insights. In the genre classification
task, the disparity in unique genres—11 in Korean
and 58 in English—makes classification more chal-

lenging for the English dataset.

Description Generation Result Baseline Model Zero-Shot ORCoT ORCoT+Few-Shot

Before Cut-Off ROUGE-L (F1) Claude-3.5-Sonnet 0.107 0.135 0.157
Gemini-1.5-Pro 0.100 0.113 0.102

GPT-40 0.106 0.158 0.161

BERT Score (F1) Claude-3.5-Sonnet 0.049 0.041 0.071
Gemini-1.5-Pro -0.049 -0.039 -0.055

GPT-40 0.057 0.080 0.084

After Cut-Off ROUGE-L (F1) Claude-3.5-Sonnet 0.105 0.129 0.149
Gemini-1.5-Pro 0.104 0.119 0.112

GPT-40 0.113 0.162 0.163

BERT Score (F1) Claude-3.5-Sonnet -0.052 -0.066 -0.048
Gemini-1.5-Pro -0.066 -0.049 -0.058

GPT-40 0.098 0.115 0.118

Table 8: In the song description generation task, low
scores show FMs struggle to interpret lyrics. No signif-
icant differences in were found between "Before" and
"After" Cut-Off (Training cut-off); datasets. The Korean
task was not performed, as descriptions are only given
for album concepts, not individual songs.

Genre Classification Result Baseline Model  Zero-Shot ORCoT ORCoT+Few-Shot

English  Before Cut-Off Overlap Ratio _Claude-3.5-Sonnet 0.660 0.690 0.703
Gemini-1.5-Pro 0.214 0.218 0.306

GPT-40 0.594 0.610 0.620

After Cut-Off  Overlap Ratio _Claude-3.5-Sonnet 0.538 0.580 0.590
Gemini-1.5-Pro 0.405 0.429 0.550

GPT-40 0.474 0.497 0.509

Korean Before Cut-Off Overlap Ratio Claude-3.5-Sonnet 0.695 0.727 0.766
Gemini-1.5-Pro 0.619 0.581 0.609

GPT-40 0.642 0.665 0.733

After Cut-Off  Overlap Ratio _Claude-3.5-Sonnet 0.692 0.708 0.754
Gemini-1.5-Pro 0.503 0.665 0.673

GPT-40 0.668 0.690 0.750

Table 9: In the genre classification task, Claude-3.5-
Sonnet achieved the highest performance, followed by
GPT-40 and Gemini-1.5-Pro. After Cutoff, all models
performed better on Korean data than English, with
Claude and GPT showing significant differences be-
tween "Before" and "After" Cutoff (Training cut-off)
results in the English dataset.

5 Conclusion

This paper introduces a benchmark for evaluating
FMs on OQOD reasoning tasks. Our comprehen-
sive evaluation across text-only, image-only, and
multimodal tasks reveals a key failure mode: mod-
els over-rely on learned statistical priors, causing
initial perceptual errors that shatter the entire rea-
soning chain. We demonstrate that our proposed
ORCoT prompting strategy mitigates this by en-
forcing a causal analysis that prioritizes the data’s
internal logic, validating our approach against Zero-
Shot and ORCoT+Few-Shot techniques.



6 Limitation

This paper pioneers research into exceptional cases,
examining how FMs handle scenarios where they
typically underperform, thereby advancing toward
robust reasoning. We introduce benchmark datasets
across multiple modalities and tasks, focusing on
instance classification, ordering, text infilling, and
short-text generation. However, our benchmark
does not cover more complex tasks such as long-
form continuation, dialogue grounding, or inter-
active reasoning, which we leave as future work.
Al tools were used only to assist with language
editing; all scientific content was developed by the
authors.
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Supplementary Material for Benchmarking Foundation Models on
Exceptional Cases: Dataset Creation and Validation

A Experimental Setting

It has been observed that in certain atypical sce-
narios(Chen et al., 2024), FMs exhibit errors in
reasoning concerning the sequence of events. We
designed experiments using four different datasets
that feature various characters with multiple types
of tasks such as instance recognition, text genera-
tion, token prediction, and character recognition,
as described in Figure 2. In the experiments for
all four datasets, we conducted all experimental
tasks using GPT-40, Gemini-1.5-pro, and Claude-
3.5-Sonnet (Achiam et al., 2023; Team et al., 2023;
anthropic, 2024). We also propose ORCoT, a re-
vised version of CoT (Wei et al., 2022), to achieve
enhanced performance. We employed three prompt
styles—Zero-Shot (Kojima et al., 2022), ORCoT,
and ORCoT+Few-Shot (Brown et al., 2020)—to in-
vestigate how the accuracy of responses varies. The
API temperature setting is regulated to 0 in GPT-4o,
Claude-3.5-Sonnet, and 0.01 in Gemini-1.5-pro to
ensure consistent results.

B Graphic Novels

B.1 Experiments on Visual Storytelling
Images

Figure 8: Five randomly shuffled panels of real-world
photos depicting a short, real-life story.

In this task, the model was provided with shuf-
fled real-life story images (Figure 8) and instructed
to reconstruct the original sequence. While the
model successfully generated accurate descriptions
for each scene, it failed to determine the correct
order. As shown in Table 10, the resulting sequence
was often plausible and internally coherent, but did
not match the ground truth.

B.2 Task Details

We utilized graphic novels, which are rich in con-
tent and often depict exceptional cases, to test the
FMs’ understanding. The experiment involves short
story graphic novels: four-panel graphic novels
with shuffled sequences, where the task for the
FMs is to rearrange the panels into the correct or-
der. We selected Old Master Q Comics’ (Wong,
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Image Descriptions for ID Images

Image 1: A blue-and-white soccer ball is suspended mid-air above the roof’s edge.
Below it lie a black frisbee and a decorative golden plate. The clear sky suggests daylight.
This moment captures an object seemingly falling or being dislodged from the roof
it signals that some retrieval action is underway.
Tmage 2: A person stands barefoot in front of a house with a red door, arms extended upward.
Above them, a black-and-white soccer ball is descending. The person appears to be attempting a catch.
This scene reflects a mid-action moment where the object freed from the roof is about to be retrieved.
Tmage 3: A close-up of the roof shows only the black frisbee remaining. The other items—
bl d-white ball, black-and-white ball, and golden plate—are no longer present.
This indicates that the retrieval was successful and we're seeing the post-action state.

Image 4: The same person is now walking on the lawn, barefoot, next to the black-and-white soccer ball.
They appear relaxed and ready to play, with a red truck and garage in the background.
This signals the end of the sequence: the ball is recovered and back in use.

Image 5: Both soccer balls (black-and-white and blue-and-white), the frisbee, and the golden plate are all
stationary on the roof. This is a clear setup image, establishing the initial conflict
where multiple items are stuck and need to be retrieved.

Correct Order: [5, 1,2, 3,4]

Table 10: Detailed visual descriptions for the ID story
ordering task. The model’s predicted sequence, [5, 1, 2,
3, 4], deviates from the ground truth order of [1, 2, 3, 4,
5]. Notably, while the predicted sequence is incorrect,
it represents a plausible and internally coherent nar-
rative, highlighting a failure in identifying the specific
ground truth rather than a general inability to construct
a logical story.

1973-1989) for this purpose, as these graphic nov-
els revolve around comedy and typically have short
storylines. These present vividly exaggerated sto-
rylines that are seldom encountered by FMs.
Data Details: We collected the graphic novels
through web scraping and then segmented them
panel by panel using automated Python scripts. We
reviewed and excluded data entries that contained
unevenly sized panels to maintain consistency in
the dataset. This dataset allows us to evaluate the
extent to which the FMs comprehend the storyline.
To ensure an accurate assessment, we eliminate all
clues that provide information about the storyline,
including panel numbers and titles of the graphic
novel as shown in Figure 9.

Experiments Details: The API temperature set-
ting is adjusted to 0.01 for Gemini-1.5-Pro and 0
for GPT-4 to ensure consistent results. To generate
a concise answer, the model is instructed to out-
put the response solely in the format [1,2,3,4], as
shown in the blue text in Figure 10 (" Prompt’). We
set the ground truth order as [1,3,2,4] to automate
the task, given that the input images are shuffled,
as shown in (e) in Figure 10 (’In the code’). This
predetermined order allows us to verify whether
FMs produce the correct sequence. Additionally,
we demonstrate how the prompts were designed for
each style in E.1. Table 16. We design the random
shuffle experiment as follows.

1. Inform the FMs that the uploaded images rep-
resent parts of a story that have been shuffled and



consist of four images as shown in the blue letters
in Figure 10 CPrompt’). Instruct it to analyze all
the images and deduce the correct sequence.

2. Upload four images in a shuffled order, with each
image assigned an ID number as shown in (a), (b)
in Figure 10 (’In the code’).

3. The uploaded images are indexed, and the FMs
infers the correct order, subsequently outputting the
images in the proper indexed sequence as shown in
(c) in Figure 10 (’In the code’).

4. Using code, the indexed sequence is transformed
into a sequence of image ID numbers to obtain the
image order predicted by the FMs as shown in (d)
in Figure 10 (’In the code’).

5. Compare the predicted image order with the
ground truth order to determine accuracy as shown
in (e) in Figure 10 (’In the code’).

Original Graphic Novel

T ONE-RULLS-THREE

e 3 [

.

Figure 9: We remove clue-containing sections marked
by red boxes that help determine the correct storyline.
These sections were removed as shown by the blue
dotted line boxes in the ’Shuffled and Edited’ version.

The original Graphic Novel is shown on the
left, with clue-containing sections marked by red
boxes—these sections provide hints for determin-
ing the correct storyline. On the right, the *Shuffled
and Edited’ version displays the result after remov-
ing these sections, as indicated by the blue dotted
line boxes.

B.3 Task Result

We assessed the multimodal causal reasoning abil-
ities of FMs through a Random Shuffle task. We
hypothesize that if FMs can comprehend the story
lines through causal reasoning, it is likely to be
able to infer the correct sequence of panels when
presented with a randomly shuffied input. Based
on this hypothesis, we designed the random shuf-
fle task as shown in Figure 11. The highest per-
formance was observed in the ORCoT+Few-Shot
condition, followed by ORCoT and then Zero-Shot.
Interestingly, the Zero-Shot performance exceeded
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expectations, displaying an accuracy that was not
markedly lower than the other prompting styles.
There was some variation depending on whether
"Let’s think step by step’ was prompted before or
after the task images. In the case of ORCoT+Few-
Shot, the number of Few-Shot examples impacted
performance; with only one example, there was no
difference compared to ORCoT, but increasing the
examples to three resulted in a noticeable perfor-
mance improvement.

Random Shuffle Task

= /TN

Image 4

Image 3
GPT-40 Answer.[1,3,4,2]

Ground Truth.[1,4,3,2]

Figure 11: Example of the random shuffle task. The
original sequence is [1, 4, 3, 2], but GPT-40 produces
an incorrect result.

When the inferred order is completely cor-

rect: FMs occasionally makes mistakes in scene
descriptions, even when it derives correct answers.
For example, in Figure 12, GPT-40 describes a man
as ’kneeling and petting the dog, coaxing it out of
the doghouse,” whereas the actual scene is ’squat-
ting in front of the doghouse, putting a leash on the
dog.’
When the inferred order is completely incorrect:
FMs sometimes misidentify objects or misunder-
stand emotions. For instance, GPT-40 describes a
man pulling a tiger’s tail instead of removing an
arrow from its paw, refer to image 2 of Figure 13.

C Calligraphy

C.1 Task Details

Data Details: We preprocessed the dataset accord-
ing to three rules. First, we deleted images if their
resolution was too low or if they contained too
many letters that even a human could not recognize.
We set the threshold at 35 characters, as shown in
Figure 14, where 35 is an irregularly large num-
ber in the dataset. We observed that images with
more than 35 characters are visually challenging
for humans to recognize, so we excluded such im-
ages from evaluation. Second, we separated over-
lapping calligraphy in an image by applying bound-
ing boxes provided by the OCR API. Third, we
cropped out typographic elements such as signs
and watermarks that were deemed irrelevant to the



“ONCE AGAIN PLEASE!! respond with
format only: [1,2,3,4]"

A.11,4,2,3]

Q.“The uploaded images represent parts of a story that has been shuffled and consists
of 4 images. Arrange images in the correct order.”
“Respond with the list of numbers 1 to 4 in the following format only [1,2,3,4]"
the list of numbers 1 to 4

in the following

In the code

(a) Shuffled Order :
(b) Index [ i, 2

(c) (Index Order)GPT-40 Inference Result :
(d) (Image Order)GPT-40 Inference Result :
(e) (Image Order)The Ground Truth Order :

[ Image_1, Image_4, Image_3, Image_2 ]

3

[1,4,2,3](From API response)

[Image_1,
[Image_1,

4 1

Image_2, Image_3, Image 4]
Image_3, Image_2, Image_4]
2/4 = 0.5

7 Accuracy :

Figure 10: Description of the random shuffle experiment process: In the *Prompt’, all essential information is
provided, including the fact that all images are shuffled, that the four images are parts of a story, and the response
format. The ’Code’ section illustrates the task sequence from (a) to (e). (a) shows the shuffled input image order, (b)
is the index of the input image order, (c) is GPT-40’s response which is the inferred result, (d) is the transformation
from index order to image order, and (e) is the ground truth order used to calculate accuracy.

Completely Correct Order (Acc. 1.0)

[Shuffled Image Input]

Image 1

[GPT-40 Output with Descriptions]

"Let's analyze the images step by step to determine the correct order:

1. The first image shows the man approaching the doghouse with a leash.

2. The fourth image shows the man kneeling and petting the dog, likely coaxing it out of the doghouse.

3. The third image shows the man with the dog on a leash, standing outside the doghouse.

4. The second image shows the man walking the dog and its puppies.

So, the correct order is : Image 1, Image 4, Image 3, Image 2"

[Ground Truth : Image 1, Image 4, Image 3, Image 2] [GPT-4o Output : Image 1, Image 4, Image 3, Image 2]

J

Completely Incorrect Order (Acc. 0.0)

[Shuffied Image Input]

Image 2

Tmage 1

[GPT-40 Output with Descriptions]
To determine the correct order of the images, let's analyze the sequence of events:
The tiger is sitting against the tree, looking relaxed and content. (Image 3)
The man approaches the tiger with a gun, and the tiger looks startled. (Image 2)
The man and the tiger are in a struggle, with the man pulling the tiger's tail. (Image 1)
The man stands confidently with the tiger looking defeated, and the gun is on the ground. (Image 4)
So, the correct order is: Image 3, Image 2, Image 1, Image 4

[Ground Truth : Image 2, Image 1, Image 4, Image 3] [GPT-40 Output : Image 3, Image 2, Image 1, Image 4]

Figure 12: Correct Order Check: This example shows
that while GPT-40 can correctly order the images, it
sometimes lacks in scene description such as using mis-
matched verbs (highlighted in red).

calligraphy. An example of the preprocessed Ko-
rean calligraphy is shown in Figure 15. We gathered
692 calligraphy images through web crawling on
Pinterest and labeled them using an OCR API. Ty-
pos from the OCR API were manually corrected.
Experiments Details: The API temperature set-
ting is adjusted to 0.01 for Gemini-1.5-Pro and 0
for GPT-4 to ensure consistent results. Before word-
level evaluation, we removed punctuation and spe-
cial symbols from FM predictions and replaced \n’
with * ° due to ambiguous line breaks in the cal-
ligraphy. We used Word-level Accuracy, CER, and
WER, which are representative OCR metrics.

C.2 Task Result

The artistic nature of calligraphy sometimes leads
to unconventional representations in the dataset,
such as abbreviating ’spring day’ to ’spring d.” In
these cases, FMs tend to process 'd’ as a sepa-
rate element rather than part of the word, recog-
nizing only ’spring.” This tendency was more pro-
nounced in the ORCoT and ORCoT+Few-Shot
prompts compared to Zero-Shot. In the Zero-Shot
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Figure 13: Incorrect Order Check: In three of four im-
ages, GPT-4o provided incorrect character descriptions
and showed poor object recognition (highlighted in red).

scenario, the OCR task tends to prioritize the vi-
sual recognition of individual words over the holis-
tic meaning conveyed by the calligraphy, result-
ing in a higher frequency of typographical errors.
Conversely, the ORCoT and ORCoT+Few-Shot
approaches first interpret the overall meaning and
then perform OCR based on contextually relevant
words. Consequently, even when the output devi-
ates from the ground truth, it tends to generate
semantically similar words or words that are more
contextually fitting than the ground truth. As illus-
trated in Figure 16, the first calligraphy example
signifies “pray,” with the ground truth being > 7| &=
In the Zero-Shot scenario, GPT-40 recognizes it
as ’7] E.” which bears a close visual resemblance
but lacks semantic meaning. The ORCoT approach
interprets it as * 7] T}, which, although not aligning
with the ground truth, at least carries the mean-
ing ’to crawl.” Notably, the ORCoT+Few-Shot ap-
proach accurately identifies it as *7] &=, precisely
matching the ground truth.
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Figure 14: Length plot of Korean calligraphy images.
We determined that images with over 35 characters pre-
sented considerable visual recognition difficulties, even
for humans, prompting their exclusion from our evalua-
tion.

D Onion, Not The Onion

D.1 Task Details

Data Details: We performed web scraping on The
Onion website and Reddit’s Not The Onion section.
Following data collection, we implemented an ad-
ditional filtering process using Python scripts to
enhance the dataset’s sophistication. Specifically,
we automated the removal of instances where no
content was collected, where content was dupli-
cated, and where advertisements were included.
During preprocessing, we encountered valid data
with varying lengths, both long and short, that were
indeed written by humans. These instances repre-
sent qualitative news articles, so we chose not to
remove them to preserve the dataset’s integrity. As
a result, the mean and median text lengths are 2243
and 1433, respectively, leading to a left-skewed
distribution. A histogram illustrating text lengths
and category-specific statistics is presented in Fig-
ure 17. Through this process, we ensured that only
the title and content of the original news articles
influenced the FMs’ judgment during fake news de-
tection. This approach provided a reliable dataset,
allowing us to evaluate the impact of textual data
alone in fake news detection research. It contains
1,249 fake and 1,202 genuine articles from Jan 2021
to May 2024.

Experiments Details: Recent studies have demon-
strated that proper prompting can enhance the per-
formance of FMs (Kojima et al., 2022). In this
study, The default prompt simply asked the model
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Figure 15: Example of preprocessed Korean calligra-
phy. We removed typographic elements unrelated to
the calligraphy and automatically cropped overlapping
sections using bounding boxes detected by the OCR
APL

This figure illustrates the preprocessing of Korean
calligraphy. On the left, the original calligraphy is
shown with typographic elements unrelated to the
calligraphy removed. On the right, the edited and
cropped version is displayed, processed automati-
cally using bounding boxes detected by the OCR
APL

Comparison Between Prompts

"]5_-

Ground Truth Il ‘ZHoR upESlE AlEel’
Zero-Shot = ‘FHE CHEARE AlEtel’
ORCoT ‘7Ick ‘FEHOR mpELSQlE AR’

| ORCoT+Few-Shot ‘=’ ‘FHOR CHESSIE ARel’ |

Figure 16: Examples of comparisons of OCR task re-
sults between prompts on Korean calligraphy data in
GPT-4o.

to distinguish between fake news and real news. In
contrast, the ORCoT prompts instructed the model
to go through a step-by-step process of thinking
to determine fake news (Wei et al., 2022). In this
methodology, the model is instructed to take spe-
cific thought steps. Finally, we measured the per-
formance of the model for the Few-shot and OR-
CoT prompts by providing examples of fake news
and real news, as well as illustrating the judgment
process. Through these comparisons, we evaluated
the impact of various prompting methods on the
model’s ability to recognize fake news. The de-
tailed prompts are provided in Table 18. By dis-
tinguishing between fake news and real news, we
contribute to preventing social disruption and main-
taining the credibility of information.

D.2 Task Result

Overall, FMs exhibit high performance on Onion,
Not The Onion dataset as shown in Table 11, but we
observed a reduction in performance with relatively
short articles. As shown in Table 5, accuracy differ-
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Figure 17: Length plot of the preprocessed Onion and
Not the Onion news data.

Table 11: Comparison of performance metrics between
Gemini-1.5-Pro and GPT-4o0 across different settings.

Metric Model Zero-Shot ORCoT ORCoT+Few-Shot
Ace. Gemini-1.5-Pro 83.97 87.81 91.91
GPT-40 80.70 89.88 94.74
Precision Gemini-1.5-Pro 84.12 84.84 88.07
Onion GPT-40 78.70 86.14 92.49
Recall  Gemini-1.5-Pro 87.27 94.43 98.42
GPT-40 85.19 95.52 97.60
Fl-score Gemini-1.5-Pro 85.67 89.38 92.96
GPT-40 81.81 90.58 94.97
Precision Gemini-1.5-Pro 83.78 92.35 97.82
Not The Onion GPT-40 83.17 94.75 97.35
Recall  Gemini-1.5-Pro 79.96 79.94 84.18
GPT-40 76.04 84.03 91.76
Fl-score Gemini-1.5-Pro 81.82 85.70 90.49
GPT-40 79.44 89.07 94.48

ences based on article length reveal that accuracy
generally improves as article length increases. In
contrast, the Onion group, predominantly consist-
ing of fake news articles, typically features shorter
articles and maintains consistently high accuracy
across the dataset. This pattern suggests that FMs
may have a tendency to classify shorter articles
as fake news, highlighting the greater challenge
posed by Not The Onion in fake news classifica-
tion. Furthermore, we delve deeper into the ratio-
nale behind FMs’s decision-making process, par-
ticularly when encountering relatively short arti-
cles, to better understand the circumstances under
which FMs arrives at incorrect conclusions and
whether it follows appropriate steps in such cases.
In this approach, we observe that FMs generally
takes appropriate steps, many of which are plau-
sible. However, it is notable that FMs encounters
difficulties with exceptional cases, as highlighted
in Figure 18(marked in red). The article depicted
in this figure includes several extraordinary claims,
such as "Adidas urgently recalled the German na-
tional team jersey featuring the number 44 due to
its resemblance to symbols used by the German SS
division". To verify these claims, GPT-40 under-
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goes a validation process spanning from the sec-
ond to the fourth step. Despite employing a search
function in the fourth step, it fails to accurately
determine the veracity of the article. Overall, to
identify fake news, GPT-40 needs accurate causal
reasoning to classify instances within an article.
This makes the Onion, Not the Onion dataset a
splendid benchmark for verifying their reasoning
capabilities.

Reasoning Steps on Real News from Not The Onion (Article Length: Q1)

Step 1. **Source Evaluation**: The article mentions Adidas and the German Football Association (DFB), but it doesn't
provide direct citations from official statements or reliable news outlets. The mention of Bild, a known tabloid, is
notable but requires further verification from more credible sources.

Step 2. **Language Analysis**: The language used in the article is straightforward and factual. However, the claim about
banning the number 44 and the specific names allowed and disallowed seems highly unusual and sensational.

Step 3. **Consistency and Accuracy**: The claim that Adidas would ban a number due to its resemblance to Nazi
symbols is extraordinary and would likely be widely reported by major news outlets. The inconsistency in allowing
certain names while banning others also seems improbable and lacks internal logic.

Step 4. **Cross-Verification**: A quick search reveals no major news outlets confirming this specific claim about
Adidas and the number 44, Major changes to national team jerseys and policies would typically be well-documented
and reported by multiple credible sources,

Step 5. **Content Credibility**: The mix of factual elements (such as the existence of the number 44 and customization
options) with sensational and unverified claims (banning specific names) casts doubt on the article’s overall credibility.
The idea that Adidas would specifically allow certain controversial names while banning others is inconsistent with
corporate policies aimed at avoiding controversy.

Based on these steps, the claim lacks credible verification and logical consistency, suggesting the article is likely
fake. Inconsistent logic and lack of credible verification. (0) — GT (1)

Figure 18: An example where GPT-40, despite fol-
lowing appropriate reasoning steps, produces an in-
correct reasoning outcome due to an exceptional
case(highlighted in red).

Task Example GPT 40 Answers

Original Dataset

Genre Classification

Here is the list of unique genres.
Based on the lyrics provided,
identify the genre

Description Generation
Based on the lyrics provided, write
a brief description of the song.

Infilling
He said, “Are you serious? I've
tried, but | can't figure out
[MASK] been next to [MASK] all

pop, r&b

Lyrics:

He said, “Are you serious?
I've tried, but | can't figure
out -

This song delves into
themes of self-confidence
and empowerment -

« Title: Greedy

+ Artist: Tate McRae

+ Description: Greedy is a fun
and upbeat self-empowering
pop track that -

+ Genre: pop, dance pop, r&b

He said, "Are you serious?
I've tried, but | can't figure
out I've been next to you
all night and still don't

night [MASK] still don't know Know what you're -

what [MASK] -

Figure 19: Overview of the lyrics dataset: an example
of three different tasks and GPT-40’s responses.

E Lyrics
E.1 Task Details

Data Details: Although lyrics often contain po-
etic licenses and uncommon expressions such as
metaphors, song lyrics still allow for meaningful
inference as one of the main literary genres. To eval-
uate the robustness of reasoning capabilities in FMs
when dealing with exceptional data like lyrics, we
constructed a dataset using song lyrics. The English
dataset was sourced from the Billboard Year-End
Chart (1990-2023) for the Before Cut-Off period
and entries from January to April 2024 for the After
Cut-Off period, reflecting the FMs training cutoff
date. Similarly, the Korean dataset was sourced
from Melon. After preprocessing, the dataset con-
tained 1,811 English and 2,363 Korean entries. We



assess FMs’ comprehension of song lyrics through
three tasks: genre detection, song description gen-
eration, and infilling as shown in Figure 19. For the
infilling task, we used a pre-trained BERT model
to anticipate the masked parts and removed non-
exceptional data. Entries with BERT scores exceed-
ing a 0.9 threshold were excluded, as high semantic
similarity indicated non-exceptional content. When
collecting the dataset, we divided it into two parts:
“yearly’ and weekly.” The yearly dataset comprises
data from before the FMs cut-off date (before the
end of 2023), while the weekly dataset includes
data from after the cut-off date (after the end of
2023). For the English dataset, after collecting the
title and artist of each song, we removed duplicate
entries—only removing a song if both the title and
artist were identical, as different songs can share
the same title. We then generated links to the Ge-
nius site to obtain the lyrics and descriptions of the
songs. This process involved removing strings fol-
lowing ’featuring’ and modifying characters such
as brackets and Latin alphabets. If it was impos-
sible to retrieve any of the descriptions, genre, or
lyrics due to link generation errors or unavailabil-
ity on the site, we excluded the song. Additionally,
songs with non-English lyrics were also removed.
To ensure that the weekly dataset contained only
data that the FMs had not previously encountered,
any song appearing in both the weekly and yearly
data was excluded from the weekly dataset. For
the genre detection task in English, we streamlined
the genre list by removing infrequent genres. After
consolidating all genre lists, we excluded genres
with fewer than 10 occurrences, resulting in a fi-
nal list of 58 unique genres and a dataset of 1,811
songs. A similar process was applied to both the
English and Korean datasets. However, for the Ko-
rean dataset, non-Korean lyrics were not removed
due to their high frequency, and genre cleaning
was not performed because the dataset contained
fewer genre categories. Notably, no songs were ex-
cluded during the crawling of lyrics, descriptions,
or genres in the Korean dataset, as all song informa-
tion was sourced from Melon, unlike the English
dataset, which compiled data from multiple sites.
The specific number of remaining data at each step
is summarized in Table 12.

Experiments Details: We employed several met-
rics for precise testing, including BERT Score and
ROUGE, which are well-known, as well as Exact
Match and Overlap Ratio, specifically utilized for
this dataset as shown in Table 13. An Exact Match
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Table 12: During the collection of song data, various
criteria were used to remove certain songs, as detailed
in the first column of the table. Numbers in each blocks
denotes the number of remaining data after each step. X
indicates that the dataset did not go through that step.

English Korean
Before Cut-Off  After Cut-Off Before Cut-Off  After Cut-Off
1700 1700
353 304

Total

Delete duplicate songs
Lyrics and Description
crawling

Genre crawling

Remove Multilingual
Remove duplicate between
yearly and weekly
Cleaning Genre

Final

246 304

139
131

304
X

121 176

X
176

108
108

Table 13: Evaluation metric of each task using lyrics.
Empty block denotes that we did not used the data for
the corresponding task.

Genre Description Lyrics
Classification ~ Generation Infilling
Korean Before Cut-Off :g::i]taffl:izgo
Atler Cut O L eh CBERT Seor
English Before Cut-Off ig)\(:;ialskiz;:o iggll:"l"chore
Ater CutOIF e ~BERT Seore - BERT Seore

score assigns a value of 1 if the predicted genre
matches the original genre. The Overlap Ratio mea-
sures similarity based on shared elements. The F1
score reflects the extent of overlap between the gen-
erated answer and the ground truth. Recall scores
were used to confirm whether the original lyrics
were present within the words generated by the
FMs. The model is instructed to generate answers
in specific formats: for the Genre classification task,
"Genre: the output"; for the song description gen-
eration task, "Description: the output"; and for the
infilling task, FMs should provide the complete
lyrics, including the predicted masked part. Addi-
tional details about the prompts are in Appendix
F4

Genre classification: We design the genre classifi-
cation task as follow:

1. A unique genre list was created by concatenating
all possible genres and removing entries with fewer
than 10 occurrences. This reduced the size of the
genre lists and removed datasets with no genres.
2. We conducted separate experiments on the Be-
fore Cut-Off dataset, which includes data from
1990 to 2023, and the After Cut-Off dataset, cover-
ing January to April 2024. This was done to deter-
mine if there is a performance difference between
the periods that FMs has been trained on and those
it has not.



3. FMs was then asked to select the most likely
genre(s) based on the provided lyrics.

4. For the zero-shot approach, FMs generated the
output directly. For the ORCoT and ORCoT+Few-
shot prompts, FMs was instructed to think in align-
ment with the lyrics.

Description generation: We design the descrip-
tion generation task as follow:

1. FMs was asked to generate a song description
based on the provided lyrics.

2. We conducted separate experiments on the seen
dataset, which includes data from 1990 to 2023,
and the unseen dataset, covering January to April
2024. This was done to determine if there is a per-
formance difference between the periods that FMs
has been trained on and those it has not.

3. Since many ground truth song descriptions in-
cluded additional information about the song (e.g.,
interviews, messages to fans, or musical features),
for the ORCoT and ORCoT+Few-shot prompts, we
included instructions for FMs to add possible artist
names, title names, and musical features.
Infilling: We design the infilling task as follow:

1. For the English seen and unseen datasets, mask-
ing was performed based on both word and to-
ken criteria to determine which masking technique
would be more challenging.

2. Using BERT, we compared the two masking
methods: the average score for word-based mask-
ing was lower, so we decided to use the word-based
masking dataset

3. The Korean unseen dataset was also masked
based on words, without the process described in
step 1. 4. The infilling task was performed on the
Korean and English datasets using BERT.

5. The results from step 4 were evaluated using the
BERT score. Data with scores exceeding 0.9 were
removed.

6. After step 5, the remaining data was used to
perform the infilling task with FMs. Due to FMs’s
safety issues, only the After Cut-Off dataset was
used.

E.2 Task Result

In 2.Experiments and Results, we discussed the
infilling task. Here, we focus on the genre classifi-
cation and song description generation tasks.

Genre Classification: In the genre classification
task, the difference in the number of unique gen-
res between the English and Korean datasets in-
fluenced the results: 11 genres in Korean and 58
in English. This made the task more challenging
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for the English dataset, leading to FMs struggling
more with the English data than the Korean data,
as shown in Table 14.

Table 14: Results of the genre classification task, GPT-
4o generally outperforms Gemini-1.5-Pro across the
entire dataset. Interestingly, after the cut-off, both base-
line models showed better performance in Korean than
in English.

Model
Gemini-1.5-Pro
GPT-40
Gemini-1.5-Pro
GPT-40
Gemini-1.5-Pro
GPT-40
Gemini-1.5-Pro
GPT-40
Gemini-1.5-Pro
GPT-40
Gemini-1.5-Pro
GPT-40
Gemini-1.5-Pro
GPT-40
Gemini-1.5-Pro
GPT-40

Zero-Shot  ORCoT ORCoT+Few-Shot
0.214 0.218 0.306
0.594 0.610 0.620
0.306 0316 0.434
0.758 0.774 0.781
0.405 0.429 0.550
0.474 0.497 0.509
0.486 0.514 0.657
0.671 0.671 0.677
0.619 0.581 0.609
0.642 0.665 0.733
0.652 0.615 0.642
0.676 0.698 0.752
0.503 0.665 0.673
0.668 0.690 0.750
0.538 0.710 0.713
0.710 0.733 0.776

Overlap Ratio
Before Cut-Off
Exact Match

English
Overlap Ratio

After Cut-Off
Exact Match

Overlap Ratio
Before Cut-Off
Exact Match

Korean

Overlap Ratio
After Cut-Off
Exact Match

Description Generation: In the description genera-
tion task, the overall scores are poor, indicating that
FMs struggle to accurately understand the meaning
of song lyrics as shown in Table 15. As illustrated
in Figure 20, the song discusses ’enduring difficult
times with loved ones,” while GPT-40 describes
it as ’dealing with a problematic relationship and
addictive emotions.

Table 15: Description generation task for English songs.
The low overall score shows FMs wrestle with under-
standing the meaning of lyrics.

Zero-Shot ORCoT ORCoT+Few-Shot
0.347 0.322 0.321

Gemini-1.5-Pro

ROUGE-1(P) GPT-do 0384 0351 0.356
ROUGE- (R g o™ 10148
ROUGE-1 (F) g o 103031
ROUGEL (B e oo 02
Before Cut-Of  ROUGEL (R) —mimilsPro 0073 0.9 o148
ROUGEL (F) e 015061
BERT Score (P) Gem(;';—-rl_ffm 3(1)57 35&; 3:(332
emini-1.5- . 032 -
BERT Score (R) Cem(;';'[‘{fopm ggfi 8_(1);9 3(]];;2
sy S L
R ] 2
ROUGE (1) g s
ROUGE-1 (R) Ge":;',','}{ffm 3if3 3253 8:;:2
ROUGE-1 (FI) S ol 5 028z
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Comparing Song Description Generation Output

[Song Description: Ground Truth]

“Lose Control” is the second track on I've Tried Everything But Therapy by Teddy Swims.
Swims uses this song to take everything off his shoulders- losing himself and all control when
everything starts caving in; the only way to escape is being with that specific person.

&J Song about Enduring difficult times with loved ones

[Song Description: GPT-40 Output]

“Lose Control" by Nessa Barrett is about the intense emotional turmoil and dependency one
feels in a relationship. The lyrics convey a sense of losing oneself and falling apart when the
partner is not around, highlighting the addictive and problematic nature of their connection.
The song captures the struggle of wanting to be independent but being irresistibly drawn to
the other person.

&J Song about Dealing with a problematic relationship and addictive emotions

Figure 20: In the description generation task, It is ev-
ident that FMs does not accurately comprehend song
lyrics. In the example, unlike the ground truth, which
refers to "enduring difficult times with loved ones,” GPT-
40 generated content describing ’dealing with a prob-
lematic relationship and addictive emotions.’
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F Prompts

F.1 Graphic Novels

Table 16: The description of each prompt style is provided. We assigned a response format to FMs twice because, in
Zero-Shot, the variation in responses is too broad, causing FMs to occasionally break the response format rule. In
ORCoT+Zero-Shot, we utilized the simplest ORCoT style because it achieved the best score compared to the more
detailed ORCoT version (Table 9.). In ORCoT+Few-Shot, we used three different examples. The performance was

insufficient when using only one or two examples.

Graphic Novels

Example Prompt
Input : “The uploaded images represent parts of a story that has been shuffled and consists of 4 images."
"Arrange images in the correct order.”
“Respond with the list of numbers 1 to 4 in the following format only [1,2,3,4]”

Zero-Shot “ONCE AGAIN!!! PLEASE!! respond with the list of numbers 1 to 4 in the following format only: [1,2,3,4]"

(Task Images)
Output: A.

ORCoT + Zero-Shot

Input : Q. “The uploaded images represent parts of a story that has been shuffled and consists of 4 images."
"Arrange images in the correct order.”
IMPORTANT: Respond ONLY with the list of numbers 1 to 4 in this format: [1, 2, 3, 4].

(Task Images)

A. Let’s think step by step.

1. Initial Observation: Look at the comic image for a moment. What stands out to you immediately?
2. Setting Description: Describe the setting. Where does the scene take place?

Include details about the background and environment.

3. Character Identification: Who are the characters in the image?

Describe their appearance and any notable features.

4. Actions and Interactions: What are the characters doing?

Describe their actions and how they interact with each other.

5. Text Elements: What text elements are present?

What are the characters saying or thinking, and how does this contribute to the scene?

6. Emotional Tone and Atmosphere: What is the emotional tone of the scene?

Describe the mood and emotions conveyed by the characters and setting.

7. Context and Story Progression: What do you think happened before this scene, and what might happen next?
How does this image fit into the larger story?

8. Summary and Interpretation: Summarize your description.

What is the key aspect of this comic image, and what theme or message does it convey?

By these logical steps, the correct order of the images is:
Output: A. The correct order is

ORCoT + Few-Shot

Input : Q. “The uploaded images represent parts of a story that has been shuffled and consists of 4 images."
"Arrange images in the correct order.”
IMPORTANT: Respond ONLY with the list of numbers 1 to 4 in this format: [1, 2, 3, 4].

“The First, Example:”:

(1st Example Images)
A. “Let’s think step by step.
(Same as ORCoT+Zero-Shot)

Output: A.The correct order is [1,2,3,4]”
“The Second, Example:”:

(2nd Example Images)

A. “Let’s think step by step.
(Same as 1st)

The correct order is [1,2,3,4]”

“The Third, Example:”:

(3rd Example Images)

A. “Let’s think step by step.
(Same as 1st)

The correct order is [1,2,3,4]”

Q. “The uploaded images represent parts of a story that has been shuffled and consists of 4 images."
"Arrange images in the correct order.”
IMPORTANT: Respond ONLY with the list of numbers 1 to 4 in this format: [1, 2, 3, 4].

(Task Images)

Output: A. Let’s think step by step.
(Same as 1st)

The correct order is
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F.2 Calligraphy

Table 17: Korean Calligraphy Prompt: For the ORCoT+Few shot prompt, We utilized two examples but only one
example is listed in the paper because it was too long to attach. The full prompt can be seen in GitHub.

Dataset Name

Example Prompt

Input : One korean calligraphy image
Prompt : "What are the all Korean characters in the image?
Zero-Shot Make sure that your answer only includes the result of the OCR without translating.

You don’t need to describe the processing steps."

Output: Only OCR result text

Input : One korean calligraphy image

Prompt : "The image uploaded is Korean calligraphy with illustration.
Transcribe the letters in the uploaded image.

Solve it with following steps.

1. Identify the start and end of the sentence.

Check if there are any line breaks in the middle of the sentence.

2. Split the recognized text into individual words.

Combine the split words based on the context to form a coherent sentence.

3. Analyze the context to infer the meaning of the handwriting. Correct typos by
comparing them with similar words and choosing the correct one.

4. Perform grammar and spelling checks to verify the recognized sentence.
Ensure that the sentence flows naturally and makes sense.

Don’t describe your steps. Just answer the result of the OCR without translating."

ORCoT + Zero-Shot

Output: Only OCR Result text

Input : One korean calligraphy image

Prompt : "Below are examples of OCR task.
I'll show image first and explain step-by-step how to extract text from the image."

Examplel: examplel image

"Stepl: Identify the start and end of the sentence. Check if there are any line breaks in the middle of the sentence.
Identify that the sentence starts with *H}2}=7]" and ends with ¢+ 12} ?
Step2: Split into words and translate each word in English
and identify any typos based on the context.: HF2}=7] (What I hope for) -3t (infinitely) & ¢10] (endlessly) W 2]= (falling) 7|
(particle, indicating ’is’) ©Fd 7] (is not) Autt (Typo: misidentified word, Correct: € vt Translation: how much)
t}ag el ] (fortunately) =2} (I don’t know) QF12? (isn’t it?)
Step3: Correct the typos by comparing each word with similar words
and combine the corrected words to form a coherent sentence.:
>Aut} should be *dutry’, "7 @2’ should be *SF 12 ?
Step4: Combine based on context:
ORCoT + Few-Shot HEER=A By Tglo] Yee A ofd Al duut to8d Q1 %] Zaf ¢t 12?2 There is no weird word to use.
Step5: Analyze the context to infer the meaning of the handwriting.
Correct any misrecognized words by comparing them with similar words and choosing the correct one.
Infer the context: The sentence talks about how fortunate it is that something is not happening endlessly.
Correct any misrecognized words: > Bt} should be * gL}
Step6: Perform grammar and spelling checks to verify the recognized sentence.
Ensure that the sentence flows naturally and makes sense. Check grammar and spelling:
Ensure "HigH=A] 7514 Eglo] 2= A obd A duft oFaf el #] Z2} o127 is grammatically correct and makes sense.
Ensure the sentence flows naturally and the meaning is clear."

prompt: "Now, please perform an OCR task on the following image like the example.
The image is Korean calligraphy with an illustration.

Transcribe the letters in the picture with a step-by-step explanation of your reasoning.
But Don’t describe your steps. Just answer the result of the OCR without translating."

Output: Only OCR Result text
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F.3 Onion Not The Onion

Table 18: We provided examples of prompts used to detect fake news, focusing on the implementation of ORCoT
reasoning. We presented a structured approach that outlines the steps a FMs considers when analyzing and
concluding whether a news story is fake or real. Lastly, this method involves a few-shot learning technique where
examples of fake news and real news are given alongside rationales.

Onion, Not The Onion

Example Prompt

Input : A News article and Title
Prompt: The uploaded text is one of the articles that may be real or fake.
Zero Shot Please Answer whether below article is fake or real.
Say nothing but the number 0 or 1. i.e. Answer 1 if you think the article is real,
answer 0 if you think it is fake
Output: (0 || 1)

Input : A News article and Title

The uploaded text is one of the articles that may be real or fake.Please Answer whether below article is fake or real.
Give a 20-character rationale for why you think that way, and output a 0 and 1 at the end of the sentence.

To Solve this, You have to think step by step.

The first step in identifying fake news is evaluating the reliability of the information source.

Well-known and verified news organizations are generally more reliable,

and their reports can be trusted more than unverified sources.

In addition to source reliability, look at the language used in the content.

Fake news often uses sensational or exaggerated language designed to elicit an emotional response.

It is also important to check for consistency and accuracy in the information presented;

fake news typically includes claims that are either unverified or clearly false.

Another critical step is cross-verification,where check if the same claims are reported by multiple trusted sources.
i.e. rationale + answer 1 if you think the article is real, rationale + answer 0 if you think it is fake.

Must Keep in mind that the end of a sentence should end with either O or 1

Output: (rationales + (0]|1))

ORCoT + Zero Shot

Input : A News article and Title
The uploaded text is one of the articles that may be real or fake.Please Answer whether below article is fake or real.
Give a 20-character rationale for why you think that way, and output a 0 and 1 at the end of the sentence.
To Solve this, You have to think step by step.
The first step in identifying fake news is evaluating the reliability of the information source.
Well-known and verified news organizations are generally more reliable,
and their reports can be trusted more than unverified sources.
In addition to source reliability, look at the language used in the content.
ORCoT + few Shot ~ Fake news often uses sensational or exaggerated language designed to elicit an emotional response.
It is also important to check for consistency and accuracy in the information presented;
fake news typically includes claims that are either unverified or clearly false.
Another critical step is cross-verification,where check if the same claims are reported by multiple trusted sources.
See the example below. i.e. rationale + answer 1 if you think the article is real, rationale + answer 0 if you think it is fake.
Must Keep in mind that the end of a sentence should end with either O or 1
Example: we provided one fake news story from The Onion and one real news story from Reddit’s Not the Onion.
Additionally, rather than merely presenting the news,
we included examples of the rationales we derived for the two news stories, following the same prompting method.
Output: (rationales + (0]|1))
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F4 Lyrics

English Genre Classification

Table 19: Prompt for English genre classification task

Lyrics

Example Prompt
Input : Lyrics
Prompt : Here is a list of unique music genres: [’genre list str’].
Say nothing but the Genre as Genre: the output.

Zero-Shot

Output example: Genre: [pop, r&b, hip hop].
Lyrics: ’lyrics’

Output: Genre: the output

ORCOoT + Zero-Shot

Input : Lyrics

Prompt : You are a music genre classifier that analyzes lyrics by reasoning about their thematic content,
word choice, rthythm, and stylistic elements. Given a list of unique music genres: [’ genre list str’],

infer the most appropriate genre(s) based on the provided lyrics.

Carefully consider the tone, vocabulary, flow, and subject matter.

Based on the lyrics provided, identify the genres.

Say nothing but the Genre as Genre: the output. Output example: Genre: [pop, r&b, hip hop].

Lyrics: ’lyrics’

Output: Genre: the output

ORCoT + Few-Shot

Input : Lyrics
Prompt : (Same as ORCoT+Zero-Shot)
Here is a list of unique music genres: [’ genre list str’].

Example Lyrics:

And she spoke words that would melt in your hands
And she spoke words of wisdom

To the basement, people, to the basement

Many surprises await you

In the basement, people, in the basement

You hid there last time, you know we’re gonna find you
Sick in the car seat, ’cause you’re not up to going

Out on the main streets, completing your mission

You hid there last time, you know we’re gonna find you
Sick in the car seat, ’cause you’re not up to going

Out on the main streets, completing your mission

Example Description: indie pop

Now, based on the lyrics provided, identify the genres.
Say nothing but the Genre as Genre: the output.
Output example: Genre: [pop, r&b, hip hop].

Lyrics: ’lyrics’

Output: Genre: the output
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Korean Genre Classification

Table 20: Prompt for Korean genre classification task

Lyrics
Example Prompt

Input : Lyrics

Prompt : Here is a list of unique music genres: [’genre list str’].
Zero-Shot Say nothing but the Genre as Genre: the output.

Output example: Genre: [F2tE, HA, /.
Lyrics: ’lyrics’

Output: Genre: the output

ORCOoT + Zero-Shot

Input : Lyrics

Prompt : You are a music genre classifier that analyzes lyrics by reasoning about their thematic content,
word choice, rthythm, and stylistic elements. Given a list of unique music genres: [’genre list str’],

infer the most appropriate genre(s) based on the provided lyrics.

Carefully consider the tone, vocabulary, flow, and subject matter.

Based on the lyrics provided, identify the genres.

Say nothing but the Genre as Genre: the output.

Output example: Genre: [F2tE, HA, /.

Lyrics: ’lyrics’

Output: Genre: the output

ORCoT + Few-Shot

Input : Lyrics
Prompt : (Same as ORCoT+Zero-Shot)
Here is a list of unique music genres: [’ genre list str’].

Example Lyrics:

A5 2d YAz @9 1dof

A B AN

728 B2} ol 2

6| T urE gl

Iz W ot g

afjol Tofet Teighd U

=T LH \:ﬂ—oﬂ /\u:]E;J\_

i AE YU

%i A *ﬂ% éoﬂ

o) Azve] 7 A 2
olAlE HAZ ke
AAYAE 7152 gl
a4 &= & FotEA e’
Example Description: Wzt =, =] = 2haf
Now, based on the lyrics provided, identify the genres.
Say nothing but the Genre as Genre: the output.
Output example: Genre: [Z2t=, WA, /g1 8.

Lyrics: ’lyrics’

Output: Genre: the output
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English Song Description Generation

Table 21: Prompt for English song description generation task

Lyrics
Example Prompt
Input : Lyrics
Zero-Shot Prompt : Say nothing but the Description as Description: the output

Output example: Description: The song explores themes of love and heartbreak.
Lyrics: "lyrics’

Output: Description: the output

Input : Lyrics

Prompt : Based on the provided lyrics, write a brief description of the song.

Include the possible song title and artist name in the description.

Say nothing but the Description as Description: the output

Output example: Description: Honeymoon Avenue by Ariana Grande is about knowing you are at the end of a relationship
and wishing it could not be the end and go back to the beginning and start over.

ORCoT + Zero-Shot

Output: Description: the output

Input : Lyrics

Prompt :

Example Lyrics: I'd like to say we gave it a try

I'd like to blame it all on life

Maybe we just weren’t right

But that’s a lie, that’s a lie

And we can deny it as much as we want

But in time, our feelings will show

*Cause sooner or later, we’ll wonder why we gave up
The truth is everyone knows, oh

Almost, almost is never enough

So close to being in love

If I would have known that you wanted me the way I wanted you
Then maybe we wouldn’t be two worlds apart (Ah)
But right here in each other’s arms

And we almost, we almost knew what love was

But almost is never enough (Ah)

If I could change the world overnight (Ah)

There’d be no such thing as goodbye (Ah)

You’d be standing right where you were (Ah)

And we’d get the chance we deserve, oh (Ah)

See upcoming pop shows

Get tickets for your favorite artists

Try to deny it as much as you want

But in time, our feelings will show (Ah)

*Cause sooner or later, we’ll wonder why we gave up
The truth is everyone knows (Ah)

ORCoT + Few-Shot

Example Description: On the collaborative track “Almost Is Never Enough,” Ariana Grande & Nathan Sykes play a couple who had a relationship that hadn’t gone right.

Ariana would like to say things were going well but she knows that’s a lie and like the title states, almost is never enough to make the relationship work; you need to put full effort in.
Both of them state that they didn’t feel the relationship while in it, but the mood of the song and lyrics suggest that they both want to either reconnect or they simply just miss better times.
At the time of the song’s release, Nathan and Ariana were dating. Unfortunately, their relationship ended a few months later.

Now, based on the provided lyrics, write a brief description of the song.

Include the possible song title and artist name in the description.

Say nothing but the Description as Description: the output

Output example: Description: Honeymoon Avenue by Ariana Grande is about knowing you are at the end of a relationship
and wishing it could not be the end and go back to the beginning and start over.

Output: Description: the output
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English Song Infilling

Table 22: Prompt for English lyrics infilling task. Examples in ORCoT+Few-shot are composed of data removed
during BERT testing.

Lyrics Infilling Task
Example Prompt
Input : Masked lyrics
Prompt : You are a powerful language model. Fill in the blanks in the following text with appropriate words.
Zero-Shot The text is a part of a song with certain words masked by [MASK].

Lyrics: "lyrics
Say nothing but the filled lyrics as "Filled lyrics: the output’.
Output example: Filled lyrics: "I know this pain (I know this pain) why do you lock yourself up in these chains? (these chains). ..

Output: Filled lyrics: the output

Input : Lyrics

Prompt : You are a powerful language model. Fill in the blanks in the following text with appropriate words.The text is a part of a song with certain words masked by [MASK].
For each blank, think step by step about the context and meaning of the surrounding text before choosing the word.

To do this, follow these steps:

a. Carefully read and analysis the lyrics.

b-1. Check the entire lyrics to see if there are any repeating parts.

b-2. If repeating parts exist, replace the [MASK] with the corresponding word.

c-1. Make the list of possible words for the masked part.

c-2. Select a suitable word from the candidate list.

c-3. Replace [MASK] with the word that you selected.

Lyrics: "lyrics

Step-by-step reasoning and filled lyrics as ’Filled lyrics: the output’.

Say nothing but the filled lyrics as "Filled lyrics: the output’.

Output example: Filled lyrics: "I know this pain (I know this pain) why do you lock yourself up in these chains? (these chains). ..

ORCOT + Zero-Shot

Output: Filled lyrics: the output

Input : Lyrics

Prompt :

You are a powerful language model. Fill in the blanks in the following text with appropriate words. The text is a part of a song with certain words masked by [MASK].
For each blank, think step by step about the context and meaning of the surrounding text before choosing the word.
To do this, follow these steps:

a. Carefully read and analysis the lyrics.

b-1. Check the entire lyrics to see if there are any repeating parts.

b-2. If repeating parts exist, replace the [MASK] with the corresponding word.

c-1. Make the list of possible words for the masked part.

c-2. Select a suitable word from the candidate list.

c-3. Replace [MASK] with the word that you selected.

Example:

Lyrics:

Rotgut whiskey’s gonna ease my mind Beach [MASK] rests on the dryin’ line

Do I remind you of your daddy in his '88 Ford? Labrador [MASK] out the passenger door

The sand from your hair is blowin’ in my eyes [MASK] it on [MASK] [MASK] grown men
ORCoT + Few-Shot don’t cry [MASK] [MASK] remember that beat down basement couch?

I'd sing [MASK] my love songs [MASK] you’d tell me about

How your mama [MASK] off and pawned her ring [MASK] remember,

T remember everything

Filled lyrics:

Rotgut whiskey’s gonna ease my mind Beach towel rests on the dryin’ line

Do I remind you of your daddy in his 88 Ford? Labrador hangin’ out the passenger door

The sand from your hair is blowin’ in my eyes Blame it on the beach, grown men

don’t cry Do you remember that beat down basement couch?

I'd sing you my love songs and you’d tell me about

How your mama ran off and pawned her ring I remember,

I remember everything

Now, based on the provided lyrics, fill in the blanks with appropriate words.

Lyrics: "lyrics

Step-by-step reasoning and filled lyrics as ’Filled lyrics: the output’.

Say nothing but the filled lyrics as "Filled lyrics: the output’.

Output example: Filled lyrics: "T know this pain (I know this pain) why do you lock yourself up in these chains? (these chains).. .
Output: Filled lyrics: the output
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Korean Song Infilling task

Table 23: ORCoT+Few-shot Prompt for Korean lyrics infilling task.

Example Prompt

Input : Masked lyrics

Prompt : You are a powerful language model. Fill in the blanks in the following text with appropriate words.
The text is a part of a song with certain words masked by [MASK].
Zero-Shot Lyrics: "lyrics
Say nothing but the filled lyrics as *Filled lyrics: the output’.
Output example: Filled lyrics: *I know this pain (I know this pain) why do you lock yourself up in these chains? (these chains). ..

Output: Filled lyrics: the output

Input : Lyrics

Prompt : You are a powerful language model. Fill in the blanks in the following text with appropriate words.
The text is a part of a song with certain words masked by [MASK].
For each blank, think step by step about the context and meaning of the surrounding text before choosing the word.
To do this, follow these steps:
a. Carefully read and analysis the lyrics.
b-1. Check the entire lyrics to see if there are any repeating parts.
ORCoT + Zero-Shot  b-2. If repeating parts exist, replace the [MASK] with the corresponding word.
c-1. Make the list of possible words for the masked part.
c-2. Select a suitable word from the candidate list.
c-3. Replace [MASK] with the word that you selected.
Lyrics: *lyrics
Step-by-step reasoning and filled lyrics as "Filled lyrics: the output’.
Say nothing but the filled lyrics as *Filled lyrics: the output’.
Output example: Filled lyrics: "I know this pain (I know this pain) why do you lock yourself up in these chains? (these chains). ..

Output: Filled lyrics: the output

Input : Lyrics

Prompt :

You are a powerful language model. Fill in the blanks in the following text with appropriate words.
The text is a part of a song with certain words masked by [MASK].

For each blank, think step by step about the context and meaning of the surrounding text before choosing the word.
To do this, follow these steps:

a. Carefully read and analysis the lyrics.

b-1. Check the entire lyrics to see if there are any repeating parts.

b-2. If repeating parts exist, replace the [MASK] with the corresponding word.

c-1. Make the list of possible words for the masked part.

c-2. Select a suitable word from the candidate list.

c-3. Replace [MASK] with the word that you selected.

Example:
ORCoT + Few-Shot  Lyrics:
Aol -gete] Alo] Qlrh TETHL ol T Alo] A A4 5] Language 237} B-go] Patt Al 7 Music
o] o FH = [MASK] QIthH [MASK] A5 E &= oFF 21k 217 v 9 W7} B2 = Ao o] & &5 [MASK] %10 We [MASK] mix it up right
Sugar and spice Brass sound and guitar 4] [MASK] t} W} [MASK] g% 2] EF Y o] 5217}
o)A =35 Y& 29I A ™7 [MASK] [MASK] Drum bass Piano [MASK]
Filled lyrics:
Al7gell &ete] Aol ok agfehar Qtolaeal o] 51 M| A -5 2] Language AH-23} 5ol @t A §le 2 Music
Zo] ¢k Fol Foto] Yot -2l AFFEHE ofF A AT Yo 7h RE= Ao FF 4+ o] We can mix it up right
Sugar and spice Brass sound and guitar 4] 2&H4H tf U] o] o] F2| =] T3t U o] =217}
o] 7 TS L}E ¢t 4 27} Kick snare Drum bass Piano Bassline

Lyrics: *lyrics

Step-by-step reasoning and filled lyrics as "Filled lyrics: the output’.

Say nothing but the filled lyrics as ’Filled lyrics: the output’.

Output example: Filled lyrics: "I know this pain (I know this pain) why do you lock yourself up in these chains? (these chains). ..
Output: Filled lyrics: the output
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