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Abstract

Disfluencies are a natural feature of sponta-001
neous human speech but are typically absent002
from the outputs of Large Language Mod-003
els (LLMs). This absence can diminish the004
perceived naturalness of synthesized speech,005
which is an important criteria when building006
conversational agents that aim to mimick hu-007
man behaviours. We show how the insertion008
of disfluencies can alleviate this shortcoming.009
The proposed approach involves (1) fine-tuning010
an LLM with Low-Rank Adaptation (LoRA) to011
incorporate various types of disfluencies into012
LLM-generated utterances and (2) synthesizing013
those utterances using a text-to-speech model014
that supports the generation of speech phenom-015
ena such as disfluencies. We evaluated the qual-016
ity of the generated speech across two metrics:017
intelligibility and perceived spontaneity. We018
demonstrate through a user study that the inser-019
tion of disfluencies significantly increase the020
perceived spontaneity of the generated speech.021
This increase came, however, along with a022
slight reduction in intelligibility.023

1 Introduction024

Disfluencies are an intrinsic component of spon-025

taneous speech, often manifesting as hesitations,026

fillers (’uh,’ ’like’), or repeated words and phrases.027

They play an important role in human speech com-028

munication and are a common occurrence across029

all types of non-scripted dialogues (Lickley and030

Bard, 1998; Yaruss and Quesal, 2002). Previous031

studies have highlighted that disfluent speech is of-032

ten seen as more spontaneous and natural (Kampf,033

2022). Pauses and hesitations have also been034

shown to serve as markers of spontaneous thought,035

enhancing the perceived naturalness of conversa-036

tion (Saryazdi et al., 2021). Incorporating disfluen-037

cies into the outputs of conversational agents may038

therefore improve their perceived "naturalness".039

This perception of naturalness is an important040

consideration when building conversational sys-041

tems designed to emulate human behaviours in var- 042

ious settings. Such systems are often described as 043

virtual avatars and are employed in applications 044

such as educational tools, gaming, and healthcare 045

support (Chheang et al., 2024; Qin and Hui, 2023; 046

Yan and Alterovitz, 2024). Previous studies have 047

shown that factors like appearance, speech, lip- 048

sync, and a strong sense of presence are impor- 049

tant for user engagement and effectiveness with 050

these avatars (Hassan et al., 2022; Salehi et al., 051

2022), along with the quality of speech synthe- 052

sis (Mattheyses and Verhelst, 2015). Avatars have 053

also been employed for the purposes of training 054

human professionals to handle sensitive dialogues, 055

such as delivering bad news in healthcare settings 056

(Andrade et al., 2010) or conducting investiga- 057

tive interviews with children who have experi- 058

enced abuse (Pompedda et al., 2015; Dalli, 2021; 059

Baugerud et al., 2021). As emotional stress tends 060

to decrease speech fluency (Buchanan et al., 2014), 061

disfluencies are highly frequent in those stressful 062

and challenging dialogues, and an avatar developed 063

for such training purposes should seek to reproduce 064

such conversational behaviours. 065

This paper presents an approach that artificially 066

inserts disfluencies in non-disfluent utterances, and 067

passes on the results to a speech synthesis model 068

that is well-suited for the generation of spontaneous 069

speech. Our contributions are as follows: 070

• Fine-tuning an LLM with LoRA to introduce 071

disfluencies in dialogue utterances. 072

• A user study to evaluate the effectiveness of the 073

generated disfluencies by converting the disfluent 074

text into audio clips for assessment. 075

2 Background 076

Shriberg (1994) showed that disfluencies in speech 077

are not random but follow specific patterns. Dis- 078

fluencies can be categorized into typical and atypi- 079

cal forms. Typical disfluencies include hesitations, 080
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fillers like "um" and "uh" which often signal pauses081

for thought or plan future speech. Atypical disflu-082

encies include conversational phenomena such as083

repetition, substitution, insertion, and speech er-084

rors (Yaruss and Quesal, 2002).085

Only a few previous works have explored the086

generation of disfluencies in spoken utterances. To087

our knowledge, Marge et al. (2010) presented the088

first system attempting to artificially inserting dis-089

fluencies in the outputs of a dialogue system. Al-090

though their motivation is similar to ours, their in-091

sertion mechanism relied on a set of heuristic rules092

instead of a fine-tuned LLM. They also did not ex-093

plicitly assess the intelligibility of the synthesized094

utterances as part of their study.095

Yang et al. (2020) proposed a Planner-Generator096

model for generating natural and diverse disflu-097

ent texts, with the goal of creating synthetic data098

for training disfluency detection models. Their099

approach consists of two components: a Planner,100

which identifies optimal locations for inserting dis-101

fluent segments, and a Generator, which creates102

the corresponding disfluent phrases based on the103

Planner’s predictions. Their experiments demon-104

strated state-of-the-art performance for disfluency105

detection on the Switchboard corpus.106

Marie (2023) trained a disfluency generation107

model using the base version of the T5 model (Raf-108

fel et al., 2020). Their base model was fine-tuned109

for few-shot learning on the Fisher corpus, us-110

ing fluent-disfluent parallel data subsets of varying111

sizes and the full set of available utterances. The112

work presented in this paper extends this approach113

along several dimensions. In addition to using a114

larger, decoder-only model for the disfluency gener-115

ation, we also provide a detailed human evaluation116

of how the insertion of disfluencies affects their117

perceived spontaneity and intelligibility.118

3 Methods119

We outline below the dataset and fine-tuning120

method employed to insert disfluencies in non-121

disfluent utterances, as well as the text synthesis122

model converting those into speech.123

3.1 Dataset124

We used the Switchboard dataset including disflu-125

ency annotations (Zayats et al., 2019). The Switch-126

board corpus was developed by transcribing tele-127

phonic conversations (Godfrey et al., 1992), and128

disfluencies were initially hand-annotated in the129

Dataset Train Test

No. Sentences 32490 3610
Avg No. of tokens in fluent utterance 24.28 24.15
Avg No. of tokens in disfluent utterance 33.08 32.84
Total No. fluent tokens 789K 87K
Total No. disfluent tokens 1075K 119K
Rate of disfluency (%) 24.5% 23.9%

Table 1: Statistics of the training set used for fine-tuning
the LLM and the test set used for evaluation.

Penn Treebank release (Marcus et al., 1999). This 130

corpus was subsequently refined by researchers to 131

correct transcription errors (Mantha, 2000). Zayats 132

et al. (2019) employed the cleaned-up, disfluency- 133

tagged dataset, and re-annotated with BIO tagging 134

to account for reparandum and correction spans. 135

We also used the NXT Switchboard Corpus (Cal- 136

houn et al., 2010), focusing on annotations about 137

pitch contours, pauses, and other acoustic features. 138

Our primary focus was on their annotations of 139

silent pauses. These pauses often signal hesitation, 140

planning, or shifts in dialogue. 141

The data from Zayats et al. (2019) was used 142

to extract instances of atypical disfluencies, while 143

Calhoun et al. (2010) provided instances of typical 144

disfluencies. Table 1 shows an overview of both 145

the training and test set. The rate of disfluency is 146

defined as the ratio of disfluent tokens to the total 147

number of tokens in an utterance. 148

3.2 Model Training 149

We fine-tuned the Llama-2-7b-chat-hf with 150

LoRA (Hu et al., 2021) for an efficient and targeted 151

adaptation process. We chose Llama-2-7b to strike 152

a balance between accuracy and computational effi- 153

ciency. The fine-tuning setup included a maximum 154

sequence length of 200 tokens, which represents a 155

moderately long input that optimized the memory 156

demands. For the LoRA-specific parameters, we 157

set the LoRA rank (r) to 32 and the scaling fac- 158

tor (alpha) to 64, with a dropout rate of 0.1. The 159

training was conducted with a batch size of 2 and 160

gradient accumulation steps of 4, effectively sim- 161

ulating a larger batch size to stabilize training on 162

limited computational resources. We adopt a learn- 163

ing rate of 2× 10−4. The model was fine-tuned to 164

generate disfluencies like repetition, substitution, 165

insertions, and speech pauses, as well as typical 166

disfluencies such as filled and silent pauses. 167

3.3 Text-to-speech 168

Disfluencies are a speech phenomena. We use ex- 169

isting text-to-speech models to convert the disflu- 170
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ent utterances generated by the fine-tuned LLM171

into audio form. To select a TTS model for gen-172

erating realistic disfluent speech, we conducted a173

pilot study in which we evaluated audio samples174

generated by three TTS models: Bark TTS model175

developed by Suno-AI (Suno-AI, 2023), Tortoise176

TTS (Betker, 2023) and OpenAI TTS (OpenAI,177

2023). The evaluation focused on the prosody, in-178

tonation, and in particular the pronunciation of dis-179

fluencies. An important consideration was how the180

text-to-speech rendered false starts such as "Th-181

they" or "B- birthday", which are particularly fre-182

quent in Switchboard – and hence in the disfluent183

utterances produced by the fine-tuned LLM.184

Among the three models, Bark TTS was deemed185

most effective at synthesizing these disfluencies186

into speech. While all three TTS models did187

at times produce errors, such as buzzing sounds188

and prolong disruptive pauses in longer utterances,189

Bark TTS was found to perform better overall. To190

ensure the audio clips generated with Bark for191

the user study were of high quality, we regener-192

ated samples when noisy artifacts such as buzzing193

sounds were detected in the audio outputs.194

4 Automatic Evaluation195

To assess the performance of our fine-tuned large196

language model (LLM) at inserting disfluencies,197

we first compare the disfluent utterances gener-198

ated by the model with the actual utterances in199

the Switchboard test set, in which disfluencies and200

pauses are explicitly transcribed (Meteer et al.,201

1995). This comparison is conducted using both202

BLEU and BERTScore (Zhang et al., 2019) metrics203

to evaluate lexical and semantic alignment. Table 2204

summarizes the evaluation results for the fine-tuned205

LLM. The BLEU score suggests substantial lexical206

overlap between the generated outputs and refer-207

ence transcriptions. The high BERTScores (preci-208

sion, recall and F1) also demonstrates the model209

ability to maintain a large degree of semantic con-210

sistency between the generated and reference texts.211

The average disfluency rate for generated disfluent212

text is 29.1%, which is slightly higher than found213

in training data, shown in Table 1.214

5 User Study215

To assess the effectiveness of our approach, we con-216

ducted a user evaluation study aimed at systemati-217

cally understanding listeners’ perceptions of fluent218

versus disfluent audio conditions. These conditions219

Metric Score

BLEU Score 0.5524
BERTScore Precision 0.9287
BERTScore Recall 0.9370
BERTScore F1 0.9327

Table 2: Evaluation of the fine-tuned LLM on the task
of replicating disfluencies in the Switchboard test set.

were designed to simulate real-life conversational 220

scenarios, allowing us to observe how variations in 221

speech fluency impact listener experience. 222

5.1 Study Design 223

In our user study, participants were asked to lis- 224

ten to 10 audio clips, five clips each for disflu- 225

ent and fluent audios, of simulated conversations. 226

Separate sets of conversation content were used 227

to distinguish between the disfluent and fluent au- 228

dio conditions. We used ChatGPT to generate ten 229

fictive conversations based on real-life scenarios 230

for human evaluation services, each with 5 turns 231

of dialogues. We inserted disfluencies into five of 232

these conversations using our fine-tuned language 233

model, leaving the remaining five fluent. Both the 234

fluent and disfluent conversations were converted 235

into audio clips via the BARK TTS model. Con- 236

versations and detailed instructions can be found in 237

the appendix. Participants were provided with the 238

task to assess each audio recording based on two 239

dimensions: 240

1. Intelligibility: How clear and comprehensible 241

was the spoken conversation? 242

2. Spontaneous versus scripted: Did the conver- 243

sation sound natural and unrehearsed, as if it 244

were happening in real-time without prior plan- 245

ning? Or did the dialogue sound scripted in 246

advance, similar to dialogue in a movie or play 247

where lines are memorized and performed? 248

The study participants were asked to rate each 249

clip on intelligibility and spontaneity on a 5-point 250

Likert scale (from worst to best). The study in- 251

volved 41 participants. They accessed the user 252

study through an online questionnaire filled from 253

their mobile phones (17), laptops (15), tablets (6), 254

or desktop computers (3). 32 participants used 255

headphones. Participation was voluntary, and each 256

participant received a gift card as compensation. 257

5.2 Results 258

The average intelligibility ratings from the partic- 259

ipants was 4.42 ± 0.79 for fluent utterances and 260

4.23 ± 1.04 for disfluent utterances. Spontaneity 261
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Figure 1: Bar-plot (mean values and 95% conf. inter-
vals) of user ratings on intelligibility and spontaneity.

scored an average of 2.58 ± 1.58 for fluent utter-262

ances and 2.91± 1.51 for disfluent utterances. Fig-263

ure 1 presents the mean and standard deviation264

scores for each metric under each condition. Fluent265

utterances demonstrated higher intelligibility and266

lower spontaneity compared to disfluent utterances.267

The statistical significance of those results was268

assessed using both independent two-sample T-269

tests as well as mixed-effects models, with results270

shown in Table 3. For intelligibility, the t-statistic271

was 2.03 (p = 0.043), and for spontaneity, the t-272

statistic was −2.14 (p = 0.033). Both p-values,273

below the α level of 0.05, indicate statistically sig-274

nificant differences. As participants rated multiple275

clips in both conditions, we also derived a mixed276

effect analysis to account for within-subject vari-277

ability and provide more accurate estimates of con-278

dition effects. For intelligibility, the mixed-effects279

model yielded a z-value of 2.809 (p = 0.005), con-280

firming a statistically significant effect of the con-281

dition, consistent with t-test results. The group282

variance for intelligibility was 0.420, indicating283

moderate variability across groups. For spontane-284

ity, the model showed a z-value of −2.615 (p =285

0.009), again demonstrating a significant effect,286

with a group variance of 0.805, reflecting greater287

between-group variability.288

6 Discussion289

The two questions were sought to answer are290

whether intelligibility decrease when we add the291

disfluencies to the fluent spoken utterances and292

whether perceived spontaneity increase when we293

add the disfluencies to the fluent spoken utterances.294

Metric Test Statistic p-value GV

Intelligibility T-Test t = 2.03 0.043 -
Mixed E. z = 2.809 0.005 0.420

Spontaneity T-Test t = −2.14 0.033 -
Mixed E. z = −2.615 0.009 0.805

Table 3: Statistical analysis of perceived intelligibility
and spontaneity ratings. GV=Group Variance.

The main findings from this user study are that 295

disfluencies significantly enhance the perceived 296

spontaneity of speech, while leading to a slight 297

reduction in intelligibility. The first effect is, how- 298

ever, stronger than the second, as evidenced by the 299

results in Table 3. The statistical results obtained 300

with the mixed-effect model also highlighted the 301

variability within participants’ responses. Greater 302

variability in spontaneity ratings suggests that per- 303

ceptions of speech realism are more subjective and 304

shaped by individual expectations of what consti- 305

tutes a spontaneous interaction. 306

As shown in Table 2, the fine-tuned LLM ef- 307

fectively inserts disfluencies while preserving the 308

content of the original utterance. High BERTScore 309

and BLEU scores confirm its outputs align closely 310

with reference transcriptions in the test set. De- 311

spite the sporadic nature of disfluencies in spon- 312

taneous speech, the model reliably mimics those 313

in the Switchboard dataset. The disfluency rate 314

(29.1%) slightly exceeds the training data (24.5%), 315

indicating a tendency to overproduce disfluencies, 316

which could be adjusted in future work. 317

7 Conclusion 318

This paper showed that (1) disfluencies can be au- 319

tomatically inserted into non-disfluent utterances 320

using a fine-tuned LLM, and (2) this insertion 321

enhances the perceived spontaneity of synthetic 322

speech. More precisely, the ratings obtained from a 323

user study revealed a trade-off: utterances in which 324

disfluencies were inserted were deemed as more 325

spontaneous by the participants, but also scored 326

slightly lower on the intelligibility scale. 327

Those findings are particularly beneficial for the 328

design of LLM-powered conversational avatars, 329

such as those employed to train human profession- 330

als to handle "difficult" and stressful dialogues such 331

as investigative interviews, in which disfluencies 332

are particularly prevalent. Future work will focus 333

on fine-tuning disfluency rates for specific scenar- 334

ios, such as simulating stress or emotional speech 335

in sensitive conversations. 336
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8 Limitations337

The outputs of the fine-tuned LLM for inserting dis-338

fluencies has a slightly higher disfluency rate com-339

pared to the Switchboard training data, indicating340

a tendency to generate disfluencies slightly more341

often than in natural human speech. This discrep-342

ancy could affect the realism of synthesized con-343

versations in certain contexts. While lexical and se-344

mantic alignment metrics (BLEU and BERTScore)345

demonstrated the fine-tuned model’s effectiveness,346

these measures did not assess the quality of inserted347

disfluencies, such as their contextual appropriate-348

ness and placement.349

Although Bark TTS was the most effective TTS350

model for our study, it occasionally introduced ar-351

tifacts like buzzing sounds or prolonged pauses,352

requiring manual intervention to regenerate sam-353

ples in extreme cases. Additionally, the user study354

was limited to a small set of fictitious conversa-355

tions generated by ChatGPT to simulate real-life356

scenarios. While representative, these scenarios357

may not fully capture the diversity of real-world358

conversational contexts where disfluencies occur.359

Both of these limitations could have influenced par-360

ticipants’ perceptions during the study, potentially361

affecting the results.362

9 Ethical Considerations363

The use of language models to introduce disflu-364

encies into fluent utterances presents some ethical365

challenges. One significant concern is the potential366

for deception: by mimicking human behavior, these367

models create speech that "sounds more human,"368

potentially tricking the listener into believing they369

are interacting with a human speaker when they370

are not. Although our overarching objective is to371

develop avatars for professional training purposes372

in which participants are well aware that they are373

interacting with a virtual agent, deploying these374

models in contexts where users are not informed375

of the artificial nature of their interlocutor could376

lead to ethical concerns about trust, consent, and377

manipulation.378

Additionally, fine-tuning such models risks am-379

plifying biases inherent in the training data, poten-380

tially associating disfluency patterns with specific381

linguistic or socio-demographic groups. There is382

also the risk that artificial disfluencies might be383

exploited to manipulate perceptions of a speaker’s384

credibility or emotional state, posing risks in sensi-385

tive domains such as legal or professional contexts.386

To mitigate these risks, we advocate for clear 387

disclosure policies in any deployment of such mod- 388

els that simulate human speech. Users should be 389

informed whenever they are interacting with an 390

artificial agent, ensuring transparency and preserv- 391

ing trust. Additionally, we are committed to the 392

responsible release of our fine-tuned model and 393

aggregated data, which will only occur after peer 394

review and with accompanying guidelines to mini- 395

mize potential misuse. 396
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Conversation No Conversation Data
Conversation 1 Speaker 1: Our solution will significantly improve your efficiency.

Speaker 2: I’m not sure if this fits within our budget.
Speaker 1: We offer a proven track record of success.
Speaker 2: Can you provide some case studies?
Speaker 1: This investment will pay off in the long run.
Speaker 2: What is the expected ROI?
Speaker 1: Our team will provide full support during implementation.
Speaker 2: What kind of support do you offer?
Speaker 1: Let’s move forward with this proposal.
Speaker 2: I’ll need to discuss this with my team.

Conversation 2 Speaker 1: It’s been ages since we last met!
Speaker 2: I know, time flies!
Speaker 1: How have you been?
Speaker 2: I’ve been good, just busy with work.
Speaker 1: We should plan a trip together.
Speaker 2: That sounds like a great idea, where should we go?
Speaker 1: Do you remember our school days?
Speaker 2: Of course, those were some of the best days.
Speaker 1: Let’s not wait too long to catch up again.
Speaker 2: Absolutely, let’s make it a regular thing.

Conversation 3 Speaker 1: We need to finalize this deal soon.
Speaker 2: We’re also keen to close this deal promptly.
Speaker 1: Our terms are quite clear and non-negotiable.
Speaker 2: We can discuss some flexibility in certain areas.
Speaker 1: We expect a long-term partnership.
Speaker 2: We’re committed to a sustainable partnership.
Speaker 1: Can we agree on a mutual benefit clause?
Speaker 2: Yes, that seems reasonable and beneficial.
Speaker 1: What is your final offer?
Speaker 2: Here’s our final offer, let’s seal the deal.

Conversation 4 Speaker 1: Our goal is to inspire change and innovation.
Speaker 2: We need to provide concrete data and examples.
Speaker 1: We must focus on the big picture.
Speaker 2: Details matter when explaining our strategy.
Speaker 1: Every challenge is an opportunity.
Speaker 2: What are the specific challenges and solutions?
Speaker 1: Think about the impact we can make.
Speaker 2: We should quantify the potential impact.
Speaker 1: Let’s engage the audience with our vision.
Speaker 2: Our presentation should balance vision with facts.

Conversation 5 Speaker 1: We need to complete this project by Friday.
Speaker 2: Understood, I’ll prioritize my tasks accordingly.
Speaker 1: Everyone must focus on their assigned tasks.
Speaker 2: I’ll make sure to stay on track.
Speaker 1: Report your progress at the end of each day.
Speaker 2: I’ll update you with my progress daily.
Speaker 1: Ensure all deliverables meet our quality standards.
Speaker 2: I’ll double-check my work for quality.
Speaker 1: Let’s work together to meet our deadline.
Speaker 2: I’ll collaborate with the team to ensure success.

Table 4: Fluent conversational data used in the user study
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Conversation No Conversation Data
Conversation 1 Speaker 1: I’m i’m um worried about um m um my child’s perf um performance in math.

Speaker 2: I understand your concern and let’s discuss a a plan.
Speaker 1: What what can we do um to improve the erm their grades?
Speaker 2: We can provide addi additional practice material and t tutoring sessions.
Speaker 1: Are there any additional um re um resources we can use at um at home?
Speaker 2: Yes, I I’ll send you those some online resources that can can be very helpful.
Speaker 1: Is my child erm is participating in class?
Speaker 2: Your child is quite en engaged, but we can en encourage more participation.
Speaker 1: How can we erm how can we work together erm to um to support my ch um
child’s learning?
Speaker 2: Communication is key let’s set up reg regular updates and support.

Conversation 2 Speaker 1: I’ve been um ha um having these headaches for for weeks.
Speaker 2: Let’s let’s go through your your symptoms in in detail first.
Speaker 1: Could it be um could it be something serious um?
Speaker 2: It’s it’s too early to to say, but but we’ll we’ll investigate thoroughly
Speaker 1: Should I get some erm some tests done um.
Speaker 2: Yes, we we’ll start with with a a few basic tests and and go from there.
Speaker 1: What what can I do to to alleviate the the pain?
Speaker 2: I’ll give you some medication and I’ll suggest some lifestyle changes.
Speaker 1: Is there a specific um rea reason for these erm these symptoms?
Speaker 2: It could be due stress or other factors but we’ll find find out

Conversation 3 Speaker 1: Can you um can you erm tell me about your um your previous work experience?
Speaker 2: I’ve I’ve worked in in similar roles for f five years with with great results.
Speaker 1: What makes you a um a good fit for for this role.
Speaker 2: I I have the skills and and passion that align with with this company’s val
values.
Speaker 1: How do you um how do you handle tight erm tight deadlines?
Speaker 2: I prioritize prioritize tasks and and stay focused under under pressure.
Speaker 1: Why do you want erm why do you want to to work with us?
Speaker 2: I admire this this company’s vision a and want to to contribute to it.
Speaker 1: Where erm where do you see yourself in um in five years.
Speaker 2: I see myself growing with this company and growing within this company and
and taking on more respons responsibilities.

Conversation 4 Speaker 1: How do I im um improve my leadership skills?
Speaker 2: Take on m more responsibilities and and seek feedback regularly.
Speaker 1: What what should I focus on in in my career development.
Speaker 2: Focus on learning continuous learning and networking.
Speaker 1: Can you erm can you give me feedback on erm on my recent project.
Speaker 2: You did well but there’s you’re there’s room for improv improvement in
communication .
Speaker 1: How do you handle erm con erm workplace conflicts?
Speaker 2: Approach conflicts with with a a calm and solution oriented mindset.
Speaker 1: What’s the what’s the erm best advice y erm you’ve received in in your career?
Speaker 2: Always be open to to learning and and never be afraid to to ask questions.

Conversation 5 Speaker 1: Have you um have you reviewed the the latest project report?
Speaker 2: Yes, I- I think we need a a more innova- innovative approach.
Speaker 1: The data suggests that a more traditional method is um is effective um.
Speaker 2: But creativity could g- give us an edge.
Speaker 1: Are there any erm any risks associated with erm you- um your approach ?
Speaker 2: Some some, but nothing we can n’t handle.
Speaker 1: We need to erm con- we need to consider the erm the budget constraints as
well erm
Speaker 2: I- I believe we can we can be cost- effective and creative.
Speaker 1: I’ll need to see a to see a detailed plan before.
Speaker 2: I’ll i’ll draft something and and send it over.

Table 5: Disfluent conversational data used in the user study
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