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Abstract

Information seeking demands iterative evidence gathering and reflective reasoning,
yet large language models (LLMs) still struggle with it in open-web question
answering. Existing prompting and supervised fine-tuning (SFT) methods remain
fixed by prompt rules or training corpora, and are usually benchmarked only on well-
structured wiki sources, limiting real-world adaptability. We introduce WebPuzzle,
a 24k-sample training and 275-sample test benchmark that evaluates information
seeking on the live internet, across both wiki and open-domain queries. Leveraging
7k WebPuzzle instances, we develop DeepDiver, a reinforcement-learning (RL)
framework that cultivates Search Intensity Scaling (SIS)—an emergent ability
to escalate search frequency and depth instead of settling on overconfident, under-
evidenced answers. With SIS, Qwen2.5-7B-Instruct and Pangu-7B-Reasoner attain
performance on real-web tasks comparable to the 671B-parameter DeepSeek-R1.
We detail DeepDiver’s curriculum from cold-start SFT to a well designed RL
procedure, and show that its seeking policy generalized from closed-ended queries
to open-ended generation such as long-form writing. Our results advance adaptive
information seeking in LLMs and provide a rigorous benchmark for future work.

1 Introduction

Information seeking [34]] is a fundamental cognitive skill that involves iterative evidence gathering,
reflective reasoning, and the resolution of conflicting information. Despite significant advancements in
artificial intelligence, LLMs continue to struggle with replicating such information-seeking behaviors.
Knowledge-intensive question answering, a central challenge for LLMs, requires a robust capability
for information seeking. Current models often fail to determine when and what information to seek,
verify the relevance of evidence, and reason effectively over noisy or conflicting contexts.

Iterative Retrieval-Augmented Generation (RAG) [15] frameworks have been proposed to address
these challenges by alternating between retrieval and reasoning. Existing approaches generally fall
into two categories: prompting-based and task-specific supervised fine-tuning (SFT). Prompting-
based methods leverage predefined rules or in-context learning (ICL) [3]], forcing the LLM to follow
a specific pipeline to complete complex tasks [[11}, 23| 32| 142} [16]. However, the fixed reasoning
flow provided in the prompts limits their adaptability to complex, dynamic problems. In contrast,
supervised fine-tuning methods train models to improve retrieval and reasoning capabilities [2, 411,
generally yielding better performance. However, these methods often internalize inference patterns
tied to the training corpus, restricting generalization to more dynamic or unseen situations.

Recently, reinforcement learning (RL) [26} [13]] has been applied to enhance inference-time reasoning
in LLMs, enabling iterative refinement and exploration of reasoning [6, [31, [19]. Several studies
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have integrated RL into iterative RAG frameworks, encouraging models to explore diverse reasoning
paths and rewarding accurate outcomes [12| 25| 4, |45]]. However, these works predominantly
train and evaluate their methods on well-structured datasets such as HotpotQA [39], which are
based on corpora like Wikipedia. In such settings, many tasks can be effectively solved using the
LLMs’ internal knowledge, and the introduced search environments are “clean,” containing minimal
noise or conflicting information. In contrast, real-world search environments are inherently more
complex—characterized by noisy, inconsistent, and unreliable sources. This discrepancy limits
the generalizability of the reported “incentivized search capabilities” to more realistic, open-ended
information-seeking scenarios.

To investigate RL-guided LLM behaviors in more realistic, open-domain scenarios, we introduce
WebPuzzle, a dataset designed to evaluate information-seeking capabilities in real-world search
environments. WebPuzzle contains 24k training samples and 275 human-annotated test examples,
covering tasks solvable with Wikipedia content as well as broader open-domain queries extracted from
open-web environment. Even Wikipedia subset are rigorously validated to require external retrieval,
ensuring a realistic assessment of LLMs’ search behaviors. Along with WebPuzzle, we introduce
DeepDiver, an RL-driven search and reasoning framework trained on this dataset. DeepDiver
interacts with real-world search engines, continuously refining and denoising retrieved documents
to provide accurate answers. A key innovation of DeepDiver is the emergent capability of search
intensity scaling (SIS), which dynamically scales up the search frequency and depth as information
demands increase. This enables LLMs to tackle more complex, information-intensive problems under
open-web environment. Together, WebPuzzle and DeepDiver provide a comprehensive framework
for developing and examining information seeking ability of LLMs, offering a promising approach
for knowledge-intensive problem solving.

Through systematic empirical analysis, we identify critical factors that influence model behavior,
including the search intensity, the training environment, and the generalization capabilities. Our
analysis reveals several key insights: (1) DeepDiver exhibits exceptional information-seeking ability
via adaptive SIS, where the depth and frequency of searching proportional to both problem difficulty
and the model’s performance. (2) Compared to the “clean” Wiki-based environment, WebPuzzle
and real-world search settings better support complex reasoning beahviours, guiding LLMs to
actively supplement evidence, resolve conflicts, verify content, and reflect for self-correction. (3)
RL training significantly enhances the generalization capability of LLMs, enabling the transition
from closed-ended to open-ended problems. In conclusion, our method underscores the potential of
reinforcement learning to foster emergent adaptive search behaviors—specifically, search intensity
scaling—in LLMs. This significantly enhances their ability to perform adaptive, verifiable, and
scalable information seeking, providing a promising direction for future advancements in knowledge-
intensive problem solving.

2 Preliminaries

2.1 [Iterative RAG

We formulate the iterative Retrieval-Augmented Generation (RAG) framework for question answering.
Given a question ¢, the model iteratively performs reasoning and retrieval to produce an answer.

At each iteration ¢ € {1,2,...,7}, the model maintains a reasoning history H, ; =
{q, (r1,s1,d1),...,(ri_1, S¢—1, dr_1 )}, where r; represents the intermediate CoT generated at round
i, s; denotes search queries, and d; denotes retrieved documents from web search.

At round ¢, conditioned on history H;—1, the model first generates intermediate reasoning r; ~ p(rt |
Ht—l) to analyze the current status. Then, based on the reasoning r;, the model selects one of
two actions: (1) Search: generate additional queries s; ~ p(st | Hio1, rt) and retrieve supporting

documents d; = Retrieval(s;); (2) Answer: finalize the answer a ~ p(a | H;_1,7;) to question g.
This iterative reasoning-and-retrieval process continues until the model chooses the answer action,
resulting in a final answer that is well supported by retrieved evidence and explicit reasoning steps.
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Figure 1: Illustration of four key information-seeking behaviors: (a) Evidence Gathering & Supple-
ments (b) Conflict Resolution (c) Verification & Denoising and (d) Reflection & Correction.

2.2 Information Seeking Behaviour

We define information seeking behaviour within iterative RAG frameworks as a structured decision-
making process: at each iteration the model adopts specific strategies to resolve uncertainties, improve
evidence quality, and enhance the overall reliability of answers. Formally, at iteration ¢, conditioned
on the reasoning history H;_; and current intermediate reasoning r;, the model exhibits several
strategies to guide its search and reasoning processes.

Inspired by the findings of Gandhi et al. [7]], we categorize these strategies into four types of informa-
tion seeking behaviours: (1) Evidence Gathering & Supplements, where the model actively seeks to
fill identified knowledge gaps by formulating targeted queries s; and retrieving supporting documents
dy, formally represented as (s, d;) ~ p(s;,d; | Hy—1,7¢), where d; = Retrieval(s,). This strategy
is exemplified by traditional question-answering datasets such as 2Wiki [9]], HotpotQA [39], and
FRAMES [[14]]; (2) Conflict Resolution, where the model reasons about inconsistencies and evaluates
competing claims when retrieved information contains contradictions; (3) Verification & Denoising,
where the model cross-checks facts and isolates trustworthy information from noisy or irrelevant
retrieved content; and (4) Reflection & Correction, where the model periodically re-assesses its
reasoning trajectory, revisits earlier assumptions, and explicitly corrects previous reasoning steps for
iterative refinement. The latter three behaviours can be represented generally as generating reasoning
steps 7y ~ p(rt | Hio1, dt), where the specific conditions (e.g. presence of contradiction, noise, or
previous mistakes) differ according to each behaviour.

Existing works adopting the wiki-based datasets, limiting their scope to structured and well-organized
knowledge bases, and thus predominantly emphasize “Evidence Gathering & Supplements”. To prove
this observation, we show an detailed analysis in Appendix[A.2] In contrast, our proposed WebPuzzle
and the real-world searching environment explicitly necessitates employing all four behaviours,
thereby reflecting a more comprehensive and realistic scenario for real-world problem-solving with
web-searching. More details about WebPuzzle will be included in section

3 Method

In this section, we discuss the details of our approach. We begin by introducing WebPuzzle, a dataset
designed to address real-world reasoning and search challenges. Next, we describe DeepDiver, a
reinforcement learning-based training framework aimed at enhancing LLMs with robust capabilities
introduced in section

3.1 WebPuzzle

Unlike existing open-domain QA datasets based on Wikipedia [39,121}[14] where LLMs often perform
well using only internal knowledge, we introduce WebPuzzle, a dataset designed to evaluate LLMs’
ability to locate and reason over noisy, scattered information on the open web. Figure [2]illustrates our
data synthesis and curation processes.

Candidate Data Generation We collect candidate data from Wiki-corpus and real-user queries
with retrieved webpages from our deployed smart assistant service. Our generation involves two
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Figure 2: WebPuzzle pipeline. Above: Candidate Generation: Wiki and open-web pages yield QA
pairs via (i) Cross-Page QA and (ii) Riddle pipelines, grouped as Cross-Page QA, Open Riddle, and
Wiki Riddle. Below: Difficulty Tagging: Each sample is tagged (easy/medium/hard) for adaptive
mixing in RL; DeepDiver is trained on a curated 7k-sample mix.

approaches: (1) Cross-page question generation, where an LLM extracts facts from web pages to
generate “inverted” questions, answers and checklists [29} [14]—applied only to open web pages
as Wiki-corpus tends to produce overly-simple questions; and (2) Riddle creation, where the LLM
selects distinctive entity attributes and applies obfuscation or generalization to create challenging
problems, with original entities as labels. Examples appear in Appendix [D.I] More quality assurance
protocols are shown in Appendix

Difficulty Assessment To ensure stable RL training with consistent reward signals, we tag each
problem’s difficulty level, enabling a data mixture strategy that prevents all-zero rewards which could
lead to training collapse. For each problem, we test DeepSeek-R1 four times, using the number of
correct answers to determine difficulty. The formal definition appears in Appendix [D.4] with the
statistics of the dataset presented in Table[7]and tagging workflow in Appendix [E.6]

Test Set Annotation Unlike the training set which used LLM labeling, our test set was manually
annotated by 5 human experts using an open-web search engine. From 500 seed samples, experts
followed the principles in Appendix [D.2]to ensure meaningful evaluation of LLMs’ information-
seeking behaviors. Through iterative annotation, we finalized 275 samples for testing.

3.2 DeepDiver

Building upon the WebPuzzle, we showcase its efficacy within a RL framework designed to explore
the information-seeking behavior of LLMs. In this section, we present our method, DeepDiver.
DeepDiver ultilize the procedure of cold-start supervised fine-tuning (SFT) followed by reinforcement
learning (RL), while incorporates a carefully designed reward assignment and scheduling mechanism
to maintain stable RL training.

Initialization of Reasoning and Searching To equip DeepDiver with essential reasoning and
searching capabilities for WebPuzzle, we implement a cold-start supervised fine-tuning process using
diverse data: 2,000 WebPuzzle samples across difficulty levels, 300 real-user questions from our
deployed smart assistant, 2,200 general reasoning problems from recent studies [10, |17} 35137} 43,
and 1,000 real-user queries concatenated with retrieved documents. This dataset distills responses
from DeepSeek-R1, establishing DeepDiver’s foundational abilities to iteratively search and reasoning
over retrieved documents. The distillation prompt configuration is detailed in Appendix [E.6]

GRPO With Iterative RAG After SFT, we enhance DeepDiver by extending GRPO [24] with
iterative RAG. As shown in Figure[3] the model iteratively performs reasoning and searching until
reaching an acceptable answer, following the pipeline in Section 2.1 We apply a loss mask to
distinguish model-generated from externally retrieved tokens, with GRPO updating parameters based
solely on model-generated content.

Extra Search Call Rewards Beyond standard format and accuracy rewards in GRPO, we introduce
an extra reward to encourage search engine use for complex problems. When no search-free rollouts
solve a problem but at least one search-enabled rollout succeeds, we assign an additional reward of
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Figure 3: DeepDiver overview. (a) Rollout Generation: DeepDiver iteratively reasons, retrieves
evidence, and answers WebPuzzle queries, then receives rewards based on comparison with ground
truth. (b) RL Updates: Retrieved text is masked during loss calculation, and the LLM is refined via
GRPO using advantages A; derived from rewards r;.

1.0 to the successful search-enabled solutions. This ensures the model learns to leverage external
tools when necessary. The formal definition appears in Appendix

Loose and Strict Rewards Our reward function employs LLM-based graders in a two-stage training
approach that transitions from loose to strict grading: the loose grader assigns scores from 1 to 10
(scores = 6 yield 1.0 reward), particularly benefiting early training as shown in Section[5.4} The strict
grader conducts three evaluation rounds, requiring at least 2 of 3 positive judgments. Both grader
definitions appear in Appendix [E-2]

4 Experiments

4.1 Setup

Data Mixture and Selection Due to computational constraints and capability limits of the 7B model,
we train DeepDiver on a carefully selected mixture of 7k WebPuzzle samples rather than the full
dataset. We evenly split these into 2k samples for cold-start SFT (Section[3.2) and 5k for RL training.
This mixture strategy balances computational efficiency and model effectiveness. Detailed statistics
appear in Table[§]

Benchmark Datasets and Baseline Models We evaluate performance using closed-ended Chinese
benchmarks including C-simpleQA-500 [33| 8], FRAMES-zh-230 [14], BamBoogle-zh-71 [21]], and
our proposed WebPuzzle (detailed in Appendix [E-4). For trainable baselines, we use Qwen2.5-7B-
Instruct [30]] and Pangu-7B-Reasoner [28]] as backbone models. Training-free baselines include QwQ-
32B [31]], GPT-40 [20] and DeepSeek-R1 [6]]. We evaluate methods including Prompted without
Web Search, Prompted with Iterative RAG, and R1-Distillation (detailed in Appendix . Our
evaluation uses the strict grader from Section [3.2] which considers both reference answers and
checklists for more robust assessment than conventional LLM-as-a-judge [44] approaches. Grader
details appear in Appendix [E-2]

4.2 How does DeepDiver’s Performance Compare to Baselines?

Our proposed DeepDiver demonstrates substantial improvements over distillation-based methods
and achieves performance comparable to state-of-the-art models such as DeepSeek-R1 and QwQ.
As shown in Table [[, Qwen powered by DeepDiver achieves a 10-point improvement over the
cold-start model on WebPuzzle, reaching 37.6 accuracy. DeepDiver-Qwen2.5-7B also outperforms
the R1-distilled model (37.6 versus 29.8), highlighting the effectiveness of our RL training pipeline.



Open-Web Problems Wiki-based Problems

‘WebPuzzle C-SimpleQA-500 FRAMES-zh-230 BamBoogle-zh-71
Prompted without Web Search (Training-free)
Qwen2.5-7B-Ins. [30] 7.4 28.4 14.1 19.7
Pangu-7B-Reasoner [28] 15.0 36.3 204 27.2
GPT-4o [20] 14.2 61.8 51.7 526
QwQ-32B [31] 21.9 51.3 36.5 54.5
DeepSeek-R1 [6] 32.7 74.6 63.8 732
Prompted with Iterative RAG (Training-free)
17.0 65.3 0.9 40.8
Qwen2.5-7B-Ins. (2.24) (1.96) (2.74) (2.13)
Pangu-7B-Reasoner 204 61.7 309 455
(3.80) (1.87) (2.09) (2.41)
27.1 81.0 58.6 714
GPT-40 (1.39) (1.24) (1.56) (1.29)
314 79.0 50.4 73.2
QwQ-32B (0.95) 0.94) (0.98) (0.88)
37.1 84.8 65.8 79.3
DeepSeek-R1 (1.48) 1.17) (1.31) (1.23)
Training with Qwen2.5-7B-Insturct Series
27.9 75.5 35.1 48.4
Cold- Start-SFT (1.85) (135) (1.73) (1.24)
. 29.8 78.7 40.1 52.6
RI-Distill (1.75) (1.32) (1.56) (1.34)
. 37.6 81.9 4.5 63.4
DeepDiver-Qwen2.5-7B @2.51) (1.90) (2.57) 2.07)
Training with Pangu-7B-Reasoner Series
30.3 78.1 38.4 59.2
Cold-Start-SFT (1.84) (1.37) (1.84) (1.49)
- 30.7 80.0 417 53.5
RI-Distill .77 (1.34) (1.83) (1.40)
. 38.1 83.7 52.3 69.5
DeepDiver-Pangu-7B (2.89) .61) (3.05) 2.72)

Table 1: Numbers in () indicate average search call rounds per example, with each round potentially
involving 1~5 search queries. Results show average accuracy across 3 runs.
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Figure 4: Correlation between reward value and the number of search calls across training phases.
The increase in the number of search engine calls is accompanied by a rise in training rewards.

DeepDiver-Pangu-7B shows similar improvements. While R1-distilled Pangu-7B quickly hits perfor-
mance bottlenecks (dropping 5.7 points on Bamboggle compared to the cold-start model), DeepDiver-
Pangu-7B breaks through these limitations, showing substantial improvements across all benchmarks
and achieving exceptional performance (38.1) on WebPuzzle. In conclusion, both Pangu-7B-reasoner
and Qwen DeepDiver demonstrate competitive performance against high-performing models like
DeepSeek-R1 and QwQ. This highlights DeepDiver’s capability to effectively search for and reason
over relevant information, and solve complex reasoning tasks through search intensity scaling.

4.3 What is the Relationship between Search Intensity and Performance?

Search intensity is strongly correlated with performance improvements, as increases in search
frequency and depth during the RL phase consistently lead to better outcomes. Figure[|illustrates this
relationship during the training phase, showing a clear trend: as search engine calls increase, so do
training rewards. For testing results, despite SFT’s progress compared with the prompting methods,
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Figure 5: The comparison after removing cases answered correctly through internal knowledge.

the model faces a performance bottleneck to adapt to more challenging problems, still lagging behind
off-the-shelf APIs with large margin. In contrast, our RL-based DeepDiver-Qwen2.5-7B promotes
higher search intensity with an average of 2.51 search and reasoning rounds, substantially higher than
the SFT model’s 1.75. Similar gains appear in DeepDiver-Pangu-7B, where increased search rounds
(1.84 — 2.89) correspond to performance improvements (30.3 — 38.1). This searching intensity
scaling enables models to explore and verify more relevant information, enhancing their ability to
tackle complex problems.

4.4 Can DeepDiver Generalize from Open-web Training to OOD Wiki-based Problem?

Training with WebPuzzle, DeepDiver demonstrates strong generalization capabilities and perfor-
mance improvements on Wiki-based problems. DeepDiver shows impressive generalization on Wiki-
based benchmarks despite not being specifically trained for these tasks. Both DeepDiver-Qwen2.5-7B
and DeepDiver-Pangu-7B significantly outperform their distilled variants and demonstrate substantial
improvements over cold-start models. While DeepSeek-R1 performs well on Wiki-based problems
without web search, it shows modest gains when combined with iterative RAG pipeline. This suggests
DeepSeek-R1 may have already internalized the necessary knowledge for Wiki-based problems,
highlighting the importance of our proposed WebPuzzle benchmark. We further investigate this
hypothesis through isolated tests on information seeking and verification in section 5.1}

5 Analysis

This section focuses on the Qwen2.5-7B-Instruct model, a simpler model comparing with the Pangu-
7B-Reasoner. We analyze several key aspects, including isolated evaluations of information-seeking
behavior, comparisons with concurrent related work, the design of the reward function, and the
model’s generalization to open-ended problems. Additional analyses—such as the relationship
between search intensity and problem difficulty, statistics of information-seeking behavior
across different training and testing environments, comparisons between human and DeepDiver
performance, and detailed case studies—are provided in Appendix [A]

5.1 Isolation Testing of Information-Seeking

While DeepDiver lags behind models such as QwQ and DeepSeek-R1 on certain datasets in Section[4]
our primary focus is investigating information-seeking behavior rather than knowledge memorization.
This raises a question: When isolating evaluation to focus purely on information seeking ability, how
does DeepDiver compare to strong baselines?

Setup We conduct pairwise comparisons between DeepDiver and each baseline. For each pair, we
perform k = 3 tests without web search to evaluate whether problems can be solved using internal
knowledge alone. We calculate the pass@Fk rate to filter out problems solvable by both models, then
analyze accuracy on the remaining problems with the iterative RAG pipeline.



Results DeepDiver exhibits exceptional information-seeking capabilities, comparable to all baselines
on problems that cannot be solved by internal knowledge alone. While our 7B DeepDiver initially
trails behind 671B baselines in full-set tests, results shift when isolating information-seeking behavior.
As Figure [5| shows, on problems challenging even for larger models, DeepDiver demonstrates
competitive performance across all benchmarks. Notably, it outperforms DeepSeek-R1 across all
domains, with a 5.1-point lead on WebPuzzle. This suggests our 7B model’s limitations in full-dataset
performance stem primarily from its smaller size limiting internal knowledge. However, when tackling
problems requiring external information search and verification, DeepDiver’s information-seeking
capability demonstrates strength in addressing real-world open-web problems.

5.2 Comparisons with Wiki-based Methods

To highlight wiki-based training environments’ limitations, we compare DeepDiver with prior wiki-
based methods. Despite being trained entirely in Chinese, we evaluate DeepDiver on English
benchmarks with English search engines to demonstrate its robustness and generalizability.

Open-Web Problems Wiki-based Problems
WebPuzzle-en BamBoogle FRAMES HotpotQA
R1-Searcher [25] 13.7 (1.9) 46.7 (2.0) 25.3(1.9) 57.9 (2.3)
DeepResearcher [45] 15.0 (7.5) 53.9 (7.1) 33.6 (7.2) 56.6 (4.4)
DeepDiver-Qwen 26.1 (14.7) 56.8 (9.1) 32.0(14.2) 58.4(10.4)

Table 2: The comparison results with relevant works on the English evaluation dataset using English
search engine environment. The number in () indicates the average number of search queries invoked.

Setup We use R1-Searcher [25]] and DeepResearcher [45] as baselines—both trained in English using
Wiki-based corpora. Search engine settings appear in Appendix [E.8] For evaluation, we translate
WebPuzzle into English via Qwen Max [30]], use the full Bamboogle dataset [21]] (125 examples),
and randomly sample 300 examples from FRAMES [14] and HotpotQA [39]. For fairness, we report
accuracy based on the average judgment across all methods.

Results Despite the language gap, DeepDiver—trained in a real-world Chinese internet setting using
WebPuzzle queries—outperforms Wiki-based baselines on most tasks, underscoring the strength of
SIS. As shown in Table[2] DeepDiver significantly outperforms DeepResearchers on WebPuzzle-en
with 11.1 point leads, while maintaining strong results on Wiki-based datasets despite no English
training for information-seeking. We attribute this to DeepDiver’s use of SIS, which enables intensive
information retrieval and verification rather than relying on limited internal knowledge or language-
specific constraints. R1-Searcher and DeepResearcher make significantly fewer search calls than
DeepDiver due to their "cleaner”" and more constrained training environments, leading to poorer
real-world performance when facing the noise and complexity of open information-seeking tasks.
For additional results, including individual judge assessments, see Table[9]

5.3 Emergence of the SIS

A natural concern is that SIS could be an artifact of reward shaping rather than a genuine behavior
that emerges from training in a real web environment. To address this concern, we analyze whether
the extra search-call reward introduced in Section [E.3|consistently encourages the model to prefer
search over no-search when both solve the task.

Setup Theoretically, recall the bonus is only awarded when at least one search-enabled rollout
succeeds and no search-free rollout succeeds for the same prompt group, i.e., it should not reward
search when both search and no-search solve the task. Consequently, during training, we tracked
the frequency of the extra bonus. Every 10 steps (448 trajectories per step), we counted how often
the bonus fired and compared this against the evolving search intensity (average number of tool-use
rounds per query).

Results SIS is not merely reward-shaped but an emergent behavior developed during RL training,
our reward design serves as a transient early scaffold (not persistent incentive) and differs funda-
mentally from existing works that explicitly encourages the tool calls. As shown in Figure[6] the
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Figure 7: Training results with different reward functions show that a looser reward function stabilizes
initial RL training, while a stricter reward function helps overcome later bottlenecks.

special search reward exhibits a clear phasing-out trend: its trigger percentage drops from 4.5% (198
occurrences) in steps 0-9 to 0.1% (6 occurrences) in steps 70-80. Two key observations confirm
its transient role: (1) Even in the earliest training phase, only a small fraction of trajectories (4.5%)
received the reward, ruling out "over-rewarding"; (2) After step 30, the trigger percentage remains <
1.1%, indicating the reward is essentially inactive in mid-to-late training. More importantly, Figure
[ shows that tool-use rounds grow sharply during steps 80-120—well after the auxiliary reward
fades. This confirms SIS is not a reward-driven "phenomenon" but an emergent behavior: the model
proactively leverages external tools to compensate for internal knowledge limitations, even without
direct incentives.

5.4 Tolerance of the Reward Function

During DeepDiver-Qwen7B’s RL training, we observed a reward plateau after approximately 80
optimization steps. We investigated potential factors including learning rate scheduler, exploration
diversity, environmental instability, and gradient issues, but found no obvious problems. We therefore
focused on the reward function design as a potential cause of the performance plateau.

Setup Starting from checkpoints obtained after 80 optimization steps, we compared DeepDiver’s
performance under continued training with two different reward functions: the loose and strict



rewards introduced in Section[3.2] Both guided continued training from steps 80 to 120. We evaluated
performance on WebPuzzle test sets, analyzing accuracy and search intensity trends.

Results A looser reward function stabilizes the initial training phase of RL, while a stricter reward
function helps overcome bottlenecks in the later stages. Our results show that a looser reward function
stabilizes early RL training, but continuing with it doesn’t always lead to improvements. As Figure
shows, when transitioning from loose rewards (first 80 steps) to stricter rewards, we observed a
nearly 9-point performance increase on WebPuzzle (from 29.1 to 37.6), compared to almost no
improvement when continuing with loose rewards. On FRAMES-zh-230, continued training with
loose rewards caused a sharp 7-point performance drop, while the stricter reward function continued
driving performance upward.

5.5 Generalization to Open-ended Problems

DeepDiver is trained exclusively on closed-ended WebPuzzle problems, adaptively scaling search
intensity based on complexity. We investigate whether these capabilities can generalize to open-ended
tasks like long-form writing.

Setup We evaluate DeepDiver on ProxyQA [27]] against R1-Distilled baselines. Since DeepDiver
generates Chinese responses, we translate all ProxyQA meta-questions and sub-questions for evalua-
tion. Testing prompt and evaluator configuration follow the original study. We analyze generalization
benefits gained through RL training compared to distillation.

Results RL training significantly enhances the generalization capability of LLMs, enabling transition
from closed-ended to open-ended problems and demonstrating strong adaptability to long-form
writing tasks. As shown in Table [6] our RL-guided DeepDiver achieves 32.72%, outperforming
the R1-distilled model by 9.47 percentage points. This suggests RL training enables more effective
information seeking and validation in open-web environments, resulting in more comprehensive
responses. Additionally, DeepDiver’s response length and search queries are substantially higher than
the distilled model’s, providing evidence that search intensity scaling encourages active information
acquisition for more comprehensive answers.

6 Related Work

Prompting-based strategies—including in-context learning [3] and retrieval-augmented chain-of-
thought pipelines [11} 32| [23]—enable zero- or few-shot question answering, yet their fixed templates
rarely adapt retrieval depth to unforeseen information gaps. Supervised fine-tuning (SFT) improves
the synergy between retrieval and generation [2| |41]] but can overfit corpus-specific inference patterns,
hindering transfer to noisy settings. Reinforcement-learning (RL) methods let LLMs decide when and
what to search, achieving state-of-the-art results on curated benchmarks such as HotpotQA [12} 25| 14}
45, 39]], yet they remain evaluated mostly in “clean” Wikipedia-style environments. Beyond these
directions, tool-augmented agents that interleave reasoning with web search [18} 40, |38]] similarly
demonstrate promise but still rely on limited test beds, underscoring the need for benchmarks that
reflect real-world, noisy information-seeking scenarios. Additional introduction of the related works
are shown in Appendix [B]

7 Conclusion

We conducted a comprehensive investigation into various aspects of information-seeking behavior in
LLMs for solving real-world, knowledge-intensive problems. Our findings indicate that an RL-driven
framework, when combined with open-web search engines, enables LLMs to scale search intensity
and adapt to tasks of varying difficulty levels. We introduced WebPuzzle, a large-scale dataset
designed specifically for developing and testing LLMs’ information-seeking behavior, and DeepDiver,
a 7B parameter LLM powered by WebPuzzle, which demonstrates competitive performance when
compared to the 671B DeepSeek-R1 model on knowledge-intensive tasks. Additionally, we explored
key factors influencing RL training and the behavior of LLMs. Our work empowers LLMs to
spontaneously adapt their seeking behavior, contributing to advancements in the field and providing
extensive insights into the information-seeking capabilities of LLMs in real-world tasks.
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Appendix

A Further Analysis

A.1 Search Intensity vs. Difficulty

To showcase DeepDiver’s ability to dynamically adjust search intensity based on problem complexity,
we examine the relationship between search intensity and accuracy across fractions with varying
difficulty levels in the WebPuzzle. This analysis follows the experimental setup outlined in Section 4]
and compares our proposed DeepDiver with the DeepSeek-R1 baseline.

Methods WebPuzzle

Cross-Page QA-130 Open&Wiki Reddle-145 Easy&Medium-96 Hard&Outliers-179
DeepSeek-R1 (w/o search) 32.6 (0.00) 32.9 (0.00) 53.5 (0.00) 21.6 (0.00)
DeepSeek-R1 Iterative RAG 43.8 (1.31) 31.0 (1.64) 61.1(1.30) 24.2 (1.58)
Qwen7b-Ins-R1-Distill 37.2(1.49) 23.2(1.99) 45.2 (1.62) 21.6 (1.83)
DeepDiver (Ours) 47.4 (2.35) 28.8 (2.65) 55.6 (2.34) 27.9 (2.60)

Table 3: The performance of different subsets in WebPuzzle. The number in () indicates the average
number of search call rounds on the subset.

Results DeepDiver demonstrates significant benefits from adaptive search intensity scaling, where
search intensity is proportional to both problem difficulty and the LLM’s performance. As shown in
table[3] across all difficulty levels, both DeepDiver and the baseline models show an increasing number
of search call rounds as problem complexity rises. However, DeepDiver consistently consumes more
search calls, which translates into better performance. In particular, when compared to DeepSeek-R1,
DeepDiver outperforms it in the hard and outlier fractions by a large margin. Specifically, DeepDiver
achieves a notable 3.7-point performance leading, driven by an average of 2.6 search rounds compared
to DeepSeek-R1°s 1.59. This demonstrates that DeepDiver, empowered by open-web environment
and reinforcement learning, exhibits superior performance on more complex problems.

An interesting observation arises when examining the performance of DeepSeek-R1 on the Wiki
Riddle fraction. Although equipped with the iterative RAG pipeline, DeepSeek-R1 experiences a
1.9-point performance drop (from 32.9 to 31.0). We hypothesize that this decline is due to knowledge
conflicts between the pre-trained internalized Wiki corpus and the real-world open-web environment,
which introduces confusion and hallucination that hinders the model’s ability to correctly answer the
question. These results further validate the effectiveness of the WebPuzzle and DeepDiver.

A.2 Statistics of Information-Seeking Behaviors

To further analyze the differences between our WebPuzzle dataset and wiki-based datasets, as well as
to conduct an in-depth investigation into the behavior of our DeepDiver model, we computed the
proportions of different information-seeking behaviors (defined in section [2.2) across various models
on multiple datasets. The detailed results are presented in Table

Methods WebPuzzle-en BamBoogle FRAMES HotpotQA
R1-Searcher 0.04 0.03 0.04 0.02
Reflection & Correction ~ DeepResearcher 0.20 0.11 0.13 0.07
DeepDiver-Qwen 0.45 0.25 0.28 0.27
R1-Searcher 0.06 0.02 0.02 0.02
Conflict Resolution DeepResearcher 0.16 0.07 0.08 0.06
DeepDiver-Qwen 0.31 0.23 0.32 0.18
R1-Searcher 0.17 0.18 0.13 0.10
Verification & Denoising DeepResearcher 0.32 0.15 0.24 0.18
DeepDiver-Qwen 1.72 1.80 1.60 1.54

Table 4: Behavior statistics of multiple models on our WebPuzzle dataset and several wiki-based
datasets. Each value in the table represents the average occurrence count of a rollout-level behavior.
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Setup We developed an automatic pipeline based on GPT-40 [20] to identify and count the oc-
currences of different behaviors in the reasoning chains of model outputs. We primarily focused
on three behaviors: Reflection & Correction, Conflict Resolution, and Verification & Denoising,
while omitting the statistics for Evidence Gathering & Supplements due to its overly fundamental
nature. Detailed prompt specifications can be found in Figure[I6] The baseline models, evaluation
benchmarks, and analysis setup align with those in Experiment[5.2]

Results The WebPuzzle proves to be more challenging compared to wiki-based datasets, requiring
more complex information-seeking behaviors. Additionally, DeepDiver’s reasoning chains exhibit
richer and more diverse patterns. As shown in tabel[d] The behavioral statistics of WebPuzzle-en
surpass those of wiki-based datasets across nearly all models, particularly in Reflection & Correction
and Conflict Resolution behaviors. Notably, for the HotpotQA dataset - the primary training data for
both baseline models - we observe a substantial reduction in the proportion of complex behaviors
required compared to WebPuzzle when evaluating the same model, further highlighting the impor-
tance of more open-web training data. Additionally, DeepDiver, trained on WebPuzzle with real
search engine integration, demonstrates richer and more sophisticated information-seeking behaviors
compared to various baseline models.

A.3 Human vs. DeepDiver

To assess the difficulty of WebPuzzles and compare human performance with that of DeepDiver,
we conducted human testing on a subset of the WebPuzzle evaluation dataset. Human performance
was evaluated by tracking the number of web-search queries and web pages browsed during the
problem-solving process, which were then compared with the performance of DeepDiver.

Setup Five human experts, who were not involved in the annotation of the evaluation sets, partici-
pated in the human evaluation. Each expert was tasked with answering 5 problems, creating a subset
of the evaluation set. During testing, the number of search queries and web pages browsed were
recorded. Consistent with the experimental setup, we report the average accuracy of the human evalu-
ators and compare it against DeepSeek-R1 and our proposed DeepDiver to highlight the challenges
posed by WebPuzzle.

WebPuzzle
Accuracy # Search Rounds # Search Queries # of Page Browsed

Human 44.0 - 6.16 9.28
GPT-40 30.7 1.47 5.28 -
QwQ-32B 27.0 0.95 3.77 -
R1-Distill 38.7 1.81 6.79 -
DeepSeek-R1 26.7 1.94 7.37 -
DeepDiver 40.0 2.68 10.69 -

Table 5: Human evaluation results for 25 randomly sampled questions from WebPuzzle evaluation
dataset, compared with baseline models and DeepDiver.

Results WebPuzzle presents significant challenges, even for human experts, who face difficulties
with numerous searches and reasoning steps. As shown in Table[5] human evaluators achieved an
accuracy rate of 44.0%, requiring an average of 6.16 search queries and browsing 9.28 web pages
to solve the problems. In comparison, DeepSeek-R1 made 7.37 search queries with 1.94 rounds of
searching. Despite DeepSeek-R1 performing the most search rounds among all baselines and humans,
it achieved a relative lower accuracy of 38.7%. In contrast, our proposed DeepDiver conducted 10.69
search queries across 2.68 rounds, significantly surpassing the other methods in terms of search effort.
This additional effort allowed DeepDiver to more thoroughly collect and verify evidence, leading to a
40.0% accuracy rate, which is closer to human performance. These results suggest that DeepDiver
follows a more comprehensive information-seeking process, better aligning with the approach taken
by human evaluators.

16



A4 Case Study

In this section, we conduct an error analysis and case study on the response generated from DeepSeek-
R1, R1-distilled Qwen-7b and our DeepDiver. We explain the reason why the DeepDiver outperforms
the R1-distilled model and show competitive performance compared with the DeepSeek-r1 using one
typical example.

Results DeepDiver demonstrates exceptional information-seeking ability while incorporating
correction on reasoning history and retrieved documents, providing a more robust and adaptable
solution for overcoming the limitations of flawed internal knowledge. Specifically, as shown in
Table[T0] DeepSeek-R1 leverages its rich internal knowledge to quickly narrow the exploration scope,
consistently demonstrating the ability to list the correct answer among candidate options in the first
round, showcasing remarkable knowledge retention. Taking advantage of this, R1 can focus more on
verifying whether candidate answers satisfy all constraints when designing search queries, allowing it
to find the correct answer in fewer rounds. However, the R1-distilled Qwen-7B attempts to mimic
DeepSeek-R1’s behavior but lacks error correction when internal knowledge is flawed. Specifically,
the R1-distilled Qwen suggests “Nico Hiilkenberg” in the first round of searching and reasoning,
but fails to resolve conflicting conditions in subsequent rounds due to limited internal knowledge,
ultimately producing a faulty answer.

In contrast, without R1-level internal knowledge, DeepDiver compensates by increasing search
intensity to acquire more relevant external documents. This results in 7 generated search queries
across rounds 1 and 2 to explore diverse documents, rather than relying on limited internal knowledge.
Furthermore, in rounds 2-3, DeepDiver encounters a potential candidate, “Chaz Mostert,” but
allocates only 1 query for validation, compared to 3 queries for continued exploration. This persistent
exploration enables the model to identify the correct answer by round 3. The search and reasoning
strategy, empowered by SIS, aids DeepDiver in delivering a correct and acceptable answer.

A.5 Results on ProxyQA

We evaluate DeepDiver on ProxyQA [27]] against R1-Distilled baselines. Since DeepDiver generates
Chinese responses, we translate all ProxyQA meta-questions and sub-questions for evaluation. Testing
prompt and evaluator configuration follow the original study. We analyze generalization benefits
gained through RL training compared to distillation.

ProxyQA
Acc. #rounds #searches response length
R1-Distill  23.25% 1.76 7.39 590.31
DeepDiver 32.72% 2.27 10.54 1971.58

Table 6: Results on ProxyQA. The results include accuracy rate, number of search calls, rounds of
search, the number of search queries, and response length.

B Additional Related Works

Prompting-based strategies. Few-shot in-context learning [3] allows frozen LLMs to imitate
reasoning patterns from exemplars, while RAG with CoT prompts [[11} 132} 23] interleave search
queries with intermediate thoughts to inject fresh evidence. These methods require no training, but
their step counts and query formats are anchored to the prompt, so the model cannot escalate effort
when initial evidence is missing. As a result, they often stop searching too early or hallucinate
unsupported facts on hard, open-web questions.

Supervised fine-tuning (SFT). Retrieval-augmented generation systems fine-tuned on gold pas-
sages—e.g., Self-RAG and Auto-RAG [2| 41]—learn to quote and merge the external text into
answers, reducing hallucinations on Wikipedia benchmarks. Nevertheless, SFT tends to overfit the
inference paradigm tied to the training corpus; performance drops when pages are noisy, multilingual,
or partially missing, which is common in open-web internet environment.
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Reinforcement learning (RL). RL integrated iterative RAG pipeline offers a principled way for
LLM agents to decide when and what to search. Recent work trains search-capable agents with
reward shaping and curricula, achieving state-of-the-art accuracy on HotpotQA and similar wiki-
based corpus [12, 25} 14} 145]]. Yet these studies use closed Wikipedia environments, where every
answer is guaranteed to exist and pages are clean.

Tool-augmented agents. ReAct-style frameworks combine chain-of-thought with executable ac-
tions, letting models call a browser or other tools between reasoning steps [[18, 40, |38]]. They excel at
citing fresh evidence and correcting themselves mid-trajectory, but they still struggle with irrelevant
pages and and hard to dealing with the real-world open-web environment.

Group Relative Policy Optimization Group Relative Policy Optimization (GRPO) [24] is a
reinforcement learning algorithm designed to enhance the efficiency of Proximal Policy Optimization
(PPO) [22] by eliminating the need for critic network. Specifically, GRPO samples multiple outputs
from a previous policy for a given prompt and computes their average reward to serve as a dynamic
baseline. The advantage of each output is defined relative to this baseline, resulting in positive
advantages for outputs exceeding the baseline and negative advantages otherwise. Formally, we
define the GRPO objective as follow:

G
JGRpo(Q) = ]E|:z min( TFG(Oi) Ai» Clip( TFG(Oi) 71 - 6,1 + 6) Az) - ﬂ]D)KL (7T9 || TFref):|, (1)
=1

T o1 (O'L' ) T o1 (Oi )

where the relative advantage A; is computed as:

i - m—mean({rl,rg,.-.ﬂ’c}). 3]
Std({Tlﬂ"Qv s 7TG})

GRPO retains PPO’s clipping strategy and incorporates a KL-divergence term for regularization to
ensure the stable training of RL.

C Discussion: Limitations and Extensions

In this work, we aimed to provide a deeper understanding of the information-seeking behavior of
large language models (LLMs) with respect to real-world open-web challenges. While we observed
that DeepDiver outperforms multiple baselines in several cases, we cannot claim that DeepDiver is
the most optimized solution for enabling LLMs to solve complex problems in a broad sense. Below,
we outline several limitations of our work and potential areas for future exploration.

Curation of WebPuzzle We argue that DeepSeek-R1 excels at solving problems by leveraging
internal knowledge rather than extensively exploring the internet. As a result, we designed the
WebPuzzle to assess and test the LLM’s information-seeking abilities. However, over time, there
is a possibility that cutting-edge LLMs will internalize the knowledge sources used in WebPuzzle,
which could lead to scenarios similar to those seen in Wiki-based problems. Moreover, the curation
pipeline heavily relies on the utilization of DeepSeek-R1, introducing some potential bias in the
testing process. Therefore, developing effective benchmarks to assess the evolving capabilities of
LLMs will remain an ongoing challenge.

RL-Driven Open-ended Problems Solving We demonstrate that DeepDiver, trained on closed-
ended open-web problems, exhibits strong generalization capabilities when applied to open-ended
tasks, such as long-form writing. However, developing a more effective RL-driven framework that
directly enhances the model’s ability to solve these problems remains an open challenge. Since the
RL framework relies on a stable reward signal, the lack of reliable metrics to assess open-ended
content complicates the task of defining such signals. As a result, designing a framework that can
handle both open-ended and closed-ended problems remains a key area for future exploration. One
potential approach could following the approaches of ProxyQA, involving crafting sub-questions in
an online way during RL training, which may offer a promising direction for enhancing the model’s
performance on open-ended tasks.
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The Border Between Cold Start SFT and RL. DeepDiver is powered by a cold-start SFT and
RL pipeline, which first initializes the model’s capabilities through SFT training, followed by RL
training. However, there is no established guideline on the optimal extent to which SFT should be
conducted before transitioning to RL training. This presents a challenge, as maintaining stable and
effective RL training requires researchers to experiment with various proportions and combinations
of SFT samples, while continuously monitoring the RL training process. Future improvements could
involve an adaptive pipeline, allowing the LLM to dynamically switch from SFT to RL training when
necessary.

The Extension of Tool Usage Search engines are commonly viewed as tools that LLMs can utilize
to enhance their capabilities. In our study, we focused solely on investigating the reasoning and
searching behavior of LLMs with the aid of search engines. This limits the scope of our work, as
there are various other tools, such as those compatible with the Model Context Protocol (MCP) [11]],
which could also contribute to improving reasoning and searching processes in knowledge-intensive
tasks. Future research could expand on this by considering the integration of additional tools to
further enhance the performance of LLMs in such tasks.

Scalability with Respect to Model Size and Sequence Length Due to computational constraints,
the experiments presented in this report are limited to a 7B model with a maximum sequence length
of 20k tokens. This limitation restricts the generalizability of our findings to larger models (e.g., 13B,
32B) and longer sequence lengths (e.g., 32k, 64k), and it also limits our exploration of DeepDiver’s
upper performance boundaries. Currently, DeepDiver’s performance is predominantly constrained
by both model size and response length. Extending the training and evaluation to encompass these
configurations in future work would provide valuable insights into the model’s scaling behavior.
Such an extension would help assess DeepDiver’s performance, robustness, and applicability across
different model sizes and sequence lengths, offering a more comprehensive understanding of its
real-world potential.

Problem of Over-searching Prior work has shown that reasoning LLMs trained in RL environments
often suffer from “overthinking” [5], generating excessively long reasoning sequences—sometimes
spanning thousands of tokens—even for simple questions. We observe a similar phenomenon in our
DeepDiver model, which invokes significantly more search calls compared to other baselines, even
when evaluated on simple tasks. This over-searching behavior highlights an inefficiency that future
work should aim to mitigate. A promising direction would be to develop methods that reduce both
the search and reasoning overhead in LLM-based systems.

D Detailed Dataset Curation

D.1 Examples of the WebPuzzle

In this section, we show two examples of the WebPuzzle sampled from the cross-page question and
riddles respectively.

Example of Cross-page Question

2024F10H31H, —& &R 125cm B R AFFEMSERIIR B I Z TR IGE, T E2D08?

Translation: On October 31st, 2024, how much does an ordinary adult tourist with a height of 125 cm need to pay
for the night ticket of the Halloween event at Happy Valley Shenzhen?

Solution: 149 RMB
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Example of Riddle

B E A AT AR B A R SR E R A RSN R E R, AP BMASER IFEBENLT & %N
PSRN R E—E T EEHA % —, #idChatGPT . HEFAFEEMLT L. X2 MR ?

Translation: A Chinese social media app unexpectedly gained a great deal of attention due to a U.S. government
ban. Users refer to themselves as “refugees” and have migrated to this platform. At one point, the app ranked first
in downloads on the Apple App Store, surpassing ChatGPT. Its parent company is headquartered in Shanghai.
Which app is this?

Solution: /4. 45/ Rednote / Xiaohongshu

D.2 Principles to Annotate the Evaluation Set

The experts were required to adhere to the following principles: (1) The answer to the posed question
must be definitive and unique. (2) The answer should be derived from internet search results, not from
common-sense knowledge. (3) Answering the question should involve multiple searches, thorough
reasoning, and validation, rather than a simple query. (4) The answer must be accessible and solvable
through sufficient rounds of searching and reasoning.

D.3 Quality Assurance of WebPuzzle

We prioritize recently updated pages not fully covered by LLMs’ knowledge cutoffs, emphasizing
open-web searches for problem-solving. We exclude offensive, politically sensitive, ethically con-
cerning, or NSFW content using an LLM-based filter. Ambiguous, controversial, multiple-choice and
boolean questions are removed to prevent answer hacking. We also eliminated unsolvable problems
to ensure low error rates, ultimately collecting 24k WebPuzzle training samples.

D.4 Diffculty Level Tagging

Formally, let N oee denote the number of correct answers out of the 4 tests. The difficulty level D
of a problem can be determined as:

easy if Ncorrecl =4
_|medium if Ngpeq =2 013
D - hard lf Ncorrect =1 (3)

outlier if Ncurrecl =0

E Detailed Experimental Setup

E.1 Statistic of WebPuzzle

D Training Data Num Evaluation Data Num
ata Category

Easy Medium Hard Outliers ALL Easy Medium Hard Outliers ALL
Cross-Page QA 2553 2451 1404 3970 4500 5 54 27 44 130
Open&Wiki Riddle 5566 2956 1409 3375 2500 0 37 33 75 145
Total Set 8119 5407 2813 7345 23684 5 91 60 119 275

Table 7: Data statistics of the full WebPuzzle dataset. Problems in WebPuzzle are labeled as easy,
medium, or hard, and outliers refer to cases with pass@4 = 0.

E.2 Reward Defination

Formally, Let G; denote the similarity score assigned by the looser grader for the i-th response. The
reward &; assigned by the looser grader is defined as:
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£ = {1.0 ifG; =6, @

0.0 otherwise.

For the stricter grader, the response undergoes three rounds of evaluations, each providing a binary
judgment, jik € 0,1, where k£ € 1,2, 3 represents the corresponding round. The reward &; is
assigned only if at least two out of the three rounds agree that the response is semantically equivalent
to the reference. The stricter grader’s reward mechanism is defined as:

&)

£ = {1 if Zi:; Tk =2,

0 otherwise.
the strict grader evaluates the generated response by comparing it to the reference answer and the
checklists over three rounds. In each round, the evaluator determines whether the model’s output
matches the reference answer and aligns with the requirements specified in the checklists. If the
evaluator deems the response correct in at least two out of the three rounds, the result is classified as
correct; otherwise, it is considered incorrect. The accuracy rate, derived from this evaluation process,
is reported as the primary metric in our results.

E.3 Extra Tool Call Rewards Assignment

Formally, the triggering condition for extra rewards is defined as:

VieG,§=0 = C;=0, dJje€GsuchthatS; =1andC; =1, (6)

where G is the group of rollouts, S; indicates whether the i-th rollout uses a search engine, and
C; indicates success. The extra reward is assigned only when no search-free rollouts succeed and
at least one search-enabled rollout succeeds. In such cases, a +1.0 reward is added to successful
search-enabled rollouts.

Formally, we apply the extra reward with:

(N

5 _ 10 1fS7 = ]. and CL = ].,
7 10.0 otherwise.

E.4 Benchmarks
We evaluate the performance of all models using the following benchmarks:

* WebPuzzle: Our proposed novel, web-based question-answering benchmark designed to
assess models’ deep information-seeking abilities within a real-world web environment.
WebPuzzle serves as an in-domain task that evaluates a model’s capacity to extract and
process information from the web.

e C-SimpleQA-500: A randomly sampled subset of 500 instances from C-SimpleQA [33]],
C-SimpleQA is a Chinese-translated version designed to assess the factuality of language
models. While not explicitly designed for complex or real-time question answering, we
utilize C-SimpleQA to explore the impact of web search scaling on simpler information-
seeking tasks.

¢ FRAMES-zh-230: A subset of the FRAMES [14]] benchmark with 230 samples that requires
multi-hop information-seeking. The queries are translated into Chinese, and annotators
verify whether the golden answer can be retrieved via interactions with our web search API.
Only test cases where the golden answer is reachable are included in the evaluation.

* Bamboogle-zh-71: A subset of the Bamboogle [21] benchmark consists of 71 samples,
processed similarly to the FRAMES-zh-230 dataset.

E.5 Baseline Methods

The following baseline methods are evaluated:

21



* Prompted without Web Search: In this setup, LLMs respond to problems based on a single
round of prompting without web access. The model generates answers based solely on its pre-
existing knowledge. We include off-the-shelf LLMs such as Qwen2.5-7B-Instruct [30, 36]],
QwQ-32B [31], GPT-40 [20], DeepSeek-R1 [6] and Pangu-7B-Reasoner [28]].

* Prompted with Iterative RAG: In this approach, LLMs answer problems through multiple
rounds of retrieval and reasoning, using a real-world open-web search engine. The baselines
from the “Prompted without Web Search Methods” are tested using the same iterative RAG
workflow in our approach (see Appendix [E.6|for implementation details).

» Rl-Distillation: We performed SFT on Qwen2.5-7B-Instruct and Pangu-7B-Reasoner using
a combined dataset that integrates both the cold-start data (introduced in Section[3.2)) and
the dataset used during the RL training phase of DeepDiver. Both models are distilled using
the responses generated by DeepSeek-R1.

E.6 Iterative RAG Prompting

In our experimental framework, which includes WebPuzzle data tagging (Section[3.1)), cold start data
construction (Section [3.2)), DeepSeek-R1 distillation, and multiple iterative RAG baselines (Section
[A.1)), we utilize prompt-based approaches to implement iterative RAG. We have specifically designed
a prompt where, in each round, we evaluate the model’s response to decide whether to terminate
the process. If retrieval is triggered, the retrieved results are concatenated in the next user turn to
facilitate continued reasoning and searching. For a detailed description of our prompt design, please
refer to Figure

E.7 Grader Details

During the training of the RL model, both a loose grader and a strict grader are involved. The loose
grader performs a single evaluation and provides a score ranging from 1 to 10, with a score of 6
or above considered correct. This loose grader is used in the early stages of training to enhance
training signals and ensure stability. In contrast, the strict grader performs three rounds of validation
using different prompts, each producing a binary classification of “correct” or “incorrect.” The final
result is determined by majority voting across the three validations. This grader is used in the later
stages of training to prevent model manipulation and further improve performance. Both graders are
implemented base on qwen-turbo API'| For details on the specific grader prompts, please refer to

Figure[14]and[15]

E.8 Implementation Details

During training, each data sample undergoes 14 rollouts with a sampling temperature of 0.9. We
employ a batch size of 32 and a learning rate of 1e-6, training for a single epoch with a KL divergence
coefficient of 0.001. The maximum number of tool call round is set to 7. For online search, we utilize
the Bochﬂ search engine for Chinese scenario and LangSearCIﬁ for English scenario, retaining only
the top 2 results per search query to ensure efficiency.

D Training Data Num Evaluation Data Num
ata Category

Easy Medium Hard Outliers ALL Easy Medium Hard Outliers ALL
Cross-Page QA 200 2200 1300 800 4500 5 54 27 44 130
Open&Wiki Riddle 0 1200 1100 200 2500 0 37 33 75 145
Total Set 200 3400 2400 1000 7000 5 91 60 119 275

Table 8: Data statistics of the WebPuzzle training and evaluation sets uesd in our Experiment.
Problems are labeled as easy, medium, or hard, and outliers refer to cases with pass@4 = 0.

“https://www.alibabacloud.com/help/en/model-studio/what-is-qwen-1lm
Tht‘cps ://open.bochaai.com/
“https://langsearch.com/
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Methods WebPuzzle-en BamBoogle FRAMES HotpotQA

R1-Searcher [25] 6.5 44.8 24.0 56.7

Our LLM Judge DeepResearcher [45] 55 51.2 323 53.7

DeepDiver-Qwen 21.1 61.6 36.0 64.3

R1-Searcher 13.5 46.4 243 54.7

R1-Searcher LLM Judge DeepResearcher 15.5 51.6 32.8 54.8

DeepDiver-Qwen 16.0 432 224 44.0

DeepResearcher R1-Searcher 21.1 48.8 27.7 62.3

LIIZM jud N DeepResearcher 24.0 58.9 35.8 61.2

g DeepDiver-Qwen 41.1 65.6 37.5 67.0
R1-Searcher 13.7 (1.9) 46.7 (2.0) 25.3(1.9) 57.9 (2.3)
Average DeepResearcher 15.0(7.5) 53.9(7.1) 33.6 (7.2) 56.6 (4.4)
DeepDiver-Qwen 26.1 (14.7) 56.8(9.1) 32.0(142) 58.4(10.4)

Table 9: The full comparison results with relevant works on the English evaluation dataset using
English search engine environment. We took the average of the LLM Judge’s results from three
works to evaluate the accuracy. The number in () indicates the average number of search queries
invoked.

F Case Study Examples

In this section, we present a case study on the WebPuzzle, comparing the performance of our proposed
DeepDiver model with the R1-distilled model and DeepSeek-R1. The results are shown in Table[I0}

F.1 ProxyQA Case

In this section, we present an example of DeepDiver’s results on ProxyQA. We compare the perfor-
mance of DeepDiver-Qwen2.5-7B with its R1-distilled variant. The original R1 model only requires
a single round of reasoning due to its strong internal knowledge. However, as shown in Figure [0}
the distilled model replicates the single round of reasoning without possessing the same internal
knowledge. This lack of depth leads to overconfidence, causing the model to prematurely provide
an answer after just one round of reasoning. In contrast, Figure [§]demonstrates that our proposed
DeepDiver consistently searches and reasons over multiple rounds to gather the necessary knowledge
required to answer the problem, resulting in a more thorough and comprehensive output.
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Problem

B AR BT — 20 R R E RGNS FE T LR,

Sl RO = SONRTR A AR IFEE,,

FEW L AL PR 2, TR E R ) R B AT 2008 R I E MK A
PR N2, (B PE26 5 T FAEL AR P AE TR

X EFITERIE?

Solution

FHE R BTy

R1-
Prompting

<think>: .. 2(E U R FR R AF IR AR L 5 TS TE20104F ER M I R R BEAD SR R TAT (14 Z A il
B HBEREH265F) ...

<search>: [“FURER RGN EFLF, 01 Z X FIENNZE T EE R LFRME &7, 20198 [H LML & 4
FA”, “WEC 265 FEFFIH "]

Search Results: ...correct answer is retrieved by “20197% [E KA FE404 &5 4L

<think>: ... /50T HERR . R TR REARHS . T \‘-‘Tw ST B A TR -

<search>: [“FIETLIFCIFI AR, “2019F8 [E REFRLA AR B F I EIN, “FIETEEWEC 265 %7, “}
JER-RIETLAF /17571

Search Results: ...(correct answer involved)

<think>: ... BHETLRFAF G 20084 5 FPF 4R A B B R E NG AL & 4 ik LB A i 15 PO ] IR R SR & B et -

<answer>: ... ]2 /1 JFA‘L?%W##/...

Qwen7b-R1-
Distill

<think>: . FEHAMWTRIRE S [0 BE 2 15 0,

<search>: [“F1 &£ ﬁj\$$ﬂ%ﬁ<?‘t% EH
K, “HT24/ NN BR26 5 EEF A7)

Search Results: ...(correct answer is not included)

<think>: ...Jc 2R E T MR E LSRG XS5 @EEEEFEME..

?search>: [“20144E 12 E 1 ZEBARL SR, FlE‘E?‘*ﬂﬁ??lﬂ%%i’t% P4 NTER265 EFEE
4]

Search Results: ...(correct answer is not included)

<think>: 775 S0 FIPT AR BoR2014F B ER I EIN FETRRERN) HIRAF RSN 5% (R A ZE
F) . MARAFEZRENEFOBEE - WA RTRERFTEA PR il 4B\ =8 < JE TR F- B " RiR 1R 22
FAERIZ PR -

<answer>: .../ FL 7 L

W% o ST YR 67 50, <201 44F 7 [ R LSRR AA YN /R - fy 22

DeepDiver

<think>: ... 7 LR TAAER & VB R ETF..
;s;earchg %“Fl%ﬁ%?ﬂﬁi?éﬂ%ﬂﬁ&%”, SF1= SN R AR R e, < [ v i ZE BA2008 AR 42 &, “ifit )
265 T

Search Results: ...(correct answer is not included)

<think>: ... 2 75 D RURRZE 7 2 s RFIAR IR0 5%, (AR EEBAEF R . H o Arise Racing GTHI265 & HChaz
Moster 58, (EFINETRFAITE K-

<search>: [“2023-2025 48 Eyh PRSI &7, “26 5 FEFIM 1987, “F1 =3RRI ZEBNFE LA, “Chaz Mostert
EFE

Search Results: ...

<think>: ... EIR1F2023-20254F A& 77H 5 T Chaz MosterBX H = XFLERA « AL - 265 B EFHB AT E
B ATREFERPIER BN 2025 R BEE S PR EPAE G i05%, FH kR 202578 TR 1 B E 0, E 7 4t -
<search>: [“Chaz Mostert F175]777, #2023-2025 8 El il LA &7, “26 5 T EFI LT, “F1 = U R ERAEAL
#]

Search Results: ...[14]FTUFREL: . RHETRFE2022 SRR R RI1TE PR EFRF OB E S =R, 3R E (T
FR 5 ft 7 — 20 7 R 23 2 oA F -5 26, 7E TR 248 BERL 3 6 2 10005 A 1728 (1000 Miles of Sebrmg) B, #
ARG =4, IO EWECKI# & - .(correct answer is retrieved by “265 28 EF1 F7)

<think>: ... f}E /KBRS T 71 5826 5 FHE...
<answer>: ... ]} R RIETRT L

Blue: Exploring possibilities and widening scope. Orange: Narrowing down to incorrect candidates. Green: Narrowing down to right answer.
Italics: Faulty conflict resolution.

Table 10: DeepDiver leverages the SIS to compensate for gaps in flawed internal knowledge. Rather
than prematurely providing an answer based on unverified or insufficient evidence, DeepDiver
continues to intensify its search process, completing a total of 12 searches, progressively refining its
findings until it identifies an acceptable answer.
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Problem Throughout his career, he broke the record as the youngest driver to score points in Formula One history.

He competed for three different top F1 teams and underwent two special seat swap arrangements.

At the German Grand Prix, he helped a midfield team secure its first podium finish since 2008.

After transitioning to endurance racing, he piloted the No.26 car and crafted new history across multiple events.

Who is this driver?
Solution Daniil Kvyat
R1- <think>: ...Verstappenholds the youngest points record...Hiilkenberg's age when scoring points in 2010 didn’t break the
Prompting record...Kvyat exclusion required (Scuderia Toro Rosso being midfield but didn’t drive 26 in endurance)...

<search>: [“F1 youngest points-scoring driver record”, “Drivers with three F1 teams German GP podium”, “2019 German
Grand Prix podium teams”, “WEC 26 car drivers F1 background”]
Search Results: ...correct answer is retrieved by “2019 German Grand Prix podium teams”

<think>: ...Verstappen excluded...Kvyat...considered midfield....Alexander Albon...Need confirmation of other driver
associations.

<search>: [“Kvyat number of F1 teams served”, “2019 German GP Toro Rosso midfield status”, “F1 drivers WEC 26 car”,
“Daniil Kvyat endurance racing”]

Search Results: ...(correct answer involved)

<think>: ... Kvyat fulfilling “first German GP podium by midfield team post-2008”...Other candidates like Hiilken-
bergAlbon fail to meet all conditions.
<answer>: ...Daniil Kvyat +...

Qwen7b-R1- | <think>: ...Initial assessment suggests it may be Nico Hiilkenberg,...

Distill <search>: [“Youngest point-scoring driver in F1 history”, “Nico Hiilkenberg seat swap history”, “2014 German Grand Prix
Sauber Nelson Piquet”, “24 Hours of Le Mans Car 26 Hiilkenberg”]

Search Results: ...(correct answer is not included)

<think>: ...Nico Hiilkenberg never achieved a podium finish, conflicting with the German GP third-place claim...
<search>: [2014 German Grand Prix Sauber team results”, “Youngest point-scoring driver in F1 history”, “24 Hours of Le
Mans Car 26 driver Hiilkenberg”]

Search Results: ...(correct answer is not included)

<think>: Contradiction resolution: F1 historical data shows the 2014 German GP’s best midfield team result was Massa’s
third place (Ferrari), while Sauber’s optimal result that race was Hiilkenberg’s third place. This likely stems from misinter-
pretation of “midfield teams” as “non-top teams”, requiring explicit clarification in the response.

<answer>: ...Nico Hiilkenberg x...

DeepDiver <think>: ... Verify if there exists a driver meeting all criteria...

<search>: [“Youngest F1 points record holder”, “F1 seat changes across three teams”, “Midfield team podium at 2008
German GP”, “Endurance 26 car driver”]

Search Results: ...(correct answer is not included)

<think>: ...Antonelli and Verstappen both relate to F1 youth records, but require more specific information... 26 is driven
by Chaz Mostert...

<search>: [*2023-2025 German GP midfield team podium”, “No.26 car F1 endurance racing”, “F1 seat changes across
three teams”, “Chaz Mostert racing carcer”]

Search Results: ...

<think>: ... Verify...Chaz Mostert’s participation with three F1 teams, seat changes, and No.26 car usage during 2023-2025.
Potential unretrieved 2025 German GP midfield team podium record requires supplementary search of 2025 F1 German GP
official results.

<search>: [“Chaz Mostert F1 history”, “2023-2025 German GP midfield team podium”, “No.26 car F1 drivers”, “F1 seat
changes across three teams”]

Search Results: ...[14] Webpage title:... Kvyat represented the Hezeburg team three times in the 2022 NASCAR Cup
Series, and his car used the same number 26 as in Formula 1... In the season opener, the Sebring 1000-mile endurance race,
Kvyat finished third and earned his first WEC podium....(correct answer is retrieved by “No.26 car F1 drivers”)

<think>: ...Daniil Kvyat matches No.26 endurance racing characteristic...
<answer>: ...Daniil Kvyat +"...

Blue: Exploring possibilities and widening scope. Orange: Narrowing down to incorrect candidates. Green: Narrowing down to right answer.
Italics: Faulty conflict resolution.

Table 10: DeepDiver leverages the SIS to compensate for gaps in flawed internal knowledge. Rather
than prematurely providing an answer based on unverified or insufficient evidence, DeepDiver
continues to intensify its search process, completing a total of 12 searches, progressively refining its
findings until it identifies an acceptable answer.
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Reasoning and Search Rounds of ProxyQA - DeepDiver

Proxy Question:

IREEFAIN B — TR REREBIID, G CRRIE . BE R DR S B B AR R ?

Response:

1. PR A Rt RPN, e T BT R R IR, N R BE R R E R BRAE R B, e
f)Naga Viper « [ & T 1BihunBiifl %, (HFEERUSUBRIT -

2. HEERIZPMAEIM, T AR EREIX, PIRR T RE BRI L -

3. BrE AR TR humtE - PRSI R, FERFM RN AR EFME .

4. RERZFRS IBRE (WHRE - SRS E) - kRS REER) « AR5 (RE - BF)
&, TEEBEUE SR -

5. T EAIEE B AU, AR TS e i A SR AR Y B AL -

6. FIRETR EHRIGERE &, BHEEL WRRIR -

ROUND 1: [ TR BRAGBRHLE P 5 7%, Naga ViperBRAUIEVR, WM & 1 SR 7, BRI SR BOs i)

1}% #E?ﬁfi%&%éﬁ% XPRHURE 75 e HAE 12697 SHU, i~ % 340504422077, Naga Vipery135.977, 7 BHHf 4 Fij it
PR -

CEEANEXH AR BT, AAER AR TR -

. EERIE AR AR E ER - PURESEEARSE -

IR R T BRI A0  AEAREE I SR £

| FEFEH R B IR 4TS X ERIE, 5IiNaga Viper/& i SR A HE .

. T LR B BT EE, 120234 7 e AR 3

7. P A REX B2 5 AR BB RIE FIRAT R, T R .

ROUND 2: (20234 SHOAHR 25 EI07, XM B HOR, BRHLEE 5176 5 MU 5 7, B FRURIPE, Naga Viper U]

1. IRIERHTRREEFR, 20234 BHHAIEAXBHERE 2695 SHU, #id B EMIEMAI22007, BN RIH F 2 &,
{BFHIN2024F R~ THBLE -

2. MT{[17]32%Naga Viper S E R E, (H2023EXBBUAIEGE, FEITFAEMAL -

3. BREOR AT, FTANFEXEBA10EREE A < o8 B & RBUR TR -

4. FERFES, FTI3I14101 7R B BRI - BRSO S, AT REIE % .

5. T B0 IE20244F & 5 B BRI P 2S5 269 J1 SHU -

6. Fi P AT REXS BB (L 2 Ao S E R £ I R BRI FEHRZE X TRPV E 8 FVEFALA] -

ROUND 3: [20244F SRR JE i, XBHPTRIE, XBRBUBRNE iR L & &, TRPV1 B ]

AW

Figure 8: DeepDiver’s reasoning process on ProxyQA involves expanding its search beyond a narrow
scope to explore additional knowledge when faced with open-ended, challenging problems, improving
its generalization through SIS-incentivized behavior.

Reasoning and Search Rounds of ProxyQA - R1-Distill

Proxy Question:

IREEFEAINB— T HER L RBRIBAD, G E iR - BE B S BRI E #?

Response:

L FPRET @R EEBRBREFAER, &R . HE T EMBERER - & 2 E R B & i
Al R LRI ELIE R BORGBU . BB BH ZHIRE, EFRERIERHTUREIE -

2. ERER D TR M (Ansedi - L) TNLTT 50, FE R SRR = e B (L AR5 e A«

3R EEY MR BHEEOR - SURMEEURS, TR B E FBEOR R BRI 77 5%

4. ¥§§[ﬁ?%lzﬁﬁﬁkglﬁ (WICAPSE &) MIMERR (MR - 18R | FHER BRI LS PR B R
SN o

5. TIESHTE R REE, WY ARG MR TR TR (16577-325TTHRIE/R) BIEHEEEE &Fh .
6. LR XA NFEIBAAIBRBETERE, R F A AOERRE -

ROUND 1: [ F-EB AR R 5 FERTZE %, £ B AT MU IRES &, BN CAPS & B BIERSLRN, B Fh
BAREHHA]

Figure 9: The R1-distilled model on ProxyQA mimics DeepSeek R1’s behavior but shows overconfi-
dence in its flawed internal knowledge, resulting in just one round of reasoning and searching.
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Answer Rounds of ProxyQA - R1-Distill

Proxy Question:

IREEFAIN A — TR ERBREBIID, G CRRIE . E g DR SR S AR R ?

Response:
A AR R E BRI BRI BRIX > (PepperX) , H U E4E/RBREEEAL (SHU) HMMEIAZI26977[11[2] - %M FHE
EEBIEFEKEd CurriefF &, AR B RIIFEHBICNER, 8 2R HOR 5B w3 A (4] -

EIRTTTE, BARUR T AR, PR @A KL . BRI B IR R E RAREE, CurrielBid fF 7R
B (AIFEREA T E) MRER RS, R E XA i S s s B RS 2] (4] -

PRI PR LB HBRARE  (capsaicin) MEATEY) S BRE, XLEAEYHE T 5 1idE 0 @ REHAT2]. LA
ZCAPSER R, ZERFAER L L FEHEEHRS] . TRREMERE (20-30°CRAEER) AR &R
WEAR, Currieifiid % Hilii 2 S AF L IIBIE HRAAL[41[7] -

BERAL, Z@MRASMBEER: MTeEl vt RIGHERESE, YEBEIETLHEREE, M
PRI E AR LAPRIEBRIE[4107] - B BRI FIE (M2 R YR8 TT A 8, St on o A SR B & i
Kz EAER 6], FIEE E B SRR AT -

Figure 10: With limited reasoning and searching, the R1-distilled model produces an output that
lacks informativeness, comprehensiveness, and depth.
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Answer Rounds of ProxyQA - DeepDiver

Proxy Question:

IREEFFAIN B — TSR ERBREBD, G CRRIE . E g DR SR S AR R ?

FTFHAEF (HF20244F) HIHFHANEWT:
LEZE G
20245 7 R A IE S BB

o XHHL (Pepper X) : HIEEFHHILE R KIRMEAE (Ed Currie) T2024EHE, 4% R Wit R0 FINE
9269.377SHU (R4 /RBERNA) o ZBHHRIE SRR NZRS, EESGERPHBMNE RS
SEqNFEA (22077SHU) AHEL, BREEFEF1.665[21191120] -

o RPELIEM (Carolina Reaper) : %2012 5K R BAIE, P EE156.93/7SHU, IE(H22077, &H
2007 SHU R A BB 11[21(7] -

+ Naga Viper: 2011EAEERE, BE13590SHU, & H KT RITALER i F 55 B 3117] -
2.F PR
o KA. XEWEMAIF105E, W BEEATI00RARTIRE, @il HF T RN 5PN 74203
WOT R, 7B EHIEEFmRY K21120] -

o PRI R: BRI ERRARREEGRM (1%, 1058 7], RELLEHER (ERPRES )
W5, FH25mL CEHERRO.SgBIRK R BURMUR AATIAM) [14], BREH L &S .

3BT AL

o BRBUFE A HE (HWm) FEEPAEFBOME . BREER (& EBHRRES R M70%8
) [231[24] XPRBGES EFEECR, G EE X BN E IR R F40%[24] -

o RPEEH: HREESOEINBIE A, RO RS 2R ARR—13] -
o BIRR TR Img/kglIBERAFET1600/5SHU, XBBHIBBRIKEAS.77Img/g (T2H) |, T B

H[241123] -
4FFESEH
. Eﬁﬁ‘zﬂt T ORFF 1 3¥pH6.0-7.0, B (90-120K) THfHS/INAf & HR, FRSRARER GEAMEHE
) [71[12] -

o BRI 2023FI0RER, EH30mg
XBBUAT S N ARG BRI, 5l &R BME R E R (M« iR E) | EES AR RGEM
fr[2][20][26] -
SRIEE N
+ TRPVUEEHIE: 2021655 IURKEF R T RPN (David
Julius) K, BREEE S BOEBRR Z R E A FERAL (TRPVL) i, [ 2 RAH R = £ p bR
J[25]26] . XPMPHIHES —EHHE (HH72%) MHREIER, %8s iRigf2.3%024] -
(%2737
o TAVRF: XERMHHH TR m s, 20234 124/ N B8 10000, HBRHEIRBWLEPOT & HiALE
JHTTIE%[9][20] -

o BBHNE: H135.97 SHUM B ZE IR A TRERE IR . 2024 K8 SCEIR, = IR E SR E
(>20077SHU) ] {58 4 R 22 00 4 7 18 i R 44 3848 %0 [ 241[26)] -

Figure 11: After several rounds of reasoning and searching, DeepDiver generates a result that covers
various aspects of the given question, delivering extensive and comprehensive content with a wealth
of knowledge.
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Iterative RAG Prompt

FRE—ZETHRREHERERTE . AEARAKIEMENE BT - BREHR—RE, FTHRE
W ERER T RFEARRRE, S—RPHRBTELEE, REHFRELTRREAEAEREER. MR
RIEFERR, HEREIARRRERNEHHEIT TR

A E EK
B-RIRNEEREGFENE D, B0 E%, EoMrRIRHRAEE -

## RABHEE S (<thinking>F</thinking>H [RIFR4) -

1. IR RATREROFI I RS R IR G 18, R EE T2 a o B s 5%
SR R, ZETR HREER DA, NEESHENITE,;

2. MRFERER, RRANIN, FBaET R amAH T RER . SRR, SREMRELE H i
AIRE, B Lbid R ALE N A R RTE

3. ZoRIFAC XIS UEFI MR ARG: SRR 2 ASRIRIIAE NAE, JTHESZ AN ERHITER, NiZFEH
KEFELMER, WEAFRIFHEE, #THERANIRRENL, MARTEMIE - EREE— A6
B EIESTS

4. EAFIEE LRI BR: EBBZRRR G EEER BT & ERNERNBRAN AR NS, &2
EEERETEHMTIAE, A ERPAER, FEERER, BRI EL, EEEL;

5. BT MO RTI B R, FRE AR TR anIRAg « 4000 LS R A AL R B AL RO
BRFFE - HRELREAEZNTEB

6. REVEHEEHES REFH /T FAES RT3 ERTUZREMIES B RIE, BRirERs
BRELFCONE, BT AR B S — 4 SRR B ] -

## R EIEE S (<thinking>f5HIFERSY) -
1. MRFEHA SRR, M5 TEERAI: web_searchl{ ‘search_queries’: [‘H &A1, ‘HHRIE
2, .0}, AEEEFAEMEZ RNE;
2. RATFE#H—PER, N
-GEEANBERSFGHEERTE - BHREWNRKERE;
- BRI P ESK, BUREARIE RIS S T2 f A PR RS S R 2.

## [ E LT
N L EE AT, BT AR RS IR S [ S H AT REAE RS (BIBTMLTERY, SR RER
MTEAGIIX R A B, TARIRHETEILAAE) | URAERA RS EEX L.

- Tt BELHR & EAREEMTE X ERNEWR, FIASCRI,; ARSI R B
IR, RS U R P E RS

- SEEEE: FP RO EE R B RO AE BB T TR

SN TFEMKAEE, WRAEHERERREE, TLUESHE—RIWAOEREE, DUEENE;

SN TFRIVERCGRRAE (RS - 030 M) |, IRHEFREEE A S E R, S aE
fkEs, EAMABRRGRAMNEZEL, ERFaRAPZR . RARBRE . EHEEN ST LEN
BR- MHOSEETMREZERARLEK, MTE8 -1 EZammtns RS AENEE, SUERR
K- BBRHER -

## AR

JE 2 > F <thinking></thinking>tRE 52 B EHE , </thinking>/FEEMHRARES T EEN, FEEL A
BB T JE 2% R B £ [ A5 T S0 4 ) i SRR I SR AR A o B HH R0 T

<thinking>[ 1R KB %32 .. |</thinking> [ R I Fe 2% E 5 8 T E VA

[FIRF46]
$query
[FIRREE AR

Figure 12: The prompt we designed to implement iterative RAG, which is used in WebPuzzle
data tagging (Section[3.1)), cold start data construction (Section[3.2), DeepSeek-R1 distillation, and
multiple iterative RAG baselines (Section[d.T).
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Figure 13: The detailed training curve of the DeepDiver-Qwen2.5-7B-Instruct model shows the
trending of key metrics throughout the training process. These metrics include reward, tool call
frequency, response length, reward standard deviation, gradient norm, KL divergence, and response
completion rate.
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Loose Grader Prompt

TRRFE B — PP FEAFHEE RS, BB RSHERMEEMNIL, IR ERE T RS FE M
B E AT AT 5 -

## FT e

1. AR RIF A E A P BN, 255 R AR E S -

2. P B RE S B E RN RIS LS ARSI, Ao/ ER S B E RN FERIL -

3. W TR BRAIA, E2T UEZSEF SRR MR ERFEMER, RES UAEFRRIE .
4. W FFEER A, WRAPTHERBEE T SEERTN—S, B—HaEmRE, HRELEHERS
HIELGI25 A FE 438 -

5. W FEER L RAER TR RIFFIEZETERERN, #R TR .

6. ZHE RV ERAR T T/, HAEHGER, Wb R e B, BRI
B PIRMIEAAEENEL, T UAKS S E R HER.

7R (1) SEERNINABEAZE, HlRLGRENS Q) 55EFEELMEMR, N
KGRI -

BT ZHERTAToE, TSSO FHT RS H1~109 -

107 FRPEEEMSIEMSEERTL B, TREMEEMTE .-

8~94r: RN, AIFETEEMELMSEERTEE B EAEMNEZEMI -

6~74r: IEBRIE IS FENERE, AT S EERSIE 5 2B ERUE NI RELAE & KA, HA
REXT B ERTEA — U5 IR TS . AR BB mT B8 NI 7 B AR A 1A

59y IEBRPEE /DR, AFHTPAEENSSEMSEERN T8, W aEE RS BEE BB
5o

2~44r: EFMEAENNRE, AP EE SRS B ERE —EARRXA, HInmaeh Mg
Ve HEETERNR .

150 FREfEREIEEEATH, Wit aEik B S ERERERRA.

# RPN A
L P Rl 46]
$query

[ RS R
(ZHBERITIR]
$solution
[(BHE R
(BB TT 6]
$checklist
(BT 6]
[FEPF B 2RI IR
$response

[P REEH]

## VRG PR A5 H AR B 25 SR

%_‘ﬁ: §7\7FE'°

BT ERE S EEE, ST, — S — 2ot Rar RS E T i —3, DX
NZZE MR E

AR B2, o

E I jsonfiit

KT IR, BEERE— AR, A Rjsontg =kt :
E P, jsonkiith:

{

T

"B 1~ 10,

}

Figure 14: The prompt used for the loose grader, which assigns a score between 1 and 10 based on a
single evaluation. A score of 6 or higher is considered correct. The design aims to enhance training
signals and stabilize the learning process in the early training stage.
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Strict Grader Prompt

Strict Grader Prompt 1:

RRE—DBRMBIEL R, RIEH R FAEE R« & Fchecklist~ [FIRABIE XA, A5 [EERE
SHIBE -

FAF AL $query

FMEZZR: $solution

% Zchecklist: $checklist

[RIREE S : $response

BT :

LORIEPREE R, IRAWT R E SRR SR TR EE R —2, R —EUNIER, A—BFvERR . &
B BUERIERIEE Rchecklist RIFHIRZETE A, I IER -

2. MRIEE Rchecklist PHPARIZR, M S FUE BOER > 518 4 TR RIERSY, PRI (R A 55 R
FPEEsR, FFallER, el R -

3. AERNFFERIFS:, FIMIES A & RAPINIER, 7508 S AR A iR -

i H BESR

**%aﬁ, HH Foe

MsE—F, B%. iR, SRETASMEEGEEEE, BEIRMEEZ IR CEZEFR HiBE
FRE, RUELE MR RTEAILE R, B AT (R i 4 BT HIAE R

G, SRR RIS

PI“BE 35, WHIEER. »IFIR, PO BLUT 4 € I B U R RS RIS R, N R
Bson”SER, RIS U T A8 78R, ANER AT RAE

A (“EEIERE: ER R

Strict Grader Prompt 2:

BRI — AR EENAEER, (RHEETRELENR S TE . PSR . 5 Rchecklist - [
IS, FEEEATI RO, RIS VA SRR T VL

FH R $query

PRAFRIEAT

1. ZEPNEER, RFPERER SR TSMESEREY S, HMEEEBHERMNCNER, TMHE A
Wo ER: WRAEE Rchecklist FH R X AVFHIRETLE, BEEHFMES REAERELERN, AN
1Ef -

2. BRMNE RchecklistUZR, #RFMELS, 4 HIEMBEHRKLEL -

3. IR E R RA R IER, A4 FRERRIERR . B, RIS R R -

Strict Grader Prompt 3:

EORARR P ESIREOBTRE R, IRRETAERA PR - FREE SR . & Rchecklist - FIEIS, F455
DUT R K AR R, o Rl R Bl S 7454 PR Al -

FH PRI $query

ORI HNAE R BObRIE, a0

1 RRIREE RIEASIR, IR 1P 0] R A S R TR TO IR M S B T PR RN, BRI o IE
), WA LR - FEEBRE: WERNGRINERARE, WAHIESR-

2. IRTFARYEE Fchecklisthf [FIRI[E S AT HINT, 4T 6 & FRchecklist ) B —TZSRNIAE HIER, TN
TR o

3. AT IESICECRIER, FIRE S RRE PGSR A RIER, B RE S f R A5 RE x -

Figure 15: Different prompts used in the three rounds of validation for the strict grader. Each round of
validation generating a binary classification of “correct” or “incorrect.” The final result is determined
by majority voting across the three evaluations. This grader is employed in the later stages of training
to further enhance performance.
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Behavoir Statistic Prompt

Reflection & Correction Prompt:
NSRRI R TR T 2 RIS R A R USRS, At IR . SRR
(I RR PRI 2R -

(IRl 46]
$query
[IR]RLE PR
BB ITIR]
$cot
[EYERE SR 45 )
[/R & 6]
$solution

LI R 457K

HFEIRW BN I B0 B FESR T R 7L (£ Reflection & CorrectionfIRZ, RIS & L T /i
PRABERNEREGRN, ERTAEOA YRS, SUEN MBI, H IR ESAML SR HEEE S
b SR

TH T #(Reflection & Correctiont&\— IR BYERER H — I ML T 2/, IR AEENHECN0 - LT
BYUERER R TR R BT A AEEURE, H B FZiH B R S #E <count></count>H «

Conflict Resolution Prompt:

HTRBEI AL H B0 B RE 5 & B 7EAE /7 Conflict Resolution fE=, RITERRIIMGEEEET
EEA—BHIEIT, AR & T & 5 ZEFT AR LUBRIH SR .

711 % Conflict Resolutiontiz{ — AL BAERESL A — I T 2Dk, R AFEAENITEC0. FHESHTE
UEBER R AR BB G EAIHE, HEJF %I SRS fE <count></count> «

Verification & Denoising Prompt:

WA EAREE BT H T EOZ B SE 5% & A7 2R A 7 Verification & Denoising IS,  RIFELE R B W 54
HRMRRER, BASBEHERELR, NmHUTEE.

T 1% Verification & DenoisingfRzt— L 7ERAERE SR —H ML T 2K, WRAFEENTHECN0 - 550
Hr B SR AT 4R B SR URHE, MRS RZiT s R 'S 7 <count></count>H »

Figure 16: Prompts used for automatically evaluating the occurrence counts of different behaviors in
model outputs.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Yes, the abstract and introduction accurately summarize the paper’s key
findings, including the experimental results and their robustness and generalizability.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Yes, we thoroughly discuss the limitations of our work and potential solutions
in the Discussion section|[C]

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: There are no new theorems, formulas, and proofs involved.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes, the paper provides detailed step-by-step descriptions of the dataset
curation (Section [3.T)), methodology (Section [3.2)), and experiments (Section ) to ensure
reproducibility of the main results.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: The paper contains experimental results that rely on proprietary code and
data that are currently undergoing internal review process for open-source release approval.
While we cannot provide open access to the code and data at submission time, we plan
to release them once the review process is completed. This restriction is in line with the
NeurIPS guidelines, which acknowledge that there may be legitimate reasons why code
cannot be made available immediately. We have included detailed descriptions of our
methods, algorithms, and experimental procedures in the paper and supplementary materials
to ensure the scientific contribution is clear and to allow for conceptual reproducibility of
our work.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes, Sections [3.1] ] and Appendix [E] provide comprehensive details on
data selection, experimental setup, hyperparameters, and implementation to ensure full
reproducibility of the results.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
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Justification: While our paper does not include formal error bars, confidence intervals, or
statistical significance tests, we did take steps to ensure reproducibility and reliability of
our experimental results. Specifically, each experiment was conducted with 3 independent
runs using different random seeds, and we reported the average scores in our results. We
acknowledge that a more comprehensive statistical analysis with properly defined error
bars would strengthen our findings. For future versions or camera-ready preparation (if
accepted), we plan to expand our statistical reporting to include standard deviations or
confidence intervals for all key experimental results, clearly stating the calculation methods
and assumptions.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We introduced the computation resources and requirements in details in Section

[ESl

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The paper is fully conform with the NeurIPS code of ethics.

Guidelines:
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¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: To avoid potential ethical and societal impact related issues, we carefully
checked all questions in our datasets in multiple aspects, as discussed in Section[D.3] We
try to guarantee that all samples do not involve any offensive, gender-biased, or political
content, and any other ethical issues. The source code will be released with instructions to
support correct use. The baseline model we tested are all open-sourced LLMs and public
APIs, these previous works have already considered the societal impact issues when creating
the models.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.
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13.

14.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All the code dataset and benchmarks and related baselins are well cited and
introduced in Appendix [E.5] Appendix [E.4]and Section 4]

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer:

Justification: While we have provided detailed documentation and descriptions of our new
dataset and models within the paper itself (including details on collection methodology,
properties, limitations, and intended uses), we are unable to provide the actual assets
alongside the submission due to the ongoing internal review process for open-source release
approval. The paper contains comprehensive documentation that would typically accompany
these assets, but the assets themselves cannot be uploaded at submission time. We plan to
release these assets with complete documentation once the review process is completed.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

 The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]
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Justification: We conduct the human evaluation and annotation, all the details including the
guideline and instructions are performend in Section and Appendix [D.2]

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We do not invovle human subjects, all annotators and evaluators are recruited
by a company.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: Yes, our paper transparently documents all instances of LLM usage—whether
proprietary or open-source—including detailed prompts and implementation specifics. This
ensures reproducibility and clarifies their role in our methodology.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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