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ABSTRACT

Scientific machine learning has opened new avenues for solving parameterized
partial differential equations (PDEs), enabling models to learn a family of PDEs
and generalize to unseen instances. In this context, data-driven operator learn-
ing methods typically require large training data, while physics-informed neural
networks (PINNs) trained with PDE-based loss functions suffer from challeng-
ing optimization landscapes and limited generalization, especially for nonlinear
PDEs. To resolve these issues, we develop Newton-PINet, a physics-informed
network enhanced by Newton linearization, offering an effective meta-learning
framework for nonlinear PDEs. It (i) introduces a physics-informed multilayer
network with skip connections from early hidden layers to the output, where the
final-layer weights are computed using least-squares method; (ii) adopts a two-
stage learning strategy that first leverages gradient-based training to learn robust
representations from the available training tasks, and then performs gradient-free
fine-tuning on the output layer for fast task-specific generalization; and (iii) in-
corporates a Newton linearization method to speed up the least-squares iteration
for nonlinear PDE problems. Newton-PINet achieves relative errors three orders
of magnitude lower than recent neural solver baselines on a challenging nonlinear
reaction-diffusion benchmark, even while using 16 x fewer training tasks and an
order of magnitude less training time (under 2 minutes against the several hours
these baselines required). This work advances the meta-learning of PINNs toward
data-efficient, fast, and generalizable physics solvers.

1 INTRODUCTION AND RELATED WORKS

Solving partial differential equations (PDEs) is fundamental across diverse fields, including fluid
dynamics, climate modeling, materials science, and biophysics (Karniadakis et al., 2021). Tradi-
tional numerical solvers for PDEs often incur prohibitive computational costs, particularly when
repeated evaluations are required in applications such as design optimization, uncertainty quantifi-
cation, real-time control, and modeling of complex physical systems. In recent years, scientific
machine learning has emerged as a powerful paradigm, leveraging advances in deep neural net-
works to deliver fast and accurate approximations of PDE solutions, thereby enabling high-fidelity
simulations and real-time predictive capabilities that were previously unattainable (Cai et al.,[2021a}
Cuomo et al., 2022)). Recent advances in deep learning for PDEs can be broadly categorized into:
data-driven operator learning, physics-informed deep learning, and meta-learning physics-informed
neural networks (PINNs).

Data-driven operator learning: Data-driven operator learning focuses on training neural net-
works to directly map input functions, such as PDE parameters or initial conditions, to their
corresponding PDE solutions. Well-known examples of this approach include DeepONet (Lu
et al.| [2021)), Derivative-enhanced-DeepONet (Qiu et al.,2024), Transformer-DeepONet (Wei et al.,
2025b), Fourier neural operators (FNO) (Li et al., 2020), Factorized-FNO (Tran et al., |2023), and
Decomposed-FNO (Li & Ye, |2025). Once trained, these models can generalize to new parame-
ter settings (e.g., new initial conditions), enabling fast prediction of complex dynamical behaviors.
However, they lack explicit physics constraints and interpretability, and their generalization depends
on adequacy of labeled training data, which are often expensive to obtain (Li et al., 2024). For ex-
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ample, Transformer-DeepONet typically requires at least 1,000 different PDE solutions for adequate
performance (Wei et al.,|2025b).

Physics-informed deep learning: An alternative paradigm, physics-informed deep learning, incor-
porates governing PDEs and boundary conditions into the training loss function (Cai et al., [2021bj
Wong et al.| 2022} |Wei et al., |2025a). By penalizing violation of physical laws, these models can
be trained effectively even in data-sparse regimes, often requiring only initial or boundary condi-
tions. Representative approaches include physics-informed variants of operator learning, such as
physics-informed DeepONet (Wang et al., |2021) and physics-informed neural operators (PINO)
(L1 et al 2024). Another prominent method is PINN (Raissi et al. 2019), which learn mapping
from spatiotemporal coordinates to PDE solution for a given system. While these methods alleviate
the need for large labeled datasets, their reliance on physics-informed objectives often results in
prohibitively long training times, due to highly nonconvex loss landscapes caused by the stiff PDE
constraints (Krishnapriyan et al.,[2021; |Chiu et al.l 2022} |Wang et al.,|2023), especially for nonlin-
ear PDEs. For example, training physics-informed DeepONet on a family of Burgers’ equations can
take more than 9 hours (Wang et al.,[2021), while PINNs may require over 24 hours to solve a single
Kuramoto-Sivashinsky equation (Wang et al., [2025).

Meta-learning PINNs: Adapting PINNs to a new PDE or parameter configuration generally ne-
cessitates re-training, further amplifying computational costs. To address this limitation, transfer
learning strategies have been developed to accelerate convergence by reusing knowledge from pre-
viously solved problems (Wong et al.l [2021; |Wang et al.,|2022). Parameterized physics-informed
neural networks (P2INNs) extend this paradigm by incorporating problem parameters as additional
network inputs, enabling a single model to handle a family of related PDE instances without la-
beled data while maintaining solution fidelity through physics constraints (Cho et al., 2024)). Nev-
ertheless, PZINNGs still suffer from the optimization challenges of physics-based loss functions, and
their adaptation to new tasks remains heavily reliant on gradient-based fine-tuning which is often
slow to converge, especially for nonlinear PDEs, and hence, computationally expensive. Similarly,
meta-learning approaches aim to identify parameter initializations or update strategies that enable
fast adaptation to unseen PDEs with few-shot fine-tuning (Penwarden et al., [2023; Wong et al.,
2025). Examples include MAML-inspired methods that learn parameter priors for fine-tuning (Liu
et al., 2022). Other efforts employ latent-code representations or meta-optimizers to adaptively
tailor updates for different tasks (Huang et al., 2022} [Cho et al.l 2023). To overcome the limita-
tions of gradient-based adaptation, Baldwinian-PINN was proposed as a completely gradient-free
meta-learning approach (Wong et al.| [2023). It uses neuroevolution to evolve the initial layers of
a generalizable model and then fine-tunes the final layer using a least-squares method. The model
adopts a single-layer neural network structure, which is highly efficient for solving linear PDEs.
However, for a broader class of nonlinear PDEs, the network’s ability to represent nonlinearities
is limited. It applies a Picard (lagging-of-coefficients) method (Pletcher et al., 2012) to iteratively
refine the solution, but this approach suffers from slow convergence of nonlinear PDE solutions due
to its linear convergence speed (Sheu & Lin, |2005; |Chiu et al., 2008)).

In summary, existing deep learning approaches for solving nonlinear PDEs remain constrained by
substantial data requirements and/or slow, optimization-heavy adaptation. This leads to the ques-
tion: Is it possible to develop a physics-informed model for meta-learning nonlinear PDEs that can
alleviate the reliance on training data, while enabling fast generalization to new tasks via physics-
consistent fine-tuning?

For this reason, we propose a novel meta-learning PINN framework, termed Newton-PINet. The
main contributions are as follows:

(1) Enhanced Tikhonov regularization PINN: We introduce a physics-informed multilayer net-
work with skip connections from early hidden layers to the output, where the final-layer weights are
computed using least-squares approach (Tikhonov regularization). This skip-connected Tikhonov
regularization PINN architecture improves the model’s nonlinear representation capabilities.

(2) Efficient meta-learning PINN framework: We employ a two-stage learning strategy, where the
first stage uses a gradient-based method to meta-learn the nonlinear hidden layers’ network weights
and essential hyperparameters for task-specific adaptation in an unsupervised or few-shot manner.
At inference (test time), task-specific adaptation is confined to the output layer, which can be rapidly
updated in a gradient-free manner using Tikhonov regularization.
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(3) Newton linearization: We integrate Newton linearization into the Tikhonov-regularized PINN
and demonstrate, through a mathematical derivation, its equivalence to the classical Newton method,
thereby preserving its characteristic quadratic convergence. The Newton linearization accelerates
nonlinear least-squares convergence, providing a more efficient alternative to the traditional Picard
approach during both meta-learning and inference. We therefore refer to the proposed physics-
informed network with Newton linearization as Newton-PINet.

Newton-PINet significantly reduces the computational cost of learning while ensuring high effi-
ciency and adaptability for generalization to new tasks.

2 PRELIMINARIES

For simplicity, consider a nonlinear PDE with spatial variable x, time ¢, and solution u defined on
Q% [0,7T]:

PDE: Aplu(z,t)] = q(z,t) z€Q, t€0,T], (la)
IC: w(z,t=0)=up(z) =z€q, (1b)
BC: Blu(z,t)] = g(z,t) x€9Q, tel0,T]. (Ic)

where the general differential operator Ay can include both linear and nonlinear combinations of
the temporal and spatial derivatives and PDE parameters 0, ¢(z, t) is the source term, ug(z) is the
initial condition (IC), and g(z, t) is the boundary condition (BC).

Single PDE problem: Standard PINNs aim to solve a single PDE instance (a single task) defined
by specific PDE parameters, IC, and BC. PINNS are trained by minimizing the discrepancy between
Eq. (I) and the model’s prediction.

Towards generalizable PINNs: There is growing interest in models capable of generalizing across
a set of tasks belonging to some underlying task-distribution p(7 ), e.g., a family of PDEs spanning
different PDE parameters, ICs, and BCs. For meta-learning PINNs, the goal is to learn network
initializations using training tasks sampled from p(7") that enable fast, accurate, and physics-aware
predictions on unseen scenarios, i.e., any new task from the distribution 7; ~ p(7) through fine-
tuning (Wong et al., 2025).

3 METHODOLOGY

Skip-connected Tikhonov regularization PINN: As opposed to a standard PINN (Raissi et al.,
2019), we introduce skip connections from all hidden layers to the output layer, with the output-
layer weights computed using Tikhonov regularization (Golub et al.| [1999). The skip-connected
neural architecture improves expressivity, ensuring stable and accurate least-squares computation by
increasing the output-layer width through stacking additional hidden layers, while still maintaining
a moderate number of nodes per layer. As shown in Fig. [l we employ the neural networks with
L + 1 layers, where the input is x = (z, t) (layer 0) and the output is u (layer L). Each hidden layer
l=1,...,L — 1 contains the same number of neurons (/V,,). Sinusoidal feature embeddings are
applied at the first layer (Wong et al.,2022])), and all hidden layers use sin(-) activation functions. The
pre-final output f is constructed as the concatenation of all hidden activations (skip connections).
All trainable network parameters up to the pre-final layer are denoted w. The output v can be
computed by u(x) = f(x;w)” w, where w is the output-layer weights. See Appendix for a
detailed description of the skip-connected model architecture.

The objective of task-specific learning is to determine the best set of w such that u(x) = f(x; )T w
satisfies the PDE, IC, and BC, for a task 7; ~ p(7"). This leads to a physics-constrained least-squares
problem (Tikhonov regularization): arg min,, |[[Aw — b||§ + Areg wT w. Here Aw is obtained by
substituting the model’s output into the left-hand side of Eq. (1)) at a given set of collocation points, b
denotes the corresponding right-hand side of Eq. , and A is the Tikhonov regularization param-
eter whose proper setting improves the conditioning of the problem. The system has a closed-form
solution, either w = (Al + AT A) ' AT for over-determined system or AT (A, I + AAT)"1b
for under-determined one, enabling fast, gradient-free updates. Appendix [A.2]provides the physics-
based least-squares formulation with implementation details.
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Figure 1: Newton-PINet model framework.

Note that Tikhonov regularization serves as a linear solver, which can obtain the solution in a single
step for linear PDEs 2023). For nonlinear PDEs, the nonlinear terms must be linearized
so that the system can be cast into a linear form. An initial guess is then required, followed by a few
nonlinear iterations (a process that can also be interpreted as gradient-free fine-tuning) to update
w toward the optimal solution.

Figure T]illustrates the proposed Newton-PINet model framework, which consists of two stages: (i)
meta-learning on training tasks and (ii) gradient-free fine-tuning on new tasks.

Meta-learning on training tasks: The meta-learning objective is to optimize the network weights
w, importance hyperparameter \pq. of PDE loss relative to IC/BC, and the regularization parameter
Areg, collectively denoted ©, to learn task-agnostic representations spanning a family of PDEs and
enable fast generalization to unseen tasks requiring only Tikhonov regularization update. In our
framework, the outer loop of meta-learning updates the learnable parameters via gradient descent,
while task-specific adaptation in the inner loop, or generalization, is performed through gradient-free
Tikhonov regularization applied to the output layer weights. The meta-learning objective (outer-loop
loss) can be either the physics-based least-squares error I sg (w*) = ||Aw* —b)||3, or the data-driven

mean squared error lysg(w*) = £ > (ul® — f(x; @) w*)? given labeled data {u!®'}"_, where

n is the total number of collocagon points (PDE residual, IC, and BC). Here, Tikhonov regular-
ization is used to compute the optimal task-specific output-layer weights w™*, enabling the model
to specialize to any realization of the task. [;sg-based learning is termed unsupervised learning.
Imsg-based learning is termed hybrid learning, since it couples physics-based Tikhonov updates in
the inner loop with data-driven minimization in the outer loop. See Algorithm [I]for the pseudo-code

and Appendix [A3|for a detailed mathematical description.

Gradient-free fine-tuning to new tasks: After meta-learning, O is fixed. For a new task 7; ~
p(T) with different PDE parameters or IC/BC, Tikhonov regularization is used to compute the
task-specific weights w, enabling fast gradient-free adaptation to the new PDE instance. Since
this update is independent of gradient-based backpropagation optimizers such as stochastic gradient
descent (SGD), the resulting adaptation is extremely fast while remaining physics-compliant. See
Algorithm 2]in Appendix [A.4]for the pseudo-code.

Newton linearization: Note that the Tikhonov regularization applies to linear PDEs, where a
linear matrix system can be constructed and solved in a single step. For nonlinear PDEs, the
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nonlinear terms must first be linearized so that the system can be cast into a linear form. The
previous approaches typically relied on Picard method (lagging-of-coefficients), which linearizes
the nonlinear terms using the solution from the previous iteration and then performs least-squares
solves for multiple nonlinear iterations. Although simple, it is only linearly convergent (Den-
nis Jr & Schnabel, [1996)). To address this limitation, we use the Newton linearization approach
to approximate the nonlinear term by Taylor expansion around the current iterate. For a function

F of one state variable u, this gives F(u*™!) = F(u*) + 2E|" (u**1 — v*) + H.O.T, where
k is the nonlinear iteration step, and “H.O.T” denotes the higher-order truncated terms of Taylor
expansion. For a function of two variables v and v, the expansion becomes F(uf+1 vF+1l) =

F(uf, v%) + %|k (ubtt —uk) 4 SE r (v**1 — v*) + H.O.T. Based on this principle, the non-
linear terms commonly arising in PDEs can be expressed in a Newton-linearized form amenable to
Tikhonov regularization. A detailed mathematical derivation is provided in Appendix and we
demonstrate in Appendix [B] that the Newton linearization used in the Tikhonov-regularized PINN
is essentially equivalent to the classical Newton method, thereby retaining the same quadratic con-
vergence guarantees (Sheu & Linl [2004; 2005; |Chiu et al., 2008). Table [I| summarizes several
representative nonlinear terms derived by our work.

Table 1: Newton-linearized expressions of several nonlinear terms derived by our work, where m
denotes the exponent.

Nonlinear term Newton-linearized expression
(um)k+1 m(uk)mflukJrl + (1 _ m)(uk)m
(umux)k+l m(uk)mflul;ﬂuk+l 4 (uk)mul;Jrl _ m(uk)mul;
[sinh (u)]*+1 cosh(u®)uF*1 + sinh(u*) — cosh(u®)u*
[exp(u)]F+! exp(uF)uF 1 + exp(u¥) — exp(uF)u”

[

)
uln(u)]FtHt (In(u*) + DuFtt + u¥ In(u®) — (In(u®) + 1)u*

4 EXPERIMENT RESULTS

We compare the performance of the proposed Newton-PINet (via Newton linearization), PINet
(via Picard linearization), vanilla deep neural network (DNN), and recent baseline models (e.g.,
DeepONet, FNO, PINO), on several representative classes of nonlinear PDEs.

We consider the following representative classes of nonlinear PDEs: (i) Nonlinear convection-type

PDEs: %—1; + Bumg—: — 'y% + 5?)1‘; + qg%f. = 0, where u(x, t) is the state variable, 3,7, d, o are
PDE parameters, and m denotes the nonlinearity order. We test three 1D time-dependent problems:
Burgers, generalized Korteweg-de Vries (KdV), and Kuramoto-Sivashinsky (K-S) equations. In ad-
dition, we consider a 2D lid-driven cavity (LDC) flow governed by the Navier-Stokes equations.
These problems span nonlinear convection, high-order dispersion/dissipation, and viscous flow with
pressure-velocity coupling, providing canonical benchmarks for assessing generalization across dif-
ferent nonlinearities and dimensions. (ii) Nonlinear forcing-type PDEs: 57 +aVu—vyAu+ R(u) =
g, where R(u) denotes a nonlinear reaction operator, which may take polynomial, hyperbolic, expo-
nential, or logarithmic forms, and q represents an external source term. We consider four 1D time-
dependent problems: convection-diffusion-reaction (CDR), Klein-Gordon (K-G), hyperbolic heat,
and logarithmic heat equations, as well as two 2D problems: Helmholtz and parametric diffusion-
reaction equations. These equations represent systems where diffusion and wave propagation in-
teract with nonlinear reaction or source terms, making them central to the modeling of chemical
kinetics, heat transfer, quantum fields, and complex reaction-diffusion phenomena in physics and
engineering. See Appendix [C.1]for detailed problem descriptions, and Appendix [C.2] for data gen-
eration, error metrics, and computational setup. In Appendix [C.3] we provide a summary of meta-
learning configurations (Table ) and model performance (Table[3) across all the PDE problems.

Note that, unless otherwise specified, the meta-learning outer-loop loss function for the Newton-
PINet is Iysg (hybrid learning). We also adopt a temporal domain decomposition strategy within
our meta-learning framework to leverage temporal causality as a means of improving accuracy for
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complex time-dependent PDEs 2022). Each time block is trained to model only short-
term dynamics; however, iterative composition across blocks during inference ensures seamless
integration over the full temporal horizon.

4.1 LEARNING TO SOLVE PDES WITH NONLINEAR CONVECTION TERM

Burgers’ problems: %—;‘ + ug—; — 7% = 0. We first fix the initial condition as u(z,0) =
— sin(7z), and vary the viscosity parameter - in the range [0.001, 0.05] with an increment of 0.001
to generate 50 tasks. Among them, 16 are randomly selected for training, and the remaining 34
are used as test tasks. Under each condition, we keep the number of nonlinear iterations (N) for
inner-loop fine-tuning in meta-learning stage consistent with those in generalization stage. We then
compare Newton-PINet and PINet across different conditions, with the number of nonlinear itera-
tions (N) ranging from 2 to 12. As shown in Fig. 2| (a) and (b), with an increase of N, PINet shows
improved convergence during training, but test task errors remain consistently high. In contrast,
Newton-PINet achieves significantly faster convergence during meta-learning and achieves low er-
rors on test tasks (lowest error at N = 6). We also record the meta-learning and inference time of
both models. As shown in Fig.[2](c), although Newton-PINet involves additional computations due
to Newton linearization, its meta-learning and inference time remain almost unaffected. These re-
sults demonstrate that Newton linearization significantly improves the convergence of meta-learning,
which also enhances generalization accuracy on test tasks.

In addition to the lysg meta-learning loss, we evaluate alternative losses: the least-squares error
(ILse) and the combined loss (I sg+msg)- As shown in Fig. |2| (e), Newton-PINet achieves the highest
test accuracy when trained with lysg. Since the Tikhonov regularization (inner loop) already en-
forces the PDE constraints, introducing an additional LSE term in the outer-loop loss can lead to
conflict between the two objectives. Our experience shows that the MSE-only meta-objective often
provides better generalization in Newton-PINet. In addition, the regularization parameter (Ayeg) is
not manually tuned but meta-learned in this study. Appendix [D.T] provides ablation results demon-
strating that the meta-learned value is robust across diverse test tasks.
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Figure 2: Burgers’ problem. (a) Meta-learning convergence of Newton-PINet vs. PINet under
different nonlinear iterations (N) (lines and shaded areas: the median convergence path and in-
terquartile ranges of 5 runs). (b,c) Test task MSE and runtime aggregated from 5 runs. (d) Error
distribution boxplot across all test tasks for Newton-PINet (N=6). (e) Test errors under different
meta-learning losses.
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Model comparison under varying initial conditions: We evaluate the model on four additional
settings with v € {0.1,0.01,0.001,0.0001}, where, for each +, the initial conditions are sampled
from a Gaussian random field N'(0, 625(—A + 25I)~%) to generate 50 training and 1000 test tasks.
Experiments are conducted independently for each . We compare (i) unsupervised Newton-PINet
(1 time block) and (ii) hybrid Newton-PINet (4 time blocks) against popular neural operator base-
lines in terms of training time and test error. The unsupervised operator considered is Physics-Only
DeepONet (PO-DeepONet) (Wang et al.,[2021). The supervised operators include DeepONet (Lu
et al.,|2021)), Transformer-DeepONet with Trunk net enhanced by Fourier coefficients (T-DeepONet-
TF) (Wei et al.| [2025b), and FNO (Li et al [2020), while the hybrid operator is PINO (a physics-
informed FNO) (Li et al.;,[2024)). Note that PINO uses a training loss that combines both data-driven
and PDE-based physics losses. The results are summarized in Table[2] Compared to PO-DeepONet,
unsupervised Newton-PINet reduces training time from 9.25h to 291s while improving test accuracy
across all v experiments (in a data-absent scenario). Compared to supervised and hybrid neural oper-
ators, including the state-of-the-art T-DeepONet-TF and PINO, Newton-PINet consistently achieves
superior test accuracy under v = 0.1, 0.01, 0.0001, with significantly reduced training cost (10x less
time). Our model consistently achieves higher accuracy while requiring the least training time,
whether fully unsupervised (without data) or with a few labeled samples.

Table 2: Model comparison on the 1D Burgers’ problem. The initial conditions for generating all
the training and test data are drawn from GRF ~ N/(0,625(—A + 251)~%). Our Newton-PINet
results are computed on a Tesla V100 GPU. The lowest errors are highlighted in bold. “~” denotes
results not reported in the references.

No. training No. test ~ Test relative L? error (training time)

Model tasks tasks 47— 0,01 4 = 0.001 7 = 0.0001
PO-DeepONet 1000 1000 B 1.38e-2  2.16e-1 2.48e-1

Unsupervised (Wang et al.}[2021) (9.25h) - -
Newton-PINet 50 1000 1.33e-3 3.51e-3  1.37e-1 2.01e-1
(Ours) (291s) (291s)  (291s)  (291s)
DeepONet 1.17e-2  2.30e-1 2.88e-1
[t ot o] pozon) 1000500 = 7800s)  (2620s)  (2660s)

Supervised T DecpONetTF 000 5o _  208e3 98le3  Lisel
(Wei et at) p0250) (3041s)  (2569s)  (34665)
FNO (Li et al.}2020) 1000 200  1.39e-2 - - -
PINO 3.80e-3

Hybrid (Lietal}|p024) 1000 200 - (1200s) - -
Newton-PINet 50 1000 1.13e-3 5.46e-4 4.66e-2 9.15e-2
(Ours) (133s) (133s)  (133s)  (133s)

Generalized KdV, K-S, and LDC problems: We further evaluate Newton-PINet on more com-
plex nonlinear PDEs, including the generalized KdV equations with higher-order nonlinear terms
u%, uzg—z, u3g—;, the K-S equations with nonlinear term ug—;‘, and the LDC problem governed
by the Navier-Stokes equations. These PDEs pose highly challenging benchmarks for PINNs. The
state-of-the-art PirateNets+SOAP (Wang et al.| [2025) requires over 24 hours of training to solve a
single K-S problem and must be retrained for each new problem. In contrast, our Newton-PINet
completes the meta-learning stage in under half an hour, while single-task adaptation takes less than
one second, demonstrating a clear advantage in computational efficiency. The results (summarized
in AppendixTablesand 5) show that Newton-PINet achieves test errors of MSE = 1.94x 1073
on the generalized KdV, MSE = 3.45 x 10~2 on the K-S, and MSE = 1.67 x 10~ on the LDC
problem, outperforming PINet and DNN under the same configuration. Figures [6] show the
prediction results of these problems. This demonstrates that our Newton linearization can improve
the model performance across a variety of nonlinear convective PDEs. However, the initial guess

(Uguess) In the nonlinear iterations can affect convergence. We conduct empirical ablations in Ap-
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pendix @ to unveil a few strategies to mitigate the sensitivity to initialization. Setting gyess at
all time steps equal to the initial field (u;—o) can help provide high accuracy for time-dependent
problems, while a temporal block decomposition strategy may be employed for increasingly more
complex nonlinear time-dependent systems.

4.2 LEARNING TO SOLVE PDES WITH NONLINEAR FORCING TERM

Convection-diffusion-reaction (CDR) problem: 2% + o 9% — 7% — pru + pou? + psud = 0.
We generate 40 training and 160 test tasks by varying PDE parameters and initial conditions: o = 1,
v € {0.005,0.01,0.05}, p1,p2 € {0,1,3,5}, p3 = 5, and u(z,t = 0) = ijl Ajsin (ljz + ¢;),
where J = 5, A; € [0.1,0.5], I; € {1,2,3,4}, and ¢; € [—m,7]. We adopt a 4-time-block
decomposition during meta-training and inference to improve accuracy. Figure [3](a) and (b) show
the meta-learning process and test results. It can be seen that PINet converges well during meta-
learning, and its test error decreases as nonlinear iteration (N) increases. In contrast, Newton-PINet
converges much faster and achieves lower test error. As shown in Fig. E| (c) and (d), for a comparable
error level, Newton-PINet (N = 4) requires less than half the meta-training and fine-tuning time
of PINet (N = 12). These results indicate that Newton linearization can substantially accelerate
nonlinear iterations without significantly introducing additional time cost in either meta-learning or
inference. More prediction results under various test conditions are provided in Appendix Fig. [0
Note that different time-blocking strategies can affect model inference performance, as discussed in
Appendix [D.3] As shown in Fig. 3] the predictions exhibit drift at temporal block boundaries. We
can mitigate this drift by increasing the initial condition weight, as detailed in Appendix [D-4]
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Figure 3: Convection-diffusion-reaction (CDR) problem. (a) Meta-learning convergence of
Newton-PINet vs. PINet under different nonlinear iterations (N) (lines and shaded areas: the median
convergence path and interquartile ranges of 5 runs). (b,c) Test task MSE and runtime aggregated
from 5 runs. In (b), the two circled regions correspond to Newton-PINet (N=4) and PINet (N=12),
respectively. (d) Error distribution boxplot across all test tasks for different models; the prediction
fields correspond to Newton-PINet (N=4).

Additional nonlinear forcing-type PDEs: We evaluate Newton-PINet on several other challeng-
ing nonlinear forcing-type PDEs: Klein-Gordon, hyperbolic/logarithmic heat, Helmholtz, and para-
metric diffusion-reaction equations. The results show that Newton-PINet outperforms the DNN and
PINet baselines on nearly all problems (except for the Klein-Gordon problem). Notably, for prob-
lems with hyperbolic or logarithmic nonlinearities, the Picard approach used by PINet often fails
to converge or leads to unstable training, whereas Newton-PINet remains stable and accurate. Ad-
ditional results for these problems are provided in Appendix [C.3] Table[5] and Fig.[I0] We further
demonstrate the model’s applicability to a wide range of boundary condition types in Appendix[D.3}
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Reduced dependence on training tasks:
We evaluate data efficiency by varying the
number of training tasks between 5 and 100
and testing generalization on 100 unseen
tasks for the CDR problem. Comparisons
are made between Newton-PINet (N = 4),
PINet (N = 4), and PINet (N = 12).
As shown in Fig. ] Newton-PINet achieves
lower test errors across nearly all training
sizes, and demonstrates superior generaliza-
tion in the extreme few-shot regime (e.g.,
5-20 training tasks). In contrast, PINet de-
grades significantly with limited data; in- 20 4 &
creasing N improves accuracy but requires Number ofraning fasks

higher computational cost while still under- __ o
performing Newton-PINet in the few-shot Figure 4: Reduced dependence on training tasks for
regime. Newton-PINet with strong generalization.

B Newton-PINet (N=4) ~ EEE PINet (N=4) B PINet (N=12)
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Model comparison on the nonlinear reaction-diffusion benchmark problem: We further eval-

uate our method on a widely studied 1D nonlinear reaction-diffusion problem %1; — 7227'; —pu(l—
u) = 0 (Krishnapriyan et al., [2021 5 The benchmark configuration and baseline model results are
all taken from (Boudec et al., . The benchmark uses a fixed Gaussian initial condition, with
PDE parameters sampled over v € [1,5] and p € [—5,5]. The baseline models are grouped into
two categories: (i) unsupervised, including instance-wise PINNs trained with L-BFGS (PINNs+L-
BFGS) or Adam+L-BFGS (PINNs-multi-opt), parametric PINNs (PPINNs) (Boudec et al., [2024)
and P?INNs (Cho et al., 2024) that incorporate PDE parameters as inputs, and Physics-Only Deep-
ONet (PO-DeepONet) (Wang et al.l2021)); and (ii) hybrid, which combine supervised and physics-
informed approaches, such as PI-DeepONet (Goswami et al, [2023), PINO 2024), and
the physics-informed neural solver (PI-neural-solver) (Boudec et al., 2024). These baselines were
trained with 800 tasks and tested on 200 unseen tasks. In contrast, our hybrid Newton-PINet
achieves state-of-the-art performance using only 50 training tasks, i.e., 16X fewer tasks, and is
tested on 200 unseen tasks using a 4-time-block decomposition. As shown in Table[3] Newton-PINet
reaches a test MSE roughly three orders of magnitude lower than the best-performing baseline (PI-
neural-solver) while requiring only 119 seconds of total meta-training wall-clock time, compared
with several hours for the baselines. These results highlight the high data efficiency and compu-
tational efficiency of Newton-PINet. Model prediction results are provided in Appendix Fig. [T}

Table 3: Model comparison on the 1D nonlinear reaction-diffusion problem. Baseline results are
from Boudec et al (2024) (computed on NVIDIA RTX A6000 GPU), while our Newton-PINet
results are computed on a Tesla V100 GPU. Time is reported in hours (h), minutes (m), and seconds
(s). Best and second-best are bold and underlined, respectively.

No. training Test relative Training Inference

Model / test tasks MSE time time
PINNs+L-BFGS 6.13e-1 - 369s
PINNs-multi-opt 7.57e-1 - 16.5s
Unsupervised PPINNs 800 /200 3.94e-1 4h15m  0.291s
P2INNs 5.69¢-1 11h 0.676s
PO-DeepONet 4.10e-1 3h30m  0.438s

PI-DeepONet 7.90e-2 3h30m  0.443s

Hybrid PINO 800 /200 4.21e-4 1h10m  0.519s
y Pl-neural-solver 291e-4  4h30m  0.284s

Newton-PINet (Ours) 50/200 1.71e-7 119s 0.084s
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Comparison with other meta-learning PINN methods: We further compare the performance of
Newton-PINet with state-of-the-art gradient-based meta-learning PINNs (Penwarden et al., [2023))
and gradient-free Baldwinian-PINN (Wong et al., [2023). Detailed results are provided in Ap-
pendix [C.4] and Table [§] On a 2D parametric diffusion-reaction problem, Newton-PINet achieves
approximately a 179X improvement in generalization accuracy while requiring 7000x less fine-
tuning time compared with gradient-based meta-learning PINNs. Moreover, relative to Baldwinian-
PINN, Newton-PINet reduces test MSE by 2~5 orders of magnitude across benchmark problems
and shortens the task-specific fine-tuning time by roughly one order of magnitude. These results
highlight Newton-PINet’s superior generalization performance and computational speed.

Ablation study on model architecture: In Appendix we demonstrate that Newton-PINet
benefits significantly from skip connections, which enhance robustness to depth, width, and mesh
resolution, thereby reducing the need for extensive hyperparameter tuning.

Practical scaling discussion of Newton-PINet: In Appendix[E] we discuss Newton-PINet’s scal-
ability and potential future directions. Briefly, since the features are generated by a neural represen-
tation, each row of A is dense rather than sparse in the numerical sense. The computational cost
primarily depends on the expressiveness of pre-final layer features. By meta-learning a compact yet
informative representation, the least-squares solve remains efficient even for large collocation sets.

5 CONCLUSION

Newton-PINet demonstrates robust performance in meta-learning nonlinear PDEs. Our model’s
strengths can be summarized as follows. (1) Computational efficiency: task adaptation in both
meta-learning and inference is performed via least-squares updates of only the output layer. This
gradient-free fine-tuning is faster than typical methods such as SGD, requiring just one step for linear
PDEs and a few iterations for nonlinear PDEs. The quadratic convergence of Newton linearization
further accelerates nonlinear solves. (2) Data efficiency: because the least-squares fine-tuning for
new-task generalization is physics-informed, the meta-learning stage of our model requires very
few labeled training samples and can converge in only a few epochs. (3) Accuracy: Tikhonov
regularization stabilizes the least-squares solve, reducing ill-conditioning and improving general-
ization accuracy. Altogether, Newton-PINet achieves high generalization accuracy while requiring
an order of magnitude fewer training tasks than state-of-the-art baselines. Task-specific inference
on new tasks is also orders of magnitude faster compared to gradient-based meta-learning PINNs.
These advantages make Newton-PINet a practical and scalable framework for learning large families
of nonlinear PDEs in few-shot and real-time scenarios. We expect the Newton-PINet to facilitate
downstream applications where repeated evaluations are essential, including design optimization,
uncertainty quantification, and real-time control of complex physical systems.

ETHICS STATEMENT

This work relies on the data generated from mathematical PDE benchmarks and does not involve
human subjects, personal information, or potentially sensitive content. No privacy, security, fairness,
or legal concerns are associated with the study.

REPRODUCIBILITY STATEMENT

We include complete implementation details in the appendix, including model architectures, training
hyperparameters, and computational requirements. The full codebase necessary to reproduce our
experiments, including data preprocessing scripts, model definitions, meta-learning pipelines, and
evaluation procedures, will be released publicly upon publication.
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APPENDIX

In this Appendix, we provide comprehensive supplementary materials to facilitate a deeper under-
standing of our study. Appendix |A| presents a detailed description of the Newton-PINet model,
including the meta-learning and gradient-free fine-tuning framework, and the Newton linearization
method. Appendix [B| mathematically shows the quadratic convergence of the Newton linearization.
Appendix [C]describes the data generation, computational configurations, and additional experimen-
tal results. Appendix [D|reports some ablation studies. Appendix [E|discusses the practical scaling of
Newton-PINet. Appendix [F]states the use of large language models (LLMs) in this study.

A NEWTON-PINET MODEL

This study presents a skip-connected Tikhonov regularization PINN model for meta-learning non-
linear PDEs, enhanced with Newton linearization, to enable efficient few-shot learning and fast
generalization, hereafter referred to as Newton-PINet.

A.1 SKIP-CONNECTED PINN ARCHITECTURE

Building upon the conventional feed-forward MLP architecture of PINNs, we introduce skip con-
nections from all hidden layers to the output layer, with the output-layer weights computed using
Tikhonov regularization.

The skip-connected neural architecture enables us to provide better expressivity to ensure stable and
accurate least-squares computation by increasing the width of the output layer through the stacking
of additional hidden layers, even while maintaining a moderate number of nodes per layer. In addi-
tion, the concatenation mechanism can be interpreted as expanding a richer basis space: each added
hidden layer introduces new nonlinear features, analogous to incorporating higher-order terms in
a polynomial or Chebyshev-type basis, leading to a more expressive representation with reduced
truncation effects. A complementary viewpoint is that skip connections also help stabilize optimiza-
tion—much like in ResNets—by mitigating vanishing-gradient issues in deeper architectures.

This architecture resembles extreme learning machines (ELMs) in its stacked structure (Dong &
Li, 2021). However, in traditional ELMs, hidden-layer weights are randomly initialized, which
makes training deeper architectures increasingly difficult and can compromise the accuracy of the
solution. In contrast, our framework employs a meta-learning strategy to update the hidden-layer
weights instead of relying on random initialization. As a result, the network depth can be increased
appropriately to improve nonlinear representation capacity while maintaining stable and accurate
generalization.

We employ the Tikhonov-regularized PINN with L + 1 layers, where the input is x € R (layer
0) and the output is u € R (layer L). Here, D;, and D,, denote the dimensionality of the input
and output variables, respectively. Each hidden layer [ = 1, ..., L — 1 contains the same number of
neurons (/V,,). Sinusoidal feature embeddings are applied at the first layer (Wong et al.|[2022), and all
hidden layers use sin(-) activation functions. Skip connections from all hidden layers to the output
layer are employed to allow each hidden layer to contribute nonlinearly to the final representation
without additional weights in the concatenation.

The transformation and activation in the first hidden layer are defined as

Din
z =Y Wlaaa+bj, fl(x)=sin2rz}), j=1,...,Ny, 2)
d=1

where j and d denote neurons in the current and previous layers respectively, W' € RNn»xDin,
and b* € R™». We incorporate Sinusoidal feature embeddings in the first layer to enhance the
representation of high-frequency components.

For subsequent hidden layers | = 2,..., L — 1, we have

N7L
zé = ZWled é_l —i—bé—, f]l-(x) = sin(zé-), j=1,..., Ny, 3)
d=1
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where W' € RN»XNn gapd b € RV,

All trainable network parameters up to the pre-final layer are denoted as @ = [W! b!], [ =
1,...,L—1.

The pre-final output is constructed as the concatenation of all hidden activations (skip connections):
~\T 1 1 2 2 L-1 L—1
Fos@)t = [fi, o fn, Fooeo o fRs o T IS )

which is then connected to the output layer with D, dimension, so that f(x; )7 € RPoxNn(L=1),
Then, we need to flatten it, resulting in f(x; @) € R *PeNn(L=1),

The output u can be computed by

u(x) =Y w;f; = F(x;®)" w, 5)
J
where w? = [...w;...] € R'*PoNn(L=1) denotes the output-layer weights.

A.2 PHYSICS-BASED LEAST-SQUARES FORMULATION

The objective of task-specific learning is to determine the best set of w such that u(x) = f(x; )T w
satisfies the PDE, IC, and BC, for a task (7;):

PDE: MNylu(z,t)] = q(z,t) x€Q, t€][0,T], (6a)
IC: w(z,t=0)=up(z) =z€q, (6b)
BC: Blu(z,t)] =g(x,t) x€09Q, te|0,T], (6¢)

where Ny, q, ug, g denote the differential operator with PDE parameters 6, the source term, IC, and
BC, respectively.

This leads to a physics-based least-squares formulation. Let x = (z,t). Given collocation points

for PDE residual: (zP49°,¢P9¢) n = 1,...,npqe; points at the initial time: (zi¢,0), n =1,..., n;

and points on the boundary: (2 tP¢) n = 1,... ny., together with the loss importance hyperpa-

nr’n
rameter Apge, the following system is obtained:
de ,pde. ~
Apde - No[f; (27, 87 )]

r q(mllade’tﬁ)de) 7

Apde - Nolfj(abde  tpde cap)] ... q(zhls  thes)
£k, 0:40) Sk o (@)
: wj | = : ’ )
£ 0;4) ] (i)
B[fj(xli)c the: 4p)] e g(xhe, the)
L Bl D) ] L gl ti)

which can be compactly written as
Aw =b.

Here Aw represents the left-hand side of Eq. (6) at a given set of collocation points, b denotes the
corresponding right-hand side of Eq. ().

Therefore, using the PDE, IC, and BC, the physics-informed matrix A and vector b can be as-
sembled. Concretely, the pre-final representation f is obtained via forward propagation, and its
derivatives with respect to (z,t) in Ny are computed through automatic differentiation (AD).

For a single task, i.e., a single PDE instance, the number of rows in A and b equals the total number
of collocation points, including those for the PDE residual, IC, and BC. The number of columns in
A corresponds to the product of the pre-final feature dimension N,,(L — 1) and the output dimension
D,. This results in A € R("paet7ict7me) xDoNn(L=1) gnd by ¢ R(Mpsetictnee) <1
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The final output weights w are obtained via Tikhonov regularization:
argmin ||[Aw — b||§ + Areg w w. (8)
w

where g > 0 denotes the regularization parameter. Compared with ordinary least squares (OLS),
which minimizes only the residual norm ||Aw — b||3, Tikhonov regularization introduces an ad-
ditional penalty term Ar, w?Tw. This term suppresses large weights, stabilizes the solution, and
improves the conditioning of the problem.

Note that for linear PDE, the closed-form Tikhonov-regularized solution of Eq. (/) can be obtained
in a single step:

{()\regI + ATA)"'ATb, ifEq. (7) is over-determined,
w =

AT (eI + AAT)"'b, if Eq. (7) is under-determined.

For nonlinear PDEs, the nonlinear terms must first be linearized so that the system can be cast in the
form of Eq. (7). For example, in the Burgers equation: u; + ut, — Yz, = 0, we can compute
ou ou 0%u

u:fTw7 ut:a:ftjﬂw7 uz:%:f:{w7 umx:@: ;wa
where the pre-final representation f and its derivatives can be obtained via forward propagation and
AD. However, the nonlinear term uu, cannot be directly expressed as a combination of f (or f,)
and w, which motivates the need for linearization. Under Newton linearization, the nonlinear term
can be approximated as

€))

(uum)k'Irl ~ uk+1u’; + uku’;+1 - uku];,
where k£ and k£ + 1 denote the current and next nonlinear iteration step, respectively. Given initial
guesses for v and u, (e.g., setting u and w, at all time steps equal to the initial field), the corre-

sponding entries in A and b are updated as:

_ O ) O (<" )

k41 pde. =\ _ k (pde
N@[f] (Xn ,’U})] ot u (Xn ) ox
_uk () O ()
e S
k (<. pde
o) = g L) (1)

This leads to an iterative nonlinear solve, where Eq. (9) is repeatedly solved to update w toward the
optimal solution.

How to make Tikhonov solver tractable? The task adaptation is formulated as a Tikhonov-
regularized least-squares problem, whose tractability mainly depends on the size of A, the Tikhonov
regularization parameter (Arg), the PDE-loss importance hyperparameter (Apqe), and the choice of
the initial field during nonlinear iterations.

(1) The matrix A is constructed from the network features at each sampling point of the PDE resid-
uals/ICs/BCs, which are generated by a multilayer neural representation with skip connections. The
distribution of these features directly determines the conditioning of the solve. In addition, when the
system requires a large number of sampling points, the number of rows in A increases, making it
more difficult to solve. Since the Tikhonov update only involves AT A € RPeNn(L=1)xDoNn(L—1)
the computational cost mainly depends on the network feature dimension. Thus, the practical scal-
ing for large collocation sets may derive more from the fact that one can still control the cost
of the solve through meta-learning a better (yet minimal) set of pre-final layer features.

(2) To avoid laborious hyperparameter tuning, both A, and Apge are meta-learned jointly with the
network parameters.

(3) For nonlinear problems, an inappropriate initial field may slow convergence. Therefore, we use
the initial condition as Ugyess (SELNgG Ugyess at all time steps equal to the initial field) for time-
dependent problems and employ temporal domain decomposition for more complex dynamics, en-
suring that each block starts closer to the true solution, which improves the stability of the least-
squares updates.

The specific discussion on the scalability of the model is provided in Appendix
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A.3 META-LEARNING PINN ON TRAINING TASKS

The trainable hyperparameters during meta-learning include network weights (w), PDE loss impor-
tance hyperparameter (\pqe), and regularization parameter (Awg), collectively denoted as ©. These
components are crucial for achieving optimal performance in task-specific physics-informed learn-
ing.

The meta-learning objective is to optimize © to learn task-agnostic representations spanning a fam-
ily of PDEs and enable fast generalization to unseen tasks requiring only Tikhonov regularization
update. In our framework, the outer loop of meta-learning updates the learnable parameters via
gradient descent, while task-specific adaptation in the inner loop, or generalization, is performed
through gradient-free Tikhonov regularization applied to the output layer weights. See Algorithm
for the pseudo-code workflow.

We consider a distribution over tasks p(7") that we want our model to be able to adapt to. The
meta-objective (loss) may consist solely of physics-based least-squares error (I sg, unsupervised),
data-driven mean squared error (lysg, few-shot training), or a combination of both:

min B (1) By () [Lse(w”) + hase(w”)]. 2)

Here, Tikhonov regularization is used to obtain the optimal output-layer weights w™ that allow the
model to specialize to any realization of task 7; ~ p(7T) for the given network’s @ ~ py ().

lLSE and lMSE are
lise(w”) = (Aw* —b)" (Aw* — b), (13)

n

1 -
Imse(w™) = - Z(Ulsabel - Zw; filas, ts;@))?, (14)
s=1 i

given labeled data {u!2*!}"_, (n denotes the total number of collocation points including PDE

residual, IC, and BC constraints for a task).

Algorithm 1 Meta-learning on training tasks

Require: Initialize © = (W, Apge, Areg); task distribution p(7)
Require: Newton-linearized expressions for nonlinear terms
Require: C: constructor of least-squares system (A, b) (see Eq. )
1: while not done do
2: Sample training tasks {7;} ~ p(T)

3: for each task 7; do
4 Initialize (V)
5: for k = 1toNdo > Nonlinear iterations with N steps
6: (A,b) =C(T;,0,u*)
.. (eI + ATA)TTATD,  iftall
‘ YT AT (Aol + AAT)"'b,  if wide
8: w1 = fTqp
9: end for
10: Compute loss I7; (see Eq. and (14))
11: end for

122 ©+0-nVe) it
13: end while

We refer to I; sg-based learning as unsupervised learning, and to lyisg-based learning as hybrid
learning (a combination of physics-based Tikhonov updates and data-driven loss). Unless other-
wise stated, for meta-learning loss (outer-loop), our model does not consider the combined loss
formulation [y sg + lmsg, as in some cases the combined objective exhibits poorer generalization
performance compared with using /ysg alone.

In practice, we observe that for simple nonlinear PDEs (e.g., Burgers’ equation), training with /j sg
alone already leads to strong generalization. However, for more complex PDEs, incorporating a
small amount of labeled data through the /ysg term becomes essential for both stability and accuracy.
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Algorithm 2 Gradient-free fine-tuning on new tasks

Require: Freeze © = (W, Apde, Areg)
1: for each test task 7; do
2 Initialize u(V)
3: for k = 1toN do
4 (A,b) =C(T;, 0,u")

5 - {(/\regI +ATA)"'ATb, iftall
’ AT\l + AAT)"1b, if wide
6: w1 = fTw
7: end for
8 Store solution uy; = uNFV
9: end for
10: return all task solution {ur; }

A.4 GRADIENT-FREE FINE-TUNING TO NEW TASKS

After meta-learning, the network weights (), the PDE-loss importance hyperparameter (Apge),
and the regularization parameter (\rg) are fixed. For a new task with different PDE parameters
or IC/BC conditions, Tikhonov regularization is used to compute the output-layer weights (w),
enabling fast gradient-free adaptation to the new PDE instance. See Algorithm [2| for the pseudo-
code workflow. Since this update is independent of gradient-based backpropagation optimizers such
as stochastic gradient descent (SGD), the resulting adaptation is extremely fast while remaining
physics-compliant.

A.5 LINEARIZATION FOR NONLINEAR PDES

It should be noted that the Tikhonov regularization is directly applicable to linear PDEs, where
a linear matrix system can be constructed and solved in a single step. For nonlinear PDEs, the
nonlinear terms must first be linearized so that the system can be cast into a linear form. The
previous approaches typically relied on Picard method (lagging-of-coefficients), which linearizes
the nonlinear terms using the solution from the previous iteration and then performs least-squares
solves for multiple nonlinear iterations.

Picard iterations. Take the Burgers’ equation as an example: u; + uu, — Yuz, = 0. The Picard
method approximately linearizes the nonlinear term as: (uwu,)**! = uFuk*+1 where k and k + 1 de-
note the current and next iteration steps, respectively. An initial guess for u is provided, e.g., setting
u at all time steps equal to the initial field. Under this formulation, the entries of the least-squares
matrix A and vector b in Eq. corresponding to the (k + 1)-th iteration, n-th PDE collocation
point, and the j-th output-layer neuron are given by:

_Of (" ) Off (s )

Nyl £ (i )] o ub (k) =
32 k+1 I;Lde; ~
_OLT W) {15
0x?
q(xflde) =0, (16)

where f; denotes the pre-final output of the neural network. Note that u” here is the known solution,
either the initial guess or the solution at the k-th iteration.

The final output weights w’ = [... wj;,...] are obtained via Tikhonov regularization-based non-
linear iterations. At each iteration, the solution is updated by u(x) = > ; wj [, which then serves
as the new guess for the next iteration. This procedure is repeated until w satisfies a prescribed
convergence criterion or the maximum number of iterations is reached.

Newton linearization iterations. The Picard approach suffers from slow convergence of nonlin-
ear PDE solutions due to its linear convergence speed. To overcome these limitations, we use the
Newton linearization approach.
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Let F'(u**1) denote the nonlinear term as a function of the state variable u. In Newton linearization,
a first-order Taylor expansion is performed around the current iterate u*, yielding

Fu**) = Fuf) + 2" (b — o) £ HOT, (17)
where ‘H.O.T” denotes the higher-order truncated terms.

According to Eq. (17), we can derive a general expression for the nonlinear terms «” with m
denoting the exponent that commonly appear in PDEs, as follows:

(um)k-i-l ~ (um)k +m(um—1)k(uk+1 _uk)
= m(u®)" T (1 —m) (uF) (18)

The corresponding expressions for m = 2 and m = 3 are as follows:

(W)~ 2uFT R — kR (19)
W)~ 3uFtlukur — 2uFuFuk (20)

k+1
’

For nonlinear terms involving multiple state variables, i.e., F'(u v¥+1), the corresponding Taylor

expansion is given by:
F(ukF o) = Fub, o) + 28" (b1 —ub) 4 221% (b1 — k) 4 HOT 1)

Based on Eq. (ZI), the general Newton linearization form for nonlinear convective terms of arbitrary
order can be expressed as:

(W"ug) T~ (@)l g [0 (™))
(um)k-i-l l; ( )kulz—&-l _( m)ku

— [m(uk)m 1uk+1 + (1 o m)(uk)m} ’U,]; + (uk)muk—i-l o (uk)mui

= () b (1= ) ()l )l = ()l

m(uF)m kP (WP b — ()b (22)

Accordingly, the corresponding expressions for the nonlinear convective terms withm =1, m = 2,
and m = 3 are given by:

()M~ uF IR R gkt 23)
(wPu)* Y~ 2uFuku T (WP b - 2(uk) 2k (24)
(WBu,)* 1~ 3(F)2uf ettt 4+ ()3 ub - 3(ub)Puk (25)

Therefore, the nonlinear term in the Burgers’ equation under Newton linearization can be expressed
as (uug)* Tt~ uFTtuk + uFubtlt — uFuk, where the underlined terms originate from higher-order
k+1

corrections that refine the classical Picard 11near1zat10n. (uuy) = uFukt1. Given initial guesses
for u and u, (e.g., setting v and u, at all time steps equal to the initial ﬁeld) the corresponding
entries in A and b are updated as:

Of; (e )

afjk+1(x%de’ ﬁ’) Xn ;W

N[ G )] = = uh () =
Ouk (x Pde) a2f{c+1(xglde’ @)
k+1(, pde. _ J
IO W) Ox Ox? (26)
pde
(x0%) = b ey 2O, @7

or

The Newton linearization method substantially accelerates the convergence of Tikhonov
regularization-based nonlinear iterations due to its quadratic convergence property (see Appendix
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for a proof). Consequently, it reduces the time complexity of meta-learning and enhances the speed
of fine-tuning and generalization on new tasks.

Similarly, the Newton-linearized expressions for other nonlinear terms, such as hyperbolic, expo-
nential, and logarithmic forms, are given as follows:

[sinh(u)]k*! sinh(u*) + cosh(u®) (w1 — uk)
= cosh(u®)u**! + sinh(u*) — cosh(u®)u” (28)

Q

[cosh (u)]*+1

Q

cosh(u®) + sinh(u®) (u* 1 — u*)
sinh(u*)u**! 4 cosh(u*) — sinh(u”*)u® (29)

[tanh(u)]**1 ~ tanh(u*) + (1 — tanh?(u")) (u* 1 — u")
= (1 — tanh? (uk))u}<j+1 + tanh(uk)
—(1 — tanh? (uk))uk (30)

fexp(u)]*+* Wy

exp(u®) + exp(u®)(
= exp(u®)uF T + exp(u¥) — exp(u®)u” 31

Q

[U ln(u)]k+1 ~ uk ll’l(uk) + (ln(uk) + 1)(uk+1 . uk)

= (In(u®) + Du* + uF In(w®) — (n(u®) 4+ 1)u” (32)

B CONVERGENCE ANALYSIS OF THE NEWTON LINEARIZATION

Newton linearization has long been employed in numerical PDE solvers (Sheu & Lin, 2004; 2005;
Chiu et al.| 2008)) (e.g., to linearize the convective term in the Navier-Stokes equations), and it is
well known to achieve quadratic convergence, in contrast to the linear convergence of Picard itera-
tion (Dennis Jr & Schnabel, |1996). Our contribution is that we innovatively integrate the Newton
linearization into the Tikhonov-regularized PINN, which significantly enhances the performance for
meta-learning nonlinear PDEs. This appendix provides a theoretical analysis showing that the New-
ton linearization used in the Tikhonov-regularized PINN is essentially equivalent to the classical
Newton method, and therefore achieves the quadratic convergence guarantees.

B.1 NONLINEAR SYSTEM FORMULATION

The output v and its spatial derivative u, at the n-th collocation point in the Tikhonov-regularized
PINN are given by

u(x,) = ij(xn)wj, Ug (X)) = Zfzﬁj(xn)wj = u=®w, u,=%P,w, ((B3)
J J

where the pre-final features { f,} are generated by hidden-layer transformations followed by smooth
activation functions, and are thus inherently bounded and continuously differentiable. Here, w” =
[...,wj,...| denotes the output-layer weights, ®,; = f;(x,), and (P )n; = fo,;j(Xn)-

To provide a simple illustration, we consider a nonlinear equation F' = wu, defined on the domain
x € [0, 1], subject to the boundary conditions «(0) = 0 and u(1) = 1. The PDE residuals evaluated
at the collocation points {x,, } are then given by:

o (w) = u(@y) Uz (zn) = (Pw)y, (Prw)n. (34)
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The residuals corresponding to the boundary conditions are

ro(w) = u(0) — 0 = ®(0,:)w, ri(w)=u(l)—1=®(1,: )w— 1. (35)
We consider the nonlinear system of equations in a general form: A(w)w = b.
By stacking all the residuals, we obtain the unified nonlinear system:

Fw)=A(w)w—Db

U Uy dw) O (P, w
= (0, )w ] = ( <I>)(O, <)'w ) =0, (36)
(1, )w-1 P(1,)w-—1

where ® denotes the elementwise product.

B.2 CLASSICAL NEWTON METHOD
For the nonlinear system F'(w) = 0, the Newton method applies a first-order Taylor expansion
around the current iterate w” (Dennis Jr & Schnabel, [1996):

F(w"™) = F(w") + Jp(w®) (w" ! —w") = 0. (37)
k+1

Solving for the update Aw = w — w” leads to the following linear system:

Jr(w) (W' — w") = —F(w"), (38)

which can be equivalently reformulated as:

Jr(wh) wht! = Jp(wh) w® — F(w”). (39)

B.3 OUR NEWTON-PINET: NEWTON LINEARIZATION USED IN TIKHONOV-REGULARIZED
PINN

In our model, the nonlinear terms are first linearized such that the resulting system can be written in
the linear form of Eq. (7), which leads to an iterative nonlinear procedure to update w toward the
optimal solution. After linearization, each nonlinear iteration requires solving a linear least-squares
system of the form:

A(w) whtt = bk, (40)

Using the Newton expansion for uu,, as shown in Eq. (23), the linearization of (uw,)**! can be
written as:

T S e T T Vi T 41)

where k and k + 1 denote the current and next iteration step, respectively. We define u* = ®w",
uk = ®_,w"*. Then we have

(g )P = (Bw)* D @ (@) *+D)
~ (®,w") O (Bw* ) + (dwh) © (B, w ) — (Bw) © (B, w"). @2
Through matrix manipulations, we obtain
(®,w") © (®w*H)) = diag(®,w") (Bw*F+1)) = (diag({)xwk)@)w(kﬂ),
(Bw") © (®,w* ) = diag(Pw") (®,w*+1)) = (diag({)wk)@z)w(kﬂ). 43)

k

Consequently, in the system A (w") w”**! = b, the matrix and right-hand side are given by

(diag(®,w*)®) + (diag(Pw")®,)
A(wh) = $(0,:) :

©
bF = 0 . (44)
1
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It can be verified that our A (w") and b* correspond exactly to the classical Newton method:

Jp(wk)'warl = Jp(wk)w’C — F(wk),

i.e.,

A(w") = Jp(wh), (45)

b* = Jp(w®) w* — F(w")
[(@wh) © (B, w") + (Pw)

(46)

(@wh)

© ((I)rwk)
= 0
1

Therefore, the Newton linearization employed in the Tikhonov-regularized PINN retains the same
quadratic convergence guarantees as the classical Newton method.

B.4 PINET: PICHARD LINEARIZATION USED IN TIKHONOV-REGULARIZED PINN

As a baseline model, we employ Picard linearization in the PINet framework. For the Picard lin-
earization, also referred to as the “lagging-of-coefficients” approach, one factor in the nonlinear

term uu,, is kept from the previous iteration k. Specifically, the linearization of (uu,)**! is given
by (uuy)* Tt ~ u* uF+1, which can be written in matrix form as
E+1 2 (k=+1)
Uy ~ (Pw)” © (P, w
(1)1 = (#0)" © (@,0) )

=( diag(q)wk){)z)w(kH).

Consequently, in the linear system A (w")w**! = b*, the corresponding matrix and right-hand
side are

A(wh) = ®(0,:) 0
P(1,:) 1

(diag(®w"*)®,) . ﬁ
, b= (48)

Since the Picard method only updates one factor at each iteration while keeping the other fixed, the
convergence rate is generally linear rather than quadratic.

C PROBLEM DESCRIPTION AND EXPERIMENTAL RESULTS

C.1 DESCRIPTION OF NONLINEAR PDE PROBLEMS

(i) Nonlinear convection-type PDEs

Burgers’ equation (1D + time)

o u P
ot uax W@xQ

a) Varying PDE parameter:

=0, zel-1,1],te][0,1].

The temporal and spatial resolutions are set to 51 x 129 with periodic boundary conditions. We fix
the initial condition as u(z,0) = —sin(mx), and vary the viscosity parameter  within the range
[0.001, 0.05] with an increment of 0.001 to generate 50 tasks; 16 of them are randomly selected as
training tasks, while the remaining 34 are used for testing. The model architecture consists of 4
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hidden layers with 128 neurons per layer. Time block decomposition is not employed (a single time
block), and the step of the fine-tuning (nonlinear) iterations is set to 6.

b) Varying initial condition:

The temporal and spatial resolutions are set to 101 x 101 with periodic boundary conditions. Four
distinct viscosity values v € {0.1,0.01,0.001,0.0001} are considered. For each -, the initial con-
ditions are sampled from a Gaussian random field A/(0, 625(—A + 251)~*), consistent withWang
et al.[(2021). We generate 50 training tasks and 1000 test tasks for each viscosity, and experiments
are conducted independently for each . The model architecture consists of 4 hidden layers with
128 neurons per layer, and the nonlinear iteration step is set to 4. We evaluate two model variants:
unsupervised Newton-PINet (1 time block) and hybrid Newton-PINet (4 time blocks).

Generalized Korteweg-de Vries (KdV) equation (1D + time)

a Lou . sou O
+51u U B+ e 465 =0, we 11} te[0,1]

The temporal and spatlal resolutions are set to 101 x 257 with periodic boundary conditions. We
consider three different forms of nonlinear convection terms, corresponding to three combinations
of (81, B2, B3). For each combination, 15 tasks are randomly generated by varying 4, leading to a
total of 45 tasks. Specifically:

KdV: (B4, Ba, B3) = (1,0,0), 4§ € [0.032%,0.12%],

M-KdV: (B, B2, B3) = (0,1,0), § € [0.02%,0.06%],
G-KdV: (B, B2, B3) = (0,0,1), & € [0.08%,0.15%].
Among them, 10 tasks are randomly chosen for training and the remaining 35 tasks for testing.

The model architecture consists of 4 hidden layers with 256 neurons per layer. 6 time blocks are
employed, and the nonlinear iteration step is set to 6.

Kuramoto-Sivashinsky (K-S) equation (1D + time)

ou 5 0%u . 0*u

u— — o—

ot or | oa2 Ox?

The simulated data have a temporal and spatial resolution of 251 x 509, which is downsampled
to 63 x 129 for training and evaluation. Periodic boundary conditions are imposed. The fixed

coefficients are set as 3 = 100/16 and v = 100/16%. The parameter o varies within the range
[200/16%, 300/16%], along with varying initial conditions:

J
27l ;
u(x,0) =) Ajsin ( L @) :
j=1

where J =5,L =1, A; € [-0.8,0.8],1; € {0,1,2,3,4}, and ¢; € [, 7]. In total, 150 tasks are
generated, of which 100 are used for training and 50 for testing. The model architecture consists of
4 hidden layers with 256 neurons per layer. 15 time blocks are employed, and the nonlinear iteration
step is set to 4.

Lid-driven cavity (LDC) equations (2D)

=0, z€l0,27n],te](0,1]

The 2D steady incompressible Navier-Stokes equations in LDC problem are given by
Ge+ g =0,

1 8%y 8%y
u3T+ 8y+77§(812 ‘2)
v 1 8%y 8%y
“m*”ay*a*y*m(WJraTﬂ)

where (z,y) € [0,1]? and Re is the Reynolds number.

0,
0,

The simulated data are generated on a 200 x 200 grid and then downsampled to 51 x 51 for training
and testing. The boundary conditions are

top lid: w = 1,v = 0; other walls: u = v = 0.
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The Re ranges from 1 to 1000 (specifically 1, 5, 10, 25, 50, 80, 100, ..., 1000 with a step of 50 from
100 to 1000), yielding 25 flow conditions. We use Re = 1, 50, 200, 400, 600, 800 as the training set
and the remaining cases as the test set. The model consists of 4 hidden layers with 128 neurons per
layer. With three output variables (u, v, p), the resulting weight dimension of the output layer (i.e.,
the number of columns in matrix A) is 128 x 4 x 3 = 1536. The nonlinear iteration step is set to 8.

(ii) Nonlinear forcing-type PDEs

Convection-diffusion-reaction (CDR) equation (1D + time)

ou N ou 0%u

T Y i

ot Yo o
The simulated data have a temporal and spatial resolution of 201 x 257, which are downsampled to
101 x 129 for training and evaluation. Periodic boundary conditions are imposed. The parameters
are set as « = 1,y € {0.005,0.01,0.05}, p1,p2 € {0,1,3,5}, and p3 = 5. The initial conditions
are generated from

_P1U+P2U2+PSU3207 T e [071]at€ [071]

J
u(x,0) = ZAj sin(l;z + ¢,),

j=1
where J =5, A; € [0.1,0.5], [; € {1,2,3,4}, and ¢; € [—7,7].

In total, 200 tasks are generated, with 40 used for training and 160 for testing. The model architec-
ture consists of 4 hidden layers with 128 neurons per layer. 4 time blocks are employed, and the
nonlinear iteration step is set to 4.

Klein-Gordon equation (1D + time)

0%u Pu 4
w—’}/ﬁ‘i‘u =q, xe[O,l],tE[O,l]
ICs: u(xz,0)=0 %(x 0)=0
* Y - ) at ) - )

where the solution is defined as u(z,t) = kjx cos(komt) + ks(zt)3, which is used to derive the
corresponding Dirichlet BCs, and source term g. The spatio-temporal grid resolution is set to 32 x 32
for meta-learning, while a finer grid of 128 x 128 is used for testing. The parameters vary within
v, k1, ks € [0.5,3] and ko € [1,7]. A total of 80 tasks are generated, with 16 used for meta-learning
and 64 for testing. The model network consists of 4 hidden layers with 128 neurons per layer. 1
time block is employed, and the nonlinear iteration step is set to 4.

Hyperbolic heat equation (1D + time)

ot 78x2

where the solution is defined as u(x, t, k1, ko, k3) = sin(k1 ko) cos(ksma) e=™, which is used to
derive the corresponding ICs, Dirichlet BCs, and source term q. The spatio-temporal grid resolution
is set to 32 x 32 for meta-learning, while a finer grid of 128 x 128 is used for testing. The parameters
vary within v € [0.2, 3] and k1, ko, k3 € [0.2,2.5]. A total of 80 tasks are generated, with 16 used
for training and 64 for testing. The model network consists of 2 hidden layers with 450 neurons per
layer. 1 time block is employed, and the nonlinear iteration step is set to 4.

+ ki sinh(u) 4 kg cosh(u) + ks tanh(u) = ¢, =z €[-1,1], ¢t € 0,1],

Logarithmic heat equation (1D + time)

Ou 0%u

ot~ o
where the solution is defined as u(z, t, k2, k4) = (sin(koma) + 15)6”‘3“‘7”2 e=™, which is used to
derive the corresponding ICs, Dirichlet BCs, and source term q. The spatio-temporal grid resolution
is set to 32 x 32 for meta-learning, while a finer grid of 128 x 128 for testing. The parameters vary
within v, k1, ks € [0.5, 5] and k2, k4 € [0.5,2]. A total of 80 tasks are generated, with 16 used for
meta-learning and 64 for testing. The model network consists of 2 hidden layers with 450 neurons
per layer. 1 time block is employed, and the nonlinear iteration step is set to 4.

+ klu IOg(kQU) + k36k4u =q, TE [*13 1]7 te [Ov 1]7
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Helmholtz equation (2D)

Pu  0%*u

2 + 0 100w 4 10 cosh(u) = ¢, z,y € [0, 1.5],
where the solution is defined as u(z,y) = 4 cos(a;mx?) cos(asmy?), which is used to derive the
corresponding Dirichlet BCs, and source term ¢. The spatial grid resolution is set to 32 x 32 for
meta-learning, while a finer grid of 128 x 128 is used for testing. The parameters vary within
a1, ag € [1,3]. A total of 80 tasks are generated, with 20 used for meta-learning and 60 for testing.
The model network consists of 2 hidden layers with 450 neurons per layer. The nonlinear iteration
step is set to 4.

Parametric diffusion-reaction equation (2D)

O?u  0%u 9
@4'87%‘5‘“(1—“ )=4q¢, wyel[-11]
where the solution is defined as u(x,y, a1, as, wr,ws, w3, wy) = aytanh(w;x)tanh(wsy) +

as sin(wsx) sin(wy4y) is used to derive the corresponding Dirichlet BCs and source term ¢q. The
spatial grid resolution is set to 32 x 32 for meta-learning, while a finer grid of 128 x 128 is used
for testing. The parameters vary within a1, ae € [0.1,1] and w1, we, w3, ws € [1,5]. 17 tasks are
generated for meta-learning and 100 for testing. The model network consists of 2 hidden layers with
450 neurons per layer. The nonlinear iteration step is set to 4.

C.2 DATA GENERATION, ERROR METRICS, AND COMPUTATIONAL SETUP

Datasets for Burgers, generalized KdV, K-S, and CDR problems are generated using the Chebfun
package (Driscoll et al., [2014) with spectral Fourier discretization and a fourth-order exponential
time-differencing Runge-Kutta scheme (ETDRK4) (Cox & Matthews| [2002)). Datasets for LDC
problem are generated using a computational fluid dynamics (CFD) method (Chiu & Pohl 2021)).
For the remaining benchmark problems, analytical solutions are available.

We evaluate the generalization accuracy of the models using both mean squared error (MSE) and
relative L2 error. In addition, for the 1D nonlinear diffusion-reaction problem, we adopt the relative
MSE metric, consistent with the baseline study (Boudec et al., [2024) for comparison (see Table

and Fig. [TT).

n

MSE = % 37 (e )’ (49)
s=1
label __
Relative L? = W, (50)
2

Sy (u —u)®
Sy (ukter)”

where »'**® and u denote the ground-truth and predicted solutions for a given PDE instance, and n
is the total number of collocation points, including those for the PDE residual, IC/BC constraints.

Relative MSE =

; 61V

label

In this study, all models are implemented in the JAX framework (Bradbury et al., |2018). For the
KdV, K-S, CDR, and LDC problems, model training is parallelized across four Tesla V100 GPUs;
all other models are trained on a single Tesla V100 GPU. Inference for all models is performed on a
single Tesla V100 GPU.

C.3 SUMMARY OF MODEL PERFORMANCE ON NONLINEAR PDE PROBLEMS

Table ] summarizes the meta-learning parameter configurations on nonlinear PDEs considered in
this study, and Table [5] summarizes the model performance on each problem. For each problem,
besides the Newton-PINet model proposed in this study, two additional baseline models were tested:
one that uses the Picard method, referred to as PINet, and a purely data-driven DNN baseline which
incorporates PDE parameters as inputs. The reported meta-learning and fine-tuning time correspond
to the Newton-PINet model. Note that this table does not include comparisons with other benchmark
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models on problems such as the Burgers’ equation with varying initial conditions; the detailed results
can be found in Table[2] Table 3} and Table [6]

As shown, Newton-PINet achieves superior test accuracy across nearly all nonlinear PDEs com-
pared to DNN and PINet, except for the Klein-Gordon equation where PINet exhibits slightly better
accuracy. Notably, for hyperbolic and logarithmic heat problems, the Picard approach employed
by PINet fails to converge (leading to NaN values during meta-learning), whereas Newton-PINet
remains stable and achieves accurate generalization.

Table 4: Summary of meta-learning parameter configurations on nonlinear PDEs in this study. For
time-dependent PDEs, the mesh size is reported as ¢ x x, whereas for time-independent PDEs it is
reported as x X y. “Mesh size” and “No. A rows” refer to settings in the meta-learning stage unless
otherwise marked with “(test)”, which denotes the inference stage. “Dim.” denotes the dimension,
and “No.” stands for “number of”. “~” indicates that the time-blocking strategy is not applicable for
time-independent problems.

Problem Mesh size Dim. npge + nic + Moc; Dim. w; No. train/ Nonlir}ear . No.
(test) No. A rows (test)  No. A columns test tasks iteration time blocks
glggfrtsi;ne) 51x129 6810 512 16/34 6 1
(hoares KV 1oixes? 4402 1024 035 6 6
Elll)raﬂ?;?é)SivaSthky 63x129 649 1024 100/50 4 15
e oot 101129 3404 512 40160 4 4
ﬁgﬂlﬁgg’n ( ééﬁgg) 1148 (16892) 512 16/64 4 1
ggiﬂt’ﬁgg)heat ( 1;;:*38) 1148 (16892) 900 16/64 4 1
(Brime " (dwany 14801689 o e f :
g%l;lholtl (éﬁiﬁg) 1148 (16892) 900 20/60 4 -
gg—)driven cavity 51%51 7595 1536 6/19 8 -

Prediction results of generalized KdV, K-S, and LDC problems: Due to the coexistence of
nonlinear convection terms and high-order dispersion operators, solving the generalized KdV and
K-S equations is particularly challenging for PINN-based models. To mitigate these difficulties, we
adopt a larger number of temporal domain partitions to stabilize training and improve convergence
(6 time blocks for the generalized KdV and 15 time blocks for the K-S equations). As shown in
Table [5| and Fig. [5| Newton-PINet achieves test errors of MSE = 1.94 x 10~ on the generalized
KdV, MSE = 3.45x 1072 on the K-S, and MSE = 1.67x10~* on the LDC problem, outperforming
PINet and DNN under the same configuration. Figures[f] [7} [§]show the prediction results of the
Newton-PINet model on test tasks for the generalized KdV, K-S, and LDC problems, respectively.

Prediction results of nonlinear forcing-type PDEs:  Figures[9]and[T0|show the prediction results
of Newton-PINet on some test cases for the convection-diffusion-reaction (CDR) problem and other
nonlinear forcing-type PDEs.
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Table 5: Summary of model performance on nonlinear PDEs in this study. “NaN” indicates numer-
ical overflow during computation.

. . . Test MSE of models
Probl Meta-learning Meta-learning Inference time
roblem epoch time cost pertesttask ~ DNN  PINet Newton-PINet
Burgers’ 1000 286s 0.035s 1.06e-4 1.10e-4 1.79¢-6
Generalized KdV 1000 453s 0.359s 3.74e-2 1.49e-2 1.94e-3
Kuramoto-Sivashinsky 3000 1014s 0.552s 5.03e-1 106 3.45e-2
Convection-diffusion- 1000 203s 0.099s  527e-1 4.65¢3  4.32e-5
reaction
Klein-Gordon 1000 105s 0.065s 1.04 1.88e-7 2.36e-7
Hyperbolic heat 2000 393s 0.069s 1.06e-1 NaN 1.50e-6
Logarithmic heat 2000 395s 0.067s 2.99e-1 NaN 2.16e-6
Helmholtz 2000 344s 0.067s 5.98 NaN 1.33e-3
g.aram.emc . 2000 3425 0.047s  3.43e-1 1.18e-8  1.60e-10
iffusion-reaction
Lid-driven cavity 1000 290s 0.40s 1.42e-1 1.92e-4 1.67e-4
104
s *
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(a) Generalized Korteweg-de Vries (KdV) (b) Kuramoto-Sivashinsky (K-S)

Figure 5: MSE distributions across all test tasks for different models on the generalized KdV and
K-S problems.

C.4 COMPARISON WITH BASELINE META-LEARNING PINNS ON NONLINEAR BENCHMARK
PROBLEMS

We compare Newton-PINet with the baseline models from the recent study (Boudec et al.,[2024) on
a 1D nonlinear reaction-diffusion problem. The prediction results of Newton-PINet are shown in
Fig. [T} and the detailed comparisons are reported in Table 3] of the main text.

We further compare the performance of Newton-PINet with state-of-the-art gradient-based meta-
learning PINNs (Penwarden et al., [2023)) and Baldwinian-PINNs (Wong et all, [2025). For a fair
comparison, we train an unsupervised Newton-PINet with a meta-learning loss of LSE and a hybrid
Newton-PINet with a meta-learning loss of MSE, considering a single time-block setting. Table [6]
summarizes the generalization performance and computational cost of Newton-PINet relative to
these meta-learned PINN models. Compared to unsupervised gradient-based meta-PINNs, the un-
supervised Newton-PINet consistently achieves lower test errors and shorter inference times. For
instance, on the 2D parametric diffusion-reaction problem, Newton-PINet exhibits approximately
a 179x improvement in generalization accuracy while requiring 7000x less computational time.
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Figure 6: Prediction results of Newton-PINet for the generalized KdV problem.

Against gradient-free Baldwinian-PINN, which employs Picard to handle PDE nonlinear terms,
Newton-PINet which employs the Newton linearization method, reduces test MSE by 2~5 orders
of magnitude across the benchmark problems and shortens single-task fine-tuning time by roughly
one order of magnitude.

We also note that, in some cases, the unsupervised Newton-PINet achieves slightly higher accu-
racy than the hybrid Newton-PINet. This occurs for relatively simple nonlinear PDEs, where us-
ing an LSE-based meta-learning loss facilitates better convergence and generalization than MSE.
Conversely, for more complex nonlinear PDEs, such as the KdV and K-S equations, adopting an
MSE-based meta-learning loss leads to much better performance.

D ABLATION STUDIES

D.1 ROBUSTNESS OF THE META-LEARNED TIKHONOV REGULARIZATION PARAMETER

In our method, the Tikhonov regularization parameter (¢ ) is not manually tuned but meta-learned,
enabling the model to identify a stable and task-agnostic regularization level across all training tasks.
Once learned, ;¢ remains fixed during test-time adaptation.

To evaluate its stability, using the Burgers’ problem as an example, we additionally perform per-task
optimization by initializing A;cg from the meta-learned value and further updating it for each test
task with 300 epochs of gradient-based updates. As shown in Table the meta-learned A¢g remains
close to the per-task optimized values across a wide range of test tasks, and their generalization
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Figure 7: Prediction results of Newton-PINet for the K-S problem.

performance differs only marginally. This indicates that the meta-learned hyperparameter exhibits
strong stability and low sensitivity during test-time adaptation.

D.2 EFFECT OF INITIAL GUESS IN NONLINEAR ITERATIONS

‘We conduct empirical ablations to evaluate how the initial field guess (gyess) in nonlinear iterations
influences model accuracy. Let’s quantify the distance between tgess and the ground truth solution
(U1aber) using the £ norm (||uguess — Uiabel||2). To assess sensitivity to initialization, we test several
representative choices for tg,ess: SEting Ugyess at all time steps equal to the initial field (u;—¢), all
zeros field, all ones field, and normal random field.

As shown in Table |§|, for the time-dependent Burgers’ problem, using the ujabel as Ugyess l€ads to
the lowest error, representing the convergence limit of our method. The u;—¢ strategy keeps Uguess
close to the ujpel (lowest non-zero distance) and achieves the best accuracy among the evaluated
initialization choices. As shown in the Fig.[T2] the converged error starting from u;— is comparable
to that obtained when using wjape; as the initial guess. For the more chaotic K-S system, attempting
to solve a single time-block with the initialization of u( proved very challenging. This is because
a simple initial condition can evolve into highly complex structures over time, causing this ugyess
to deviate from wu),pe. To address this, we employed a 15-block temporal decomposition strat-
egy. The block-wise inference generally makes the ugyuess for each sub-block closer to the ujapel,
thereby improving the convergence of the least-squares solve. As Table [§] shows, the test errors
under different initial guesses are comparable. This indicates that the temporal block decomposition
mitigates the sensitivity of the least-squares solution to the choice of ugyess. We further tested the
time-independent lid-driven cavity (LDC) problem and found that zero initialization achieves the
lowest test error.

Our experiments show that for the strongly nonlinear/chaotic K-S equations, even a relatively small
initialization distance (10-20) can lead to significantly worse convergence, whereas tasks like the
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Figure 8: Prediction result of Newton-PINet for the 2D lid-driven cavity problem. Velocity magni-
tude is computed as V' = vu2 + v2.
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Figure 9: Prediction results of Newton-PINet for the CDR problem.

Burgers’ equation and LDC problems are much less sensitive. Crucially, our empirical observations
unveil a few strategies to mitigate this sensitivity to initialization. Setting wg,ess at all time steps
equal to the initial field (u;—g) can help provide high accuracy for time-dependent problems, while a
temporal block decomposition strategy may be employed for increasingly more complex nonlinear
time-dependent systems like the K-S problem.
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Figure 11: Prediction results of Newton-PINet for the 1D nonlinear reaction-diffusion benchmark
problem.

D.3 EFFECT OF TIME-BLOCKING STRATEGIES

We evaluate the effect of different numbers of time blocks on the average test error taking the
convection-diffusion-reaction (CDR) problem as an example. As shown in Table 0] without tem-
poral decomposition (i.e., using a single time block), the model achieves fast inference but suffers
from large errors. This is because the initial guess in the nonlinear iteration may deviate significantly
from the true solution, causing poor least-squares accuracy. To address this issue, we apply a tem-
poral domain decomposition strategy: starting from the known initial condition, the final prediction
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Table 6: Model comparison on nonlinear benchmark problems. Baselines are reported from Pen-
warden et al.|(2023)); Wong et al.[(2025)). “~ denotes results not reported in the references.

Nonlinear benchmark problems (number of test tasks)

. Heat Allen-Cahn Diffusion 6D diffusion
Meta-learning PINNs (64) (32) -reaction (64)  -reaction (100)
Random Error’ 0.0052 0.015 0.011 0.0022
Time? 156 496 1073 612
Error' 0.0045 - - -
MAML
- Time” 188 - - -
Q
é Center Error! 0.0045 0.012 0.0095 0.0018
g Time? 96 201 426 494
=
g , Error 0.0048 0.012 0.009 0.0017
P Muldtask Time? 49 120 243 431
LMC Error 0.0049 0.011 0.0091 0.0015
Time? 59 120 302 428
RBE Error’ 0.0044 0.012 0.0081 0.0017
Time? 35 68 280 375
Polvnomial Error! 0.0046 0.012 0.0085 0.0018
y Time? 38 44 249 496
Newton-PINet Rel. L2 4.0e-6 4.2e-7 1.4e-4 9.5e-6
(Ours) Time? 0.06 0.044 0.047 0.049
Rel. L?  6.0e4 9.5¢-4 1.3e-4 1.9e-4
= Baldwinian-PINN MSE 1.3e-7 2.0e-7 1.2e-8 1.6e-8
E Time? 0.87 1.19 0.58 0.6
>
T Rel. L?  7.3e-6 3.7e-6 1.4e-4 1.3e-5
New(tg‘;;gme‘ MSE  17e-11  2.5e-12 6.8¢-10 1.6e-10
Time? 0.062 0.044 0.047 0.047

! Relative L? errors obtained after 500 iterations of fine-tuning using ADAM followed by L-
BFGS, as described in|Penwarden et al.| (2023).

% Only the L-BFGS optimization time (s) is reported in Penwarden et al.|(2023).

3 Mean inference time per test task (s), on a Tesla V100 GPU.

Table 7: Sensitivity of the meta-learned \.g to task adaptation in test inference. For meta-learning,
Areg 18 learned during meta-training and kept fixed during testing. For Per-task optimization, A;eq
is initialized from the meta-learned model parameters and then optimized for each test task through
gradient-based updates.

v (test tasks of Burgers’ problem)
0.001  0.003 0.004 0.006 ... 0.047

Areg 7.57c-4
MSE 3.30e-5 2.07e-6 1.44e-6 4.59%-7 ... 7.54¢-8

Method

Meta-learning

Per-task Areg  2.07e-5 4.34e-4 4.8le-4 3.26e-4 ... 9.79%-5
optimization MSE 3.2le-5 2.0le-6 1.44e-6 4.69e-7 ... 7.07e-8

of each block serves as the initial guess for the next. This ensures that each block starts more closely
to the true dynamics, enabling reliable long-horizon prediction. As shown in the table, increasing
the number of blocks can substantially reduce error, though at the cost of longer inference time. For
this problem, a 4-block configuration is adopted to balance the accuracy and efficiency.
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Table 8: Effect of different initial guesses for the nonlinear iterations on test errors.

Initial guess for the nonlinear iteration (uguess)

Problem  Metrics Ground truth  All uy—o (ours) Allzeros Allones Normal random

Distance 0 26.4 459 93.2 93.6
Burgers’ MSE 1.24e-6 1.24e-6 1.24e-6  1.11e-04 4.84e-3
Relative L? 1.04e-3 1.04e-3 1.04e-3  9.61e-03 4.96e-2
Distance 0 33 13.3 23.9 24.4
K-S MSE 2.84e-2 2.83e-2 2.91e-2 2.91e-2 3.08e-2
Relative L2 1.76e-1 1.76e-1 1.79e-1 1.79e-1 1.86e-1
Distance 0 - 10.5 51.7 513
LDC MSE 1.58e-4 - 1.67e-4 1.76e-3 1.86e-4
Relative L2 5.54e-2 - 5.61e-2 1.32e-1 5.69¢e-2
B B Uguess ¢ Ulabel M B Uguess < Ulabel
10*2_ 0 Uguess < Uo @ Uguess <« Uo
N 107 B
@ 10 %3 E’
= 3
é 10’4— ‘;’
= 10
1074
1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12
Nonlinear iteration Nonlinear iteration

Figure 12: Convergence comparison of single-task generalization starting from the true field versus
U as initial guesses.

D.4 EFFECT OF INITIAL CONDITION WEIGHT ON DRIFT AT TEMPORAL BLOCK BOUNDARIES

As can be seen in Fig. 3] the CDR prediction results exhibit noticeable drift at temporal block bound-
aries. Upon investigation, the drift at boundaries is actually due to an under-weighted enforcement
of the initial condition (IC) relative to the PDE and boundary condition (BC) in Tikhonov regular-
ization during the meta-learning and test time. After the ablation study, as shown in Table [T0] we
found that increasing the IC weight (\;c) from 1 to 2 can reduce the test error. Figure@illustrates
that this IC weight adjustment can effectively mitigate the drift at block boundaries.

7Lic=1 lic=2

Ground truth

_ |Upredict — truthl

Figure 13: Mitigation of drift at block boundaries via adjustment of the initial condition (IC) weight
in the Tikhonov regularization (4-time-block for CDR inference).
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Table 9: Ablation study for different time-blocking strategies.

. Number of blocks
Metrics
1 2 4 6 10 15 20
Test MSE 3.56e-3 4.46e-3 9.57e-6 2.93e-6 9.07e-7 1.05e-6 5.78e-7

Test relative L2 2.23e-1  3.96e-2  3.56e-3 1.80e-3 1.13e-3  1.12¢-3  1.08e-3

Inference time 5 -/ > 682e2 1.01e-l 40del 677e-1 126 1.66
per task (s)

Table 10: Effect of initial condition (IC) weight in the Tikhonov regularization on test errors.

Weight parameter for initial condition (A;c)
Errors 1 15 2 5 10

Test MSE 9.57e-6 6.56e-6 5.75e-6 5.77e-6 6.46e-6
Test relative L2 3.56e-3  2.89e-3 2.67e-3 2.67e-3 2.80e-3

D.5 MODEL PERFORMANCE UNDER OTHER TYPES OF BOUNDARY CONDITIONS

As shown in Table@ we test the model performance for Dirichlet, Neumann, and mixed BCs on the
hyperbolic heat and the Klein-Gordon problems. As shown in Table we also evaluate the model
for discontinuous BCs on the 2D lid-driven cavity Navier-Stokes problem, where the velocity field
exhibits corner discontinuities at the moving lid. These experiments demonstrate that the proposed
framework is both theoretically and practically applicable to a broad range of BC types, beyond
periodic and Dirichlet settings.

Table 11: Model performance under different boundary conditions.

Dirichlet Neumann Mixed

Problem el MSE Rel. L2 Time' MSE Rel L? Time' MSE Rel. L2

Heat 0.067 1.69e-6 1.76e-3 0.071 1.80e-5 5.84e-3 0.086 5.35e-5 1.04e-2
Klein-Gordon 0.064 2.36e-7 3.86e-4 0.084 2.34e-6 1.16e-3 0.082 4.05e-6 1.13e-3

1. Inference time per test task (s)

D.6 ABLATION STUDIES ON MODEL ARCHITECTURE

Newton-PINet employs a skip-connected multi-layer architecture with Tikhonov regularization, Si-
nusoidal feature embeddings at the input, and sin(-) activations in all hidden layers. In this section,
we perform ablation studies to examine the impact of these design choices and other hyperparame-
ters. All test errors in the following tables are aggregated from 5 individual runs.

Effect of network depth: We first study the impact of network depth using the Burgers’ and CDR
problems, with and without skip connections (Table[I3). For comparison, Sinusoidal feature embed-
dings are always included at the input, and all hidden layers adopt sin(-) activations. The number of
neurons per layer is set to 512, 256, 170, and 128 for depths of 1~4, respectively, so that the last-
layer width remains around 512 when skip connections are included. The results show that shallow
networks (1 layer) fail to achieve satisfactory accuracy in both problems. Increasing depth without
skip connections often deteriorates generalization. In contrast, with skip connections, the model
consistently maintains high accuracy across all depths, confirming the stabilizing effect of skip con-
nections and their robustness to depth variations. This property greatly simplifies hyperparameter
tuning compared to standard PINNSs.
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Table 12: Model performance for 2D lid-driven cavity (LDC) under discontinuous boundary condi-
tions.

Problem Inference time per test task (s) Test MSE  Test Relative L?
2D LDC 0.40 2.30e-4 6.04e-2

Table 13: Test relative L? errors of model with (w/) and without (w/o0) skip connections under
different network depths.

Skip Network depth
Problem connections

1 layer 2layers 3layers 4 layers
1.04e-2  3.75e-4 4.77e-5 5.02e-5

w/o

, +1.22e2  £1.50e-3  £1.20e-4  +1.05e-4
Burgers

w/ 1.04e-2  1.43e-5 1.93e-6 1.79-6
+122e-2  £72le5  £924e6  £7.98e6
wio 4.70e-3 7.51e-5 6.80e-4 2.12e-3
CDR +1.62e-3  £746e-5  £7.30e-4  £1.97e-3
W/ 4.70e-3 5.43e-5 5.64e-5 4.32e-5

+1.62e-3 +4.58e-5 +5.88e-5 +4.18e-5

Effect of network width: Next, we fix the depth to 4 layers and compare the effect of different
per-layer widths, with and without skip connections (Table [[4). Across both Burgers’ and CDR
problems, incorporating skip connections consistently improves accuracy under almost all width
settings. An exception occurs for the case where all hidden layers have 256 neurons, where skip con-
nections slightly degrade performance—likely due to the substantially increased final-layer width,
which makes the Tikhonov regularization computation numerically more challenging. Overall, skip
connections improve robustness to width variations.

Table 14: Test relative L? errors with (w/) and without (w/o) skip connections under different net-
work widths (from top to bottom, corresponding to layer 1~4).

Number of nodes in each layer

256 128 64 32 16 16 128

Skip 256 128 64 32 16 32 64

: 256 128 64 32 16 64 32

Problem connections 256 128 64 3 16 128 16
wlo 9.13e-6 5.02e-5 1.0le-3 1.24e-3 1.77e-3 4.87e-4 1.14e-3
, +1.87e-5 +£1.05e-4 +2.06e-3 +2.12e-3  £238e-3  +8.03¢-4  +1.95¢-3

Burgers

w/ 2.19e-6 1.79¢-6 4.12e-6 8.14e-5 2.03e-3 3.17e-4 5.4le-6
+7.43e-6  £7.98e-6 +144e-5 +£l.1le-d +2.78e-3  +£5.66e-4  +1.66e-5
wlo 3.88e-4 2.12e-3 4.80e-3 5.98e-2 1.05e-1 1.34e-3 1.24e-1
CDR +344e-4  £197e-3  +379-3 +8.14e2 £629e2 48424  +7.24e-2
w/ 1.10e-3 4.32e-5 2.25e-4 7.73e-4 6.48e-3 2.02e-4 4.55e-4

+220e-3  +4.18e-5 +2.14e-4  +4.77e-4  £832e-3 +1.82e-4 £3.47e-4

Effect of mesh resolution: We then examine performance under different mesh resolutions, with
consistent resolutions applied during meta-training and testing (Table [I3). With skip connections,
the model exhibits stronger adaptability to resolution changes, particularly in the CDR problem.
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Notably, different resolutions alter the size of the matrices, which can influence numerical stability.
Nevertheless, skip connections help preserve accuracy under these settings.

Table 15: Test relative L? errors with (w/) and without (w/o) skip connections under different mesh
resolutions

Skip Mesh resolution (%, )
Problem  connections 1, 59 13,33 17443  26x65 51x129
417e-5 7.19e-6 223e-5 127e-5  5.02e-5

w/o
, +4.57e-5  +1.52e-5  £230e-5  £1.74e-5 +1.05¢-4
Burgers
W/ 2.57e-4 5.54e-6 2.80e-5 1.49e-6 1.79e-6
+7.24e-4  £1.62e5  £46le6  £7.00e-6 +7.98e-6
11x29  21x49 41x69 71x99 101x129
6.34e-2  3.08e-3 2.26e-3 1.5le-3  2.12e-3
CDR w/o
+9.09e2 42423 £1.78-3  +1.16e3 +1.97¢-3
w/ 3.72e-2 3.27e-3 4.03e-5 3.36e-5 4.32e-5

+3.85e-2 +4.55e-3 +1.44e-5 +3.13e-5 +4.18e-5

Effect of activation functions and Sinusoidal embeddings: We further compare activation func-
tions under varying depths, with skip connections included (Table . For tanh(-) and Gaussian
activations, Sinusoidal embeddings are not used, while for sin(-) activations they are applied at the
input. The combination of Sinusoidal embeddings with sin(-) consistently outperforms other activa-
tions across different depths, highlighting the effectiveness of this design choice for nonlinear PDE
learning.

Table 16: Test relative L? errors of models with different activation functions under varying network
depths

Activation Network depth
Problem function

1 layer 2layers 3layers 4 layers

1.07e-2  1.30e-4 6.39e-4 7.13e-5
+130e2  £242%e-4  £254e3  £1.60e-4
1.14e-2  4.64e-3 8.27e-6 3.28¢e-6
+131e2  +895¢3  4+3.06e-5  +1.26e-5
1.0de-2 1.43e-5 1.93e-6 1.79¢-6
+122e2  £72le-5  £924e-6  +7.98e-6

3.94e-2 1.84e-3 6.09¢-3 4.16e-2
+133e2  +2.18e-3  +1.16e-2  +8.27e-2
3.60e-2 5.62e-3 6.62e-4 2.57e-4
+2.11e2  £525¢3  £7.16e-4  £2.0le-4
4.70e-3 5.43e-5 5.64e-5 4.32e-5
+1.62e3  +4.58e5  £588e5  +4.18e5

tanh
Burgers’  Gaussian

sin

tanh

CDR Gaussian

sin

Effect of weight initialization and learning rate: During meta-learning, we update the hidden-
layer weights (w) and other learning parameters via gradient descent. Here, we investigate the
impact of weight initialization schemes and learning rate (1) settings on the model generalization
(Table[T7). Results indicate that He initialization together with a smaller initial learning rate leads to
the most stable and accurate generalization performance, whereas larger learning rates often cause
unstable training or accuracy degradation.
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Table 17: Test relative L? errors under different weight initialization methods and initial learning
rates

Weight Initial learning rate
Problem initialization 0.0005 0.005 0.05

7.57e-5 2.83e-6 2.09e-3

Xavier
Burgers . +1.62e-4 49.33e-6 +5.54e-3
e 157e-5 1.79%-6 2.69e-3
+7.89¢-5 +7.98e-6 +4.93e-3
o 26202 5794 1.11e3
avier +2.17e-2 +4.69¢e-4 +2.20e-3
CDR e 2784 432e5 1.68¢-2

+3.27e-4 +4.18e-5 +3.20e-2

In summary: Newton-PINet benefits significantly from skip connections, which enhance robust-
ness to depth, width, and mesh resolution, thereby reducing the need for extensive hyperparameter
tuning. Sinusoidal feature embeddings with sin(-) activations further boost accuracy across depths,
and careful initialization and learning rate selection improve stability. Collectively, these results ex-
plain why Newton-PINet maintains reliable generalization across diverse nonlinear PDE problems.

E PRACTICAL SCALING DISCUSSION OF NEWTON-PINET

Effectiveness of Tikhonov regularization: The scalability of the Tikhonov solution is determined
by the matrix A. Its rows grow with the total number of PDE, IC, and BC residual samples. Its
column size is determined by the product of the pre-final feature dimension and the output dimension
(D,). The pre-final feature dimension equals the total number of neurons in the L — 1 hidden layers
(each of width N,,) due to the skip connections. This results in A € R("pdet7ictmbe) X Do Nn (L—1)

For 2D/3D or multi-physics systems (e.g., Navier-Stokes), the increase in the number of PDE equa-
tions requires more residual sampling points, while a higher output dimensionality enlarges the
number of columns, making A larger and more challenging to solve, particularly during Newton
iterations for nonlinear problems.

Our strategy is to moderately control the pre-final feature dimension, for example, by decreasing the
number of neurons in each layer, thereby reducing the number of columns of A and ensuring that
the least-squares problem remains reasonably overdetermined. Since the Tikhonov update (Al +
ATA)w = ATb involves only ATA € RPoNn(L=1)xDoNn(L=1) it computational cost depends
primarily on the feature dimension, as opposed to the potentially very large number of residual
samples in high-dimensional or multiphysics domains. This keeps the Tikhonov solver tractable
as long as the feature dimension is properly controlled. In our experiments, the Newton-PINet
achieves high accuracy without requiring a large pre-final feature dimension (i.e., no. features <
no. collocation points).

Time-blocking strategy: In addition to the matrix size, the scalability of our model for nonlin-
ear problems also depends on the quality of the initial guess for the iterative updates. Similar to
the theoretical behavior of the Newton method, if the initial guess deviates too far from the true
solution, more Newton iterations are required to achieve reasonable convergence. This challenge
becomes particularly severe for time-dependent chaotic systems, such as the Kuramoto-Sivashinsky
(K-S) equation, where even simple initial conditions can quickly evolve into highly complex spa-
tiotemporal patterns. Consequently, it is difficult to obtain an initial guess close to the solution. We
can adopt the temporal domain decomposition strategy: starting from the known initial condition,
the final prediction of a previous block is used as the initial guess for the next block. This ensures
that each block starts more closely to the true dynamics, improving the stability and accuracy of
the least-squares updates without using large Newton iterations, and enabling reliable long-horizon
prediction.
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Low-rank strategy: We would like to clarify that although the task adaptation step is formulated
as a least-squares problem, the matrix A in our method is not sparse in the traditional numerical
PDE solver sense. Because the features are generated by a multilayer neural representation with skip
connections, each row of A contains dense network features rather than the typical discretization-
induced sparsity and structure. As a consequence, the rank and conditioning of our least-squares sys-
tem is determined jointly by (i) the density and distribution of collocation points, (ii) the Tikhonov
parameter, and more importantly (iii) the quantity and expressiveness of hidden-layer weights that
shape the feature space. In this instance, the practical scaling for large collocation sets may
derive more from the fact that one can still control the cost of the solve through meta-learning
a better (yet minimal) set of pre-final layer features.

For this reason, low-rank or iterative solvers designed for large sparse PDE matrices (e.g., LU de-
composition or Krylov solvers) may not offer clear advantages in our setting. We experimented
with SVD-based solvers, LU, and Cholesky factorizations; none achieved better accuracy-stability
trade-offs than the Tikhonov formulation used in our method.

Nonetheless, a more comprehensive investigation of scalable iterative schemes tailored to dense
neural-feature matrices is an interesting direction for future work.

F USE OF LARGE LANGUAGE MODELS (LLMS)

In preparing this paper, we used large language models (LLMs) solely as an auxiliary tool for writ-
ing support. Specifically, the LLM assisted in refining some English expressions and improving the
formatting of tables. The research ideas, literature review, methodological development, code im-
plementation, figures, and experimental results were entirely conceived and executed by the authors
without the involvement of LLMs.
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